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Abstract: Distortion product otoacoustic emission (DPOAE) level/phase
maps were collected in humans with and without an interference tone (IT)
near the DPOAE frequency place �fdp� at primary-tone levels of 75 dB SPL.
A DPOAE component with the expected steep phase gradient could be ex-
tracted at fdp, however, considerable vertical-phase banding, presumably in-
dicative of reflection emissions, remained. An IT placed 0.33 oct above f2
removed most of this banding, revealing DPOAE components originating
basal to the IT frequency place. These findings suggest that the commonly
accepted two-source model of DPOAE generation may need to be qualified
when higher primary-tone levels are utilized.
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1. Introduction

Kim (1980) first proposed that distortion-product otoacoustic emissions (DPOAEs) are pro-
duced by a combination of two emission-generator components, one originating at the f2 place
and the other arising from the DPOAE frequency place �fdp�. The now commonly accepted
two-source model (e.g., Zwieg and Shera, 1995; Talmadge et al., 1998) for apical DPOAE
generation (i.e., fdp� f1; e.g., 2f1-f2 DPOAE), supported by numerous studies in humans (e.g.,
Talmadge et al., 1999; Knight and Kemp, 2000, 2001; Kalluri and Shera, 2001; Konrad-Martin
et al., 2001; Dhar et al., 2005), proposes that within the cochlea, there are two separate con-
tributors to the DPOAE levels and phases measured in the ear canal when elicited by low- to
moderate-level primaries. The first contributor, referred to as the “generator” or “distortion”
source, is thought to arise from the nonlinear interaction between the f1 and f2 primary tones.
The primary-tone “overlap” region for apical DPOAEs is assumed to be near the tonotopic
location on the basilar membrane (BM) of the higher-frequency f2 primary tone, which creates
energy at the DPOAE frequency that then travels both apically and basally within the cochlea.
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The apically traveling energy reaches the fdp place on the BM and is then reflected back basally,
thereby providing the second source (reflection) of the otoacoustic emission (OAE) measured in
the ear canal. This energy reflection is attributed to the presence of randomly distributed inho-
mogeneities on the BM in the fdp region. The interaction of these two sources results in the
commonly observed fine structure in human DP-grams.

Emissions that Kemp and Knight (2000, 2001) called “place-fixed” and “wave-fixed”
OAEs correspond to the more mechanistic terms “coherent linear reflection” and “nonlinear
distortion,” respectively, adopted by Shera and Guinan (1999) to refer to these same emission
properties. The Shera and Guinan (1999) formulation emphasizes the unique phase character-
istics of the DPOAE, depending upon the site of emission generation. For example, for the
wave-fixed component, a constant f2 / f1-ratio sweep maintains the relative phases of the f1 and f2
primary tones and the DPOAE. Thus, because of the property of cochlear-scale invariance,
DPOAE phase remains relatively unvarying for a constant f2 / f1-ratio sweep resulting in shallow
phase gradients. Because the DPOAE-place component (reflection) comes from the fdp, for a
constant f2 / f1-ratio sweep, the phase for this constituent changes rapidly and is associated with
steep phase gradients.

In the DPOAE level/phase (L/P) maps described by Knight and Kemp (2000, 2001),
when DPOAE phase is plotted as a function of DPOAE frequency, a constant vertical-phase
band for a given DPOAE frequency presumably indicates a place-fixed (reflection) source. In
contrast, a constant horizontal-phase band for a fixed f2 / f1-ratio sweep as a function of DPOAE
frequency is considered indicative of a wave-fixed (distortion) source.

It is important to emphasize that the majority of the research designed to explore the
two-source DPOAE model in humans has been conducted in exceptional subjects having very
robust DPOAEs (e.g., Dhar et al., 2005) using low to moderate primary-tone levels (e.g.,
Konrad-Martin et al., 2001; Kalluri and Shera, 2001). Recently, our laboratory assembled
DPOAE L/P maps like those described by Knight and Kemp (2000, 2001), at similar higher
primary-tone levels with L1 ,L2=75,75 dB SPL. These higher primary-tone levels are required
to obtain robust 2f1-f2 and 2f2-f1 DPOAEs across a wide range of f2 / f1 ratios, especially in
subjects with various types of sensorineural hearing loss (e.g., Stagner et al., 2007). In these L/P
maps, both horizontal- and vertical-phase banding were obtained that were very similar to that
originally described by Knight and Kemp (2000, 2001).

In an attempt to “unmix” the two DPOAE components presumably indicative of the
two emission mechanisms, interference tones (ITs) were placed near the fdp, and DPOAE L/P
maps were obtained with and without the IT. Vector differences computed between the two
conditions extracted a reflection component at fdp for both the 2f1-f2 and 2f2-f1 DPOAEs; how-
ever, significant vertical banding still remained. In subsequent experiments, ITs placed 0.33 oct
above f2 removed most of the observable vertical-phase banding for both DPOAEs. The present
report describes these theoretically important findings consistent with the presence of other
DPOAE sources at higher primary-tone levels in humans.

2. Methods

2.1 Subjects

DPOAEs were measured in three ears of three normal-hearing human subjects between 18 and
30 years of age. Each subject had normal DPOAEs as compared to our laboratory’s database.
All subjects provided informed consent and received monetary compensation for participation
in the study. DPOAEs were obtained with subjects seated comfortably in a reclining chair
within a single-walled sound booth situated in a quiet laboratory setting. The human-research
protocol was approved by the institutional review board (IRB) of the VA Loma Linda Health-
care System.

2.2 DPOAE measures

To assure normal baseline DPOAEs, “DP-grams” as a function of f2 frequency were measured
with f2 ranging from 0.275 to 15.3 kHz in 0.1-oct steps with L1 ,L2=55,55; 65,65; 75,75; and
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65,55 dB SPL. Primary tones were produced by two digital-to-analog (D/A) channels of a
digital-signal processing (DSP) board (Digidesign, Audiomedia), mounted in a microcomputer
(Apple, Macintosh Quadra 700). The f1 and f2 signals were presented using two ear-speakers
(Etymotic Research, ER-2), and the level of the ear-canal sound pressure was measured using a
low-noise microphone assembly (Etymotic Research, ER-10B+). The ear-canal signal was syn-
chronously sampled at 44,100 kHz and averaged �n=4� by an analog-to-digital (A/D) channel
of the DSP board. A 4096-point fast Fourier transform (FFT) of the averaged time sample was
performed by customized software. The 2f1-f2 and 2f2-f1 DPOAEs and associated noise-floor
(NF) levels were extracted from the FFT. The NF was based upon the average of eight frequency
bins on either side of the DPOAE frequency bin, excluding the first bin on either side of the
DPOAE frequency.

2.3 DPOAE level/phase (L/P) maps

To generate DPOAE L/P maps, DPOAEs were measured in response to constant f2 / f1 ratio
sweeps varied in 0.025 increments from f2 / f1=1.025 to 1.5, with DPOAE frequency steps of
�43 Hz, from 0.5 to 6 kHz for both 2f1-f2 and 2f2-f1, resulting in f1 ranging from
0.258 to 12.016 kHz and f2 from 0.366 to 18.023 kHz. For this study, the L/P maps were col-
lected at primary-tone levels of L1 ,L2=75,75 dB SPL, using a 2048-point FFT and four- or
eight-time averages. DPOAE level was directly plotted (Microsoft Excel 2003, v.11.5), while
phase was corrected for primary-tone phase variation and unwrapped by “looking” in two di-
rections (f2 / f1 ratio and DPOAE frequency) using custom-developed Excel-based routines be-
fore plotting. Final, more detailed analysis and plotting were performed in MATLAB.

DPOAE L/P maps were obtained with and without an IT placed at either 44 Hz below
fdp (IT=65 dB SPL) or at 0.33 oct above f2 (IT=75 dB SPL). ITs were presented on alternate
trials throughout the protocol to minimize any effects due to time-dependent changes in
DPOAEs. The IT, which was digitally mixed with f1, was rotated in phase by 90° over the four
presentations and then time averaged to eliminate the majority of emission components pro-
duced by the IT. Vector differences were computed between control (no IT) and IT conditions to
produce residual DPOAE L/P maps consisting of DPOAE components removed by the IT. DP-
grams with and without the IT and for the residual were extracted from the DPOAE L/P maps
for wide �f2 / f1=1.20� and narrow �f2 / f1=1.025� primary-tone ratios. The phase of the residual
was unwrapped in the frequency direction and plotted as a function of DPOAE frequency and
phase in cycles. Plotted this way, the slope is in units of time and can be thought of as a delay.
The contrast of these delays suggests different physical mechanisms of emission production.

3. Results

The results of obtaining DPOAE L/P maps with and without an IT near fdp are shown for a
representative subject in Fig. 1. Similar results were found for the other subjects, but the subject
illustrated had the most robust DPOAEs, making it more straightforward to appreciate the find-
ings in the DPOAE L/P maps. On the left of Fig. 1 are six DPOAE L/P maps [Figs. 1(a), 1(c),
and 1(e) =level; Figs. 1(b), 1(d), and 1(f) =phase] corresponding to the control [Figs. 1(a) and
1(b)], IT [Figs. 1(c) and 1(d)], and residual [Figs. 1(e) and 1(f)] experimental conditions. In the
control condition of Fig. 1(a), DPOAE fine structure is evident in the level plot at f2 / f1 ratios of
�1.2 (upper dashed black line) as peaks and valleys (arrows). In the corresponding phase plot
of Fig. 1(b), the two frequently observed phase behaviors for the 2f1-f2 DPOAE are clearly
evident. That is, horizontal-phase banding dominates at wide f2 / f1 ratios, which presumably
represents distortion emissions, while vertical-phase banding associated with reflection emis-
sions is apparent at f2 / f1 ratios less than about 1.1. For the 2f2-f1 DPOAE [bottom half of Fig.
1(b)], vertical-phase banding was obtained for all f2 / f1 ratio values. In the IT condition shown in
the level plot of Fig. 1(c), DPOAE fine structure is substantially reduced (arrows). However, in
the corresponding phase plot of Fig. 1(d) for the 2f1-f2 DPOAE, significant vertical banding
remained, especially above 3 kHz. Likewise, much of the vertical-phase structure associated
with the 2f2-f1 DPOAE remained in this frequency region. In the residual map of Fig. 1(e),
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based upon the vector difference between the control (no IT) and IT maps, patchy residuals are
evident where the IT removed DPOAE components for the 2f1-f2 (white arrows) and for the
2f2-f1 (black arrows). Finally, in the corresponding phase map of Fig. 1(f), the phase behavior of
these residuals showed vertical banding as commonly described for a reflection component
from fdp. It should be emphasized that the phase banding was notably much narrower (i.e.,
steeper phase gradient) for the residual 2f1-f2 DPOAEs at wide ratios [Fig. 1(f), white arrows] as
compared to the narrow ratio 2f1-f2 or 2f2-f1 for all conditions [Figs. 1(b), 1(d), and 1(f)].

The four plots to the right of the DPOAE L/P maps illustrate more familiar analyses.
For example, Fig. 1(g) demonstrates DP-grams extracted from these maps at an f2 / f1 ratio of 1.2
for the 2f1-f2 DPOAE without (solid black line) and with (solid blue/gray line) the IT near fdp. It
is clear that in this situation the IT essentially eliminated the fine structure supporting the visual
impression gained by comparing the central regions (white arrows) of the control [Fig. 1(a)] and
IT [Fig. 1(c)] DPOAE L/P maps.

The remaining three plots show phase curves extracted for the 2f1-f2 DPOAE at wide
[Fig. 1(h)] and narrow [Fig. 1(i)] f2 / f1 ratios, as well as for the 2f2-f1 DPOAE at a narrow ratio
[Fig. 1(j)] for control, IT, and residual conditions. For the 2f1-f2 at a standard ratio �f2 / f1=1.2�,
shallow phase slopes [Fig. 1(h)] were obtained for both the control (solid black line) and IT
(solid blue/gray line) conditions, consistent with the horizontal-phase bands seen in the corre-

Fig. 1. �Color online� DPOAE L/P maps obtained with and without an IT placed 44 Hz below fdp. The residual map
in �e� demonstrates that DPOAE components can be extracted near fdp that have vertical-phase banding properties in
�f� �arrows�. Red/gray dashed line in �h� demonstrates that these emissions have the expected steep phase gradients
consistent with a DPOAE-reflection component. However, in the presence of the IT, large DPOAE components
remain �c� associated with similar vertical banding �d� and phase gradients as indicated by the blue/gray line in �i�.
Black dashed lines on the DPOAE L/P maps indicate f2 / f1 ratios where data were extracted for the plots in �g� and
�h� �see text for complete details of this and Fig. 2�.
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sponding phase maps at this ratio [Figs. 1(b) and 1(d)]. For this same f2 / f1 ratio, the residual
showed a steep phase slope (dashed red/gray line) associated with the vertical-phase banding
[Fig. 1(f), white arrows] extracted by the IT near fdp. These findings illustrate the ability to
extract a reflection component from the fdp. However, most notably, significant vertical-phase
banding remained [Fig. 1(d)] that could not be removed by the IT.

At narrow f2 / f1 ratios of 1.025 [Fig. 1(i)], steep phase-gradient DPOAEs were ob-
tained for both the control (solid black line) and IT (solid blue/gray line) conditions accompa-
nied by vertical-phase structure. However, at this narrow ratio setting, the residual was too near
the NF to measure its phase characteristics. This more conventional analysis confirms the ob-
servations noted above on the L/P maps that the slopes of the phase gradients for the wide ratio
2f1-f2 DPOAE residual [white arrows in Fig. 1(h)] are roughly twice those of the narrow ratio
2f1-f2 [Fig. 1(i)], or 2f2-f1 [Fig. 1(j)] components for the control, IT, or residual (black arrows)
conditions suggesting that the 2f1-f2 DPOAE from fdp has a much longer latency than these
narrow-ratio 2f1-f2 and 2f2-f1 components associated with steep phase gradients.

Phase curves for the 2f2-f1 DPOAE are shown in Fig. 1(j) for the narrow f2 / f1-ratio
condition (1.025) equidistant below the white dashed centerline at f2 / f1=0. For this DPOAE, all
conditions revealed steep phase gradients associated with the vertical-phase banding observed
in the phase maps, which is consistent with the place-fixed behavior of this emission.

Figure 2 displays the results of repeating the same experiment depicted in Fig. 1 in the
same subject in a different session, but with the IT placed 0.33 oct above f2. First, the striking
similarity of the DPOAE L/P maps between Figs. 1(a) and 2(a) with respect to DPOAE level
should be noted thus demonstrating the excellent test/retest reliability of these maps within the
same individual. In the control condition of Fig. 2(a), fine structure is again evident in the
DPOAE levels at wide f2 / f1 ratios of �1.2 as peaks and valleys. In the corresponding phase plot
of Fig. 2(b), the two phase behaviors can again be observed for the 2f1-f2 DPOAE. For the 2f2-f1
DPOAE (bottom half of plot), the phase banding is vertical, which supports the presence of a
reflection-based generation mechanism. In the IT condition illustrated in Figs. 2(c) and 2(d), as
compared to Fig. 1(c), it can be seen that the fine structure at f2 / f1=1.2 in the level plot [Fig.
2(c)] is not affected by the IT, when it is placed 0.33 oct above f2. This outcome suggests that the
IT had minimal effects on the f2 source at this distance basal to f2, otherwise the DPOAE fine
structure would be modified by a reduction in this DPOAE component. In contrast to the pre-
vious experiment, in the related phase plot of Fig. 2(d), a significant amount of the vertical-
phase banding that was present in the control condition [Fig. 2(b)] is removed by the IT for both
DPOAEs. In the residual maps of Figs. 2(e) and 2(f), a large residual DPOAE for both the 2f1-f2
and 2f2-f1 emissions is evident in Fig. 2(e), which is indicative of the DPOAE components
removed by the IT that presumably originate, or are modified, from BM regions situated basal to
the IT place. In the corresponding phase map of Fig. 2(f), the phase behavior of these residuals
shows both horizontal- and vertical-phase banding for the 2f1-f2 DPOAE, and vertical-phase
banding for the 2f2-f1 DPOAE.

The top plot of Fig. 2(g) at the right of the DPOAE L/P maps shows DP-grams ex-
tracted for an f2 / f1 ratio of 1.2 for the 2f1-f2 emission collected without (solid black line) and
with an IT (solid blue/gray line) placed 0.33 oct above f2. These DP-grams traverse the center of
the fine structure regions in Figs. 1(a) and 1(c) (dashed black line at 1.2). It is clear that both
DP-grams superimposed on one another convincingly indicate that in this situation the 75 dB
SPL IT did not influence DPOAE sources originating from the f2 place that interact with the
source reflected from the fdp to produce this fine structure. This observation reinforces the no-
tion that the modifications produced by the IT resulted from its influence on DPOAE compo-
nents located basal to the IT place.

The other three plots depict DPOAE phase gradients extracted from the DPOAE L/P
maps for the 2f1-f2 and 2f2-f1 DPOAEs for wide (1.2) and narrow (1.025) f2 / f1 ratios for the
control, IT, and residual experimental conditions. Figure 2(h) shows phase curves for the wide
1.2-ratio condition, a circumstance where all the phase curves have shallow slopes that are in
agreement with the horizontal-phase banding observed across all three experimental condi-
tions. At this ratio, the IT presumably removed a distortion component, which is in accord with
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the shallow phase slope for the residual (red/gray dashed line) constituent. However, this com-
ponent apparently was not generated at f2, but rather basal to the IT frequency place above f2.

For the narrow ratio situation at 1.025 shown in Fig. 2(i), steep phase gradients were
obtained for all conditions. The phase gradient for the residual (red/gray dashed line) seen in
Fig. 2(f) as vertical banding is consistent with the IT removing a DPOAE source with reflection-
like phase properties that does not arise from the fdp.

In Fig. 2(j), the phase slopes are steep for all three experimental conditions as com-
monly observed for the place-fixed behavior of the 2f2-f1 DPOAE. However, in this situation,
the IT was considerably above the fdp until the f2 / f1 ratio values were equal to or �1.3 in con-
trast to Fig. 1(j) where it is just below the fdp for all ratios. Thus, these place-fixed components
also appear to originate from regions that are substantially basal to the fdp.

4. Discussion

A number of studies in human subjects (e.g., Talmadge et al., 1999; Knight and Kemp, 2000,
2001; Kalluri and Shera, 2001; Konrad-Martin et al., 2001; Dhar et al., 2005) have supported
the two-source model of DPOAE generation synthesized by Shera and Guinan (1999) for low-
to moderate-level primaries. The present results from human subjects also confirm that a steep
phase gradient DPOAE component can be extracted with ITs near fdp. Presumably, this emis-
sion corresponds to the reflection component arising from randomly distributed inhomogene-

Fig. 2. �Color online� DPOAE maps obtained with and without an IT placed 0.33 oct above f2. The residual map in
�e� demonstrates that by placing the IT above f2, large DPOAE components can be extracted that have phase
properties of both distortion and reflection emissions, depending upon the f2 / f1 ratio �f�. Shallow and steep phase
gradients associated with these two components were confirmed by extracting the phase curves at a wide f2 / f1 ratio
in �h�, and at a narrow ratio in �i� �dashed red/gray lines�. In �d�, almost all of the narrow f2 / f1-ratio vertical-phase
banding was removed by the IT for the narrow ratio 2f1-f2 DPOAE, and similarly for the 2f2-f1 DPOAE, suggesting
that both of these reflectionlike components originate in regions of the cochlea that are basal to the IT place.
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ities on the BM in the fdp region. However, significant vertical-phase banding remained in the
DPOAE L/P maps that was shown to be associated with steep phase gradients. By placing the IT
0.33 oct above f2, most, if not all, of this remaining vertical banding, along with a significant
component associated with wave-fixed phase behavior, was extracted [Fig. 2(f)]. It is notewor-
thy that the high-frequency IT did not alter the pattern of DPOAE fine structure at wide f2 / f1
ratios, which is due to the interaction of the f2 and fdp emission components. This finding sug-
gests that the IT acted by removing or modifying components basal to the f2 that were respon-
sible for the remaining place-fixed phase behavior. These results are in agreement with evidence
that other emissions, such as the 2f2-f1 DPOAE, can be generated basal to the f2 place (e.g.,
Martin et al., 1998). The fact that placing the IT 0.33 above f2 strongly influenced the 2f2-f1
DPOAE supports the earlier findings for this emission. These remaining steep phase gradient
emissions also cannot be attributed to suppression of multiple internal reflections, since Dhar et
al. (2002) demonstrated that the presence of such reflections interact to significantly alter
DPOAE fine structure, which, in this case, remained unchanged when these emissions were
removed by the IT. It is possible that these basal source contributions could somehow be re-
flected from fdp. In this latter situation, the high-frequency IT at 0.33 oct above f2 eliminates the
basal source and consequently the reflected component from fdp associated with vertical-phase
behavior. However, the observations that this component cannot be affected by the IT at fdp
[Figs. 1(c) and 1(d)] and that the fine structure remains unchanged [Fig. 2(c)] in the presence of
the high-frequency IT seem to support the notion that this particular DPOAE component asso-
ciated with vertical-phase banding comes from a region basal to f2.

Overall, the present findings suggest that the two-source model of DPOAE generation
in humans may be limited to situations where the primary tones are kept at low to moderate
levels. As primary-tone levels are increased to higher levels, as in the present case, it appears
that other emission components are generated basal to f2 for the case of the 2f1-f2 DPOAE, and
even well basal to the emission place for the upper sideband 2f2-f1 DPOAE. These basal com-
ponents have phase properties that have previously been attributed strictly to distortion or re-
flection emissions generated at f2 or fdp, respectively. Knight and Kemp (2000) obtained
DPOAE L/P maps in two human subjects in response to 70-dB SPL primary-tone levels that
were very similar to the ones illustrated here. They subsequently attempted to extract the place-
fixed and wave-fixed components (Knight and Kemp, 2001) using temporal windowing and
inverse fast Fourier transform (IFFT) techniques. The resulting outcomes led these authors to
conclude that both emission types were widely distributed, a finding that is contradictory to the
current results. Recently, Dhar et al. (2005) also discovered over a very restricted frequency
range of 400 Hz that the reflection component dominated at narrow ratios and low primary-tone
levels. Interestingly, this outcome was not observed over the large frequency span encompassed
by the current DPOAE L/P maps. It is important to emphasize that the present results were
obtained using IT techniques that directly remove emission components by the suppressive
effects of a third tone in a nonlinear system.

The other more frequently employed strategy of using time windowing and IFFT fil-
tering assumes that only two components are to be separated, and that this approach can be
utilized, because their corresponding phase behaviors result in unique and separable latencies in
the pseudotime domain. It appears likely that under the conditions used in the present study,
these methods would also extract two components, but the assumption that one of the compo-
nents arose entirely from fdp and the other from f2 would be incorrect. Of course, this circum-
stance represents an important issue that needs to be tested by comparing the distribution of
components that can be extracted with the two techniques at these higher primary-tone levels.
Overall, if other investigators can confirm these findings, then the commonly accepted two-
source model of DPOAE generation in humans may require further qualifications based upon
primary-tone levels.
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Abstract: Previous research has shown that listeners can adapt to particu-
lar samples of noise, a phenomenon known as “frozen noise” [Langhans and
Kohlrausch, J. Acoust. Soc. Am. 91, 3456–3470 (1992)]. However, no stud-
ies have reported a similar effect for multi-talker babble. The results of this
study comparing open-set word recognition in multi-talker babble showed
that listeners are significantly more accurate when the babble is fixed than
when the babble is random. This documents the effect the authors refer to as
“frozen babble.”
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1. Introduction

Previous studies have shown that listeners can adapt to particular repeated samples of identical
noise, a phenomenon known as “frozen noise.” For example, Langhans and Kohlrausch (1992)
reported that the threshold for listeners to detect the presence of signals presented in frozen
noise is significantly lower than for signals presented in random noise. However, no studies have
reported such effects for multi-talker babble, a form of noise that is being used more in studies
of speech perception and spoken word recognition due to its high level of ecological validity
(e.g., Killion et al., 2004; Cutler et al., 2004; Wilson, 2003). In this paper, we report a subset of
data from a larger study, in which a change in our methodology allows us to compare spoken
word recognition performance of words mixed with a fixed segment of babble to spoken word
recognition of words mixed with a random segment of babble.

2. Method

2.1 Materials

The stimulus list consisted of 1428 English words chosen from the Hoosier Mental Lexicon
(HML; Nusbaum et al., 1984), designed to be a representative sample of the entire English
lexicon. To create a representative sample, the list was constructed such that it did not differ
statistically from either the HML or the CELEX (Baayen et al., 1993) on the following features:
(1) number of phonemes, (2) number of syllables, (3) syllable structure, (4) initial phoneme,
and (5) lexical frequency.
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Digital audio recordings of each word were created from the production of a male
speaker of American English in an IAC sound-proof booth at a sampling rate of 22.05 KHz.
Six-talker babble (three male and three female speakers) from the Connected Speech Test (Cox
et al., 1987) was added to the stimuli at three different signal-to-noise ratios (S/N): 0, 5, and
10 dB. The signal was centrally embedded in the babble, with a leading and trailing 420 ms of
babble. The S/N ratio for each token was determined by comparing the rms average amplitude
of the signal file with the babble file.

2.2 Procedure

The stimuli were presented to 96 native English-speaking undergraduates from Indiana Univer-
sity over Beyer-Dynamic D-210 headphones at 77 dB SPL. Each listener heard only one-
quarter of the stimuli (357). One-third of the stimuli were presented at each S/N and were fully
randomized such than no listener heard the same words at the same S/N. The experiment was
self-paced and responses were typed on a keyboard.

2.3 Fixed versus random babble

After running the first 48 listeners, two changes in the methodology were made. The first change
involved a switch from using a fixed portion of babble to a random portion of babble. That is, the
stimuli presented to the first 48 listeners used a segment of multi-talker babble which always
began at a fixed point. In contrast, the stimuli for the remaining 48 listeners were mixed with
randomly selected segments of multi-talker babble.

In addition to the fixed versus random babble difference, a slightly different leveling
procedure was used for the stimuli presented to the final 48 listeners. The level of the stimuli
with fixed babble was equated before mixing in the multi-talker babble, which had the effect
that the overall level of the stimuli increased as S/N decreased. Alternatively, the random babble
stimuli were releveled after mixing in the babble, so that the average rms amplitude of all the
stimuli was equal.

3. Results and discussion

Figure 1 shows the mean accuracy rates for listeners in the frozen and random babble condi-
tions. The listeners in the random babble condition were significantly less accurate (mean
=48.0, SD=0.303) on the word recognition task than the listeners in the frozen babble condition
(mean=57.7, SD=0.307; t=9.75, p�0.0001). To determine whether these differences were
due to random subject factors, the listeners in each condition were split in half and the two
groups were compared. No significant difference was found between the two subgroups in ei-
ther condition.
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Fig. 1. �Color online� Percent correct of fixed and random babble groups.
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The significant difference in word recognition accuracy between the listeners in the
fixed babble condition and the random babble condition is consistent with the claim that the
listeners in the former condition adapted to the frozen babble. However, it remains possible that
the difference was related to the releveling of the stimuli.1 To address this, we examined
changes in accuracy over the course of the experiment. If the accuracy difference comes from
listeners adapting to the frozen babble, we should see an improvement over the course of the
experiment (as they become more familiar with the noise pattern). Note that it is common for
listeners to improve over the course of an experiment as they become more familiar with the
task. It is likely that the listeners in the random babble condition will also show some learning,
but not as much as the listeners in the fixed babble condition. If listeners in the fixed babble
condition show a steeper learning curve than those in the random babble condition, we can
conclude that the difference in accuracy is not due to the way the stimuli were leveled, but rather
to the difference between fixed and random babble.

Figure 2 displays the accuracy for subjects in each condition over a moving 50-trial
window. The first point represents trials 1–50, the second point 2–51, and so on. To determine
whether these learning rates were significantly different, the frozen babble values were sub-
tracted from the random babble values, and a Pearson’s r correlation test was performed be-
tween these differences and the trial window. If the learning rates are the same, then there
should be no correlation (as the difference should be a horizontal line). However, a significant
positive correlation indicates that the frozen babble group shows a steeper learning rate. This
analysis revealed a strong positive correlation (r=0.766; p�0.001), consistent with the claim
that the difference in accuracy shown in Fig. 1 is an example of the frozen noise phenomenon.

In order to determine whether the frozen noise phenomenon can be changed based on
the S/N ratio in the stimuli, we also analyzed the data at each S/N ratio. Analysis of the learning
rate between the fixed and random babble groups was significant at each S/N ratio, as shown in
Fig. 3. In addition, learning rate was computed for each listener as the slope of the least-squares
fit regression line to the moving window data for each listener. A 2�3 ANOVA was carried out
with learning rate as the dependent variable, babble type (fixed versus random) as between
subjects factor, and S/N (0, 5, and 10 dB) as within subjects factor. The ANOVA showed babble
type to be a significant factor (fixed=0.0333, random=0.0122, F=7.4284, p�0.01), but nei-
ther S/N (F=1.0649, p�0.3) nor the S/N by babble type interaction �F�1� was significant.

4. Conclusions

Our results indicate that the frozen noise phenomenon affects listeners who listen to stimuli
mixed with the same set of multi-talker babble. Although this outcome is expected given the
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literature on frozen noise, this has not been previously reported for multi-talker babble, which
has been used in a number of studies in recent years. Some of these studies have used frozen
babble (e.g., Cutler et al., 2004; Engen and Bradlow, 2007),2 while others have used random
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Fig. 3. �Color online� Learning rate for fixed and random babble by S/N. The axes are the same as in Fig. 2 but
broken down for each S/N used.
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babble (e.g., Killion et al., 2004; Wilson, 2003). Depending upon the research questions being
investigated, the use of frozen babble may be desired. It is our hope that this finding will aid
researchers in designing future experiments using stimuli mixed with multi-talker babble.

1A recent study by Engen (2007) found that releveling stimuli of different S/N ratios had little effect. Nevertheless,

this possibility will be considered here.
2Note that Engen and Bradlow (2007) repeated the same segment of babble in their six-talker babble condition,

while they alternated randomly between four different segments of babble in the two-talker babble condition.
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Effect of a competing instrument on melodic
contour identification by cochlear implant users

John J. Galvin III, Qian-Jie Fu, and Sandra I. Oba
Department of Communication and Auditory Neuroscience, House Ear Institute, Los Angeles, California 90057

jgalvin@hei.org, qfu@hei.org, soba@hei.org

Abstract: Cochlear implant (CI) users have limited access to fundamental
frequency (F0) and timbre cues, which are needed to segregate competing
voices and/or musical instruments. In the present study, CI users’ melodic
contour identification was measured for three target instruments in the pres-
ence of a masker instrument; the F0 of the masker was varied relative to the
target instruments. Mean CI performance significantly declined in the pres-
ence of the masker, while mean normal-hearing performance was largely un-
affected. However, the most musically experienced CI users were able to
make use of timbre and F0 differences between instruments.
© 2009 Acoustical Society of America
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1. Introduction

In music, timbre cues are important for segregating multiple instruments presented in a poly-
phonic context. When multiple instruments are played simultaneously or non-simultaneously,
timbre cues can be used to track the melodic components within a piece of music. Due to the
limited spectral resolution currently available in cochlear implants (CIs), CI users often have
great difficulty in understanding, perceiving, and appreciating music, especially large ensemble
performances (e.g., Looi et al., 2008). Melodic pitch perception is difficult for CI users, even
with a single instrument (e.g., Guerts and Wouters, 2004; Kong et al., 2004). Melodic contour
identification (MCI) has been used to quantify listeners’ melodic pitch perception. Galvin et al.
(2007) found that CI users’ MCI performance was quite varied, depending on musical experi-
ence before and after implantation, and was generally poorer than that of normal-hearing (NH)
listeners. Galvin et al. (2008) also showed that timbre cues can significantly affect CI users’
MCI performance, suggesting that melodies might sound quite different (in terms of pitch se-
quences), depending on which instrument is playing. In general, as musical listening tasks be-
come more complex, CI users experience greater difficulty. Musically experienced CI users
may encounter less difficulty, and training has been shown to improve CI users’ timbre percep-
tion (Gfeller et al., 2002) and MCI performance (Galvin et al., 2007).

However, even musically experienced CI users can have great difficulty with poly-
phonic music. Looi et al. (2008) showed that instrument identification was much better with
solo instruments than with small or large ensembles. Due to the lack of spectro-temporal fine
structure cues, CI listeners have difficulty using timbre cues to segregate instruments, resulting
in distorted or confusing melody lines. Currently, it is not well known how CI listeners’ melodic
pitch perception may be influenced by a competing instrument. In the present study, MCI was
measured for different instruments (organ, violin, and piano), with or without a competing
instrument (piano). The masking contour was always flat (no change in pitch). Four masker
notes (A3, A4, A5, and A6) were tested to observe whether listeners could use F0 and timbre
differences between the masker and target instruments to identify the target contour.

2. Methods

Seven CI and seven NH subjects participated in the present experiment. All CI subjects partici-
pated in previous MCI studies (Galvin et al., 2007, 2008), and thus were familiar with the MCI
task and instrument stimuli. CI subject demographics are shown in Table 1. Note that subjects
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S1 and S2 had greater music experience before and after implantation, compared with the other
CI subjects. The mean age for NH subjects was 37.9 years (range: 20–52 years). Two of the NH
subjects were active musicians, and five of the NH subjects had some musical instruction (e.g.,
piano, cello, organ, or drum lessons) during childhood. All NH subjects participated in the
previous study by Galvin et al. (2008), and thus were experienced with the MCI task and instru-
ment stimuli. All subjects were paid for their participation, and all provided informed consent
before participating in the experiment.

Target stimuli consisted of nine five-note melodic contours (rising, flat, falling, flat-
rising, falling-rising, rising-flat, falling-flat, rising-falling, and flat-falling), similar to those
used in the previous MCI studies (Galvin et al., 2007, 2008). All notes in the contours were
generated according to f=2x/12fref, where f is the frequency of the target note, x is the number of
semitones relative to the root note, and fref is the frequency of the root note (A3, the lowest note
of the contour). The spacing between successive notes in each contour was varied to be one,
two, three, four, or five semitones. Across all target contours and interval conditions, the F0
range was 220–698 Hz. Each note was 250 ms in duration, and the interval between notes was
50 ms. The contours were played by sampled instruments with synthesis (Roland Sound Canvas
with Microsoft Wavetable synthesis). The three target instruments were organ, violin, and pi-
ano. The three instruments were selected to represent a range of spectral and temporal com-
plexities. For example, the organ has a relatively simple spectrum with little attack, the violin
has a more complex spectrum with a slow attack, and the piano has the most complex spectrum
with a sharp attack. In the previous study by Galvin et al. (2008), CI users’ MCI performance
was best with the organ and poorest with the piano. Baseline performance for the three target
instruments was measured with no masker. The masker stimuli consisted of the flat contour
played by the piano, i.e., each note was the same. To test the effect of F0 overlap between the
target and masker contours, the F0 of the masker was varied to be either A3 �220 Hz�, A4
�440 Hz�, A5 �880 Hz�, or A6 �1720 Hz�. The masker and target contours were normalized to
have the same long term rms amplitude �65 dB�.

Polyphonic music often involves multiple instruments that interleave and overlap in
time, and listeners may use temporal offsets between instruments to track different melodic
components. When played simultaneously by multiple sound sources, it is more difficult to
track the melodic components. In the present study, the masker and target were presented si-
multaneously; the onset, duration, and offset for each note of the target and masker were the
same.

Figure 1 shows electrodograms for the target A3 rising contour (five semitones be-
tween notes) for the organ and piano, with or without the piano masker; audio examples of these
stimuli are given in Mm. 1. The electrodograms were generated using custom software that
implemented the default parameter settings of the Advanced Combination Encoder (ACE)
(Vandali et al., 2000) strategy typically implemented in Nucleus-24 and Freedom implant de-
vices, i.e., frequency allocation Table 6, 900 Hz/channel, 8 maxima, etc. With no masker, the
rising contour can be easily observed, as the F0s and harmonics span most of the electrode
array; note that the stimulation pattern is more spectrally dense and temporally complex for the

Table 1. CI subject demographics.

Subject Gender Age CI experience �years� Device/strategy

S1 M 50 1 Freedom/ACE
S2 F 63 4 N24/ACE
S3 M 56 17 N22/SPEAK
S4 M 49 15 N22/SPEAK
S5 M 77 11 N22/SPEAK
S6 M 74 8 CII/Fidelity 120
S7 M 60 16 N22/SPEAK
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piano than for the organ. With the A3 piano masker, the stimulation pattern is denser, as the
eight spectral maxima are shared between the masker and target instruments; again, the stimu-
lation pattern is denser for the piano than for the organ. With the A5 piano masker, the stimula-
tion pattern is less dense, and the rising contour can be observed across the apical channels;
again, the stimulation pattern remains denser and more complex for the piano than for the
organ. Note that these stimulation patterns could be different with different speech parameter
settings (e.g., coding strategy, acoustic frequency allocation, etc.).

[Mm. 1. Audio example of the target A3 rising contour (5 semitones between notes) for the organ
and piano, with or without the piano masker. This is a file of type wav (546 Kb).]

For both NH and CI subjects, stimuli were presented acoustically via a single loud-
speaker (Tannoy Reveal) at 70 dBA. Testing was conducted in a sound-treated booth (IAC) with
subjects directly facing the loudspeaker. CI subjects were tested using their clinically assigned
speech processors. CI subjects were asked to use their everyday sensitivity and volume settings;
once set, subjects were asked not to change these settings. NH subjects listened to unprocessed
signals. The different target/masker conditions were tested independently and randomized
across subjects; each condition was tested three times. During each test block, a target stimulus
was randomly selected (without replacement) from among the 45 stimuli (9 contours�5 into-
nations). Subjects were asked to click on one of the nine response choices shown onscreen, after
which the next target stimulus was presented. Subjects were instructed to guess if they were
unsure. Subjects were explicitly instructed that they would hear two simultaneous contours, one
of which would always be the flat piano masker, and that the pitch of the masker might change
from test to test. Subjects were allowed to repeat each stimulus up to three times; however, no
preview or trial-by-trial feedback was provided.

3. Results

Figure 2 shows mean MCI performance for CI and NH subjects, as a function of target instru-
ment. For CI subjects, baseline performance with no masker was 79.1% correct for the organ,
73.3% correct for the violin, and 60.5% correct for the piano. A two-way repeated-measures
analysis of variance (RM ANOVA) showed that CI performance was significantly affected by
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Fig. 1. �Color online� Left panels: electrodograms for the A3 rising contour �five semitones between notes� played
by the organ with no masker �left�, the A3 piano masker, and the A5 piano masker. The piano masker was the flat
contour. The left axis shows the electrode number. Right panels: similar electrodograms for the A3 piano target rising
contour.
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target instrument [F�2,48�=10.02, p=0.003] and masker note [F�4,48�=8.03, p�0.001]. Post
hoc Bonferroni t-tests showed that performance was significantly better without the piano
masker �p�0.05�, and that there was no significant difference among masker note conditions.
Post hoc Bonferroni t-tests also showed that masked MCI performance was not significantly
affected by the target instrument, except for the A4 piano masker (violin�piano; p�0.05). For
NH subjects, mean performance with no masker was 93.3% correct for the organ, 93.0% cor-
rect for the violin, and 90.6% correct for the piano. A two-way RM ANOVA showed no signifi-
cant effects for target instrument [F�2,48�=3.83, p=0.052] or masker note [F�4,48�=0.49, p
=0.743].

While mean CI users’ masked MCI performance was largely unaffected by differences
in target instrument timbre or by differences in masker note, individual CI subjects exhibited
markedly different patterns of results. Figure 3 shows individual CI subjects’MCI performance,
as a function of target instrument. Subject S1’s baseline performance was �97% correct for all
three target instruments. While the piano masker generally reduced performance, S1 was sen-
sitive to target instrument timbre (i.e., better performance when masker and target instruments
were different) and masker note (i.e., better performance as the F0 separation between masker
and target was increased). Subject S2 also exhibited some sensitivity to target instrument timbre
and masker note. S2’s performance with the organ was virtually unchanged by the presence of
the piano masker. For the violin and piano targets, increasing the F0 separation between the
masker and target improved performance. The pattern of results was different for subject S4.
While S4 was somewhat sensitive to target instrument timbre, increasing the F0 separation
between masker and target reduced performance. For subjects S3 and S5, the effects of instru-
ment timbre and masker note were inconsistent. Subjects S6 and S7 exhibited little sensitivity to
target instrument timbre or masker note.

4. Discussion

In general, CI subjects generally had great difficulty in perceiving the target melodic contours in
the presence of a competing simultaneous instrument masker. Most CI subjects were unable to
make use of timbre and/or pitch differences between the masker and target stimuli. This deficit
in masked MCI performance is in agreement with previous studies showing poorer instrument
identification in the context of small or large instrument ensembles (Looi et al., 2008). The
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Fig. 2. Mean MCI performance across CI subjects �left� and NH subjects �right� for the different piano masker F0s,
as a function of target instrument. The error bars show one standard deviation of the mean, and the dashed line shows
chance performance level �11.1% correct�.
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mean CI results are also in agreement with Stickney et al. (2007), who showed that CI listeners
were unable to make use of F0 differences between talkers to recognize speech in the presence
of a competing talker. Note that the MCI task in the present experiment required listeners to
attend exclusively to pitch cues, as opposed to a speech recognition task in which pitch cues are
used to segregate talkers and access lexically meaningful information. Given the weak F0 cod-
ing in speech processors, CI users must make use of spectral envelope differences and/or peri-
odicity cues to track changes in pitch. Because of the relatively coarse spectral resolution, com-
peting speakers or instruments cannot be segregated, even with fairly large F0 differences.

Interestingly, some CI subjects (S1 and S2) were able to consistently use timbre and F0
differences to identify the target contours. These subjects were the most musically experienced,
which may have contributed to their better attention to timbre and pitch cues. Subject S1 exhib-
ited a somewhat predictable pattern, i.e., masked MCI performance improved as the timbre
and/or F0 differences were increased between the target and the masker. S2 exhibited a similar
pattern (albeit poorer overall performance) with the violin and piano target instruments. For the
remaining less musically experienced CI subjects, there were no clear effects for target instru-
ment timbre and/or masker F0. For example, performance worsened for S4 as the masker F0
was increased, suggesting that the highest spectral component dominated the percept. For sub-
ject S7, the presence of the competing masker only marginally reduced the already low MCI
scores. The different devices and processing strategies used by CI subjects may have also con-
tributed to differences in individual performance, although there are too few subjects to fairly
compare across CI devices. Despite differences among devices and strategies, contemporary
CIs do not provide the spectro-temporal fine structure cue to support complex pitch perception
and timbre discrimination. As such, musically experienced CI users may be better able to use
the limited spectral and temporal envelope cues for music perception. Previous studies also
show that targeted training improved CI users’ music perception (Galvin et al., 2007; Gfeller
et al., 2002), even though CI subjects had years of experience with their clinical devices and
strategies. Until CIs can provide fine structure cues, music experience and/or training may pro-
vide the greatest advantage for music perception with electric hearing.
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Fig. 3. MCI performance for individual CI subjects for the different piano masker F0s, as a function of target
instrument. The error bars show one standard deviation of the mean, and the dashed line shows chance performance
level �11.1% correct�.
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Abstract: This study investigates four qualities of singing voice in a clas-
sically trained baritone: “naïve falsetto,” “countertenor falsetto,” “lyrical
chest” and “full chest.” Laryngeal configuration and vocal fold behavior in
these qualities were studied using laryngeal videostroboscopy, videokymog-
raphy, electroglottography, and sound spectrography. The data suggest that
the four voice qualities were produced by independently manipulating mainly
two laryngeal parameters: (1) the adduction of the arytenoid cartilages and
(2) the thickening of the vocal folds. An independent control of the posterior
adductory muscles versus the vocalis muscle is considered to be the physi-
ological basis for achieving these singing voice qualities.
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1. Introduction

The ability to control voice quality in singing is crucial for a singer, yet the information on the
specific mechanisms used in singing has been unsatisfactory. Probably the most controversial
topic of singing voice quality from the historical perspective has been that of voice registers
(Titze, 2000). The two main registers of the singing voice, particularly in males, have been
recognized to be the chest and falsetto register. Most singers, however, are capable of blending
the registers and produce more than just two distinct voice qualities. Information on how these
qualities can be achieved has been largely insufficient.

This study investigates a classically trained baritone who demonstrated the ability to
produce four distinct voice qualities, which he considered to be the “building blocks” of his
singing technique. He called those four qualities as Type A “Naïve singer’s falsetto,” Type B
“Countertenor falsetto,” Type C “Lyrical style,” and Type D “Full chest.” Acoustic recordings of
these four phonation types are demonstrated in the audio file Mm. 1. Based on his self-
perception, the subject claimed that these four voice qualities are created with four different
laryngeal configurations. The specific goal of this study was to investigate these phonations and
the laryngeal adjustments in these four phonation types. The more general goal was to establish
better understanding of the laryngeal adjustment strategies that are used to control the voice
quality in singing.

[Mm. 1. Acoustic recordings of the four phonation types A–D (naïve falsetto, counter tenor fal-
setto, lyrical chest, full chest). This is a file of type .wav (1.1 MB).]
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2. Material and methods

The investigated subject was a baritone with a university degree in voice pedagogy and 15 years
of experience in classical singing (the author C.H.). He produced eight to ten sustained phona-
tions in each of the four phonation qualities at a fundamental frequency of 294 Hz (tone D4).
This frequency was at the second passaggio of the baritone, where both chest and falsetto pho-
nations were possible. Vowel /i/, which allows examination through rigid laryngoscopy, was
chosen for all phonatory tasks.

The adjustment and vibration of the vocal folds was observed with a rigid endoscope
using two alternative techniques—laryngeal videostroboscopy (Bless et al., 1987; Baken and
Orlikoff, 2000) and videokymography (Švec and Schutte, 1996). The specific audiovisual
equipment used was identical to the one used in the study of Švec et al. (2008). The microphone
and electroglottographic signals were recorded simultaneously with the video signals and
stored in the two audio channels of the final digital video file. The video signals were digitized
using a Pinnacle DV 500 System set to full PAL mode (25 images/s, 720�525 pixels reso-
lution) and stored as AVI files using the Intel Indeo 5.0 codec.

The subject repetitively produced each phonation type while the position and focus of
the endoscope was adjusted to obtain videokymographic images of the best quality at the place
of maximum vibration amplitude of the vocal folds. After satisfactory videokymographic im-
ages were obtained from each phonation types, the videokymographic camera was replaced by
the standard color camera and the continuous light was replaced by stroboscopic light. Then the
subject repeated the phonations for all the types and strobovideolaryngoscopic recordings were
done.

From laryngeal videostroboscopy two images were extracted, both at maximum glottal
closure and maximum glottal opening to document the laryngeal configuration as well as the
vibration mode of the vocal folds. From videokymographic recordings, representative phona-
tions were extracted from the stable portion in the middle of each video sample; no voicing
onsets and offsets were included in the analyzed data. For the sustained notes sung in the four
distinct phonation types, the following criteria had to apply for data to be selected for further
evaluation: (1) Phonation was stable. (2) The minimum duration exceeded one second. (3) The
subject confirmed that in his opinion the phonation did represent the attempted phonation type.
(4) Videokymographic images showed sharp and clear glottal contours and the scan line was
located approximately at the place of the maximum vibration amplitude of the vocal folds. In
this way three to five representative video samples per phonation type were selected out of a
total of 115 videokymographically recorded phonations, resulting in a total of 15 samples.

The videokymographic closed quotient �CQVKG� was determined using the formula
CQVKG= tc /T0 where tc is the duration of the closed phase and T0 is the duration of the vibratory
cycle. The durations were measured by manually counting the number of pixels for open and
closed phase. The pixel spacing corresponded to a time interval of 128 µs, or about 26.5 pixels
per period of the fundamental frequency. For each of the 15 samples of stable phonation, the
CQVKG was calculated from four consecutive glottal cycles at two or three (in short or long
recordings, respectively) different instances equally distributed over the duration of the phona-
tory sample. The data points were separated by at least eight video frames �320 ms�. CQVKG

readings were then averaged per phonation type.
The microphone signal was low-pass filtered with a cutoff-frequency of 8 kHz (to

remove an artifact noise around 11 kHz produced by the light source during videokymographic
recordings) and the sampling rate was reduced to 16 kHz. The alpha ratio was calculated as the
ratio of the high-band energy �1000–5000 Hz� and the low-band energy (up to 1000 Hz) of the
acoustic signal, expressed in dB (Löfqvist and Mandersson, 1987). Typical alpha ratio values
are negative numbers, which increase (i.e., become less negative) as the spectrum of the signal
becomes flatter (i.e., the signal has stronger high-frequency components).

The electroglottographic signal was used to obtain the electroglottographic contact
quotient �CQEGG�, which was calculated by a criterion level method with a threshold level of
25% as has been used, e.g., by Orlikoff (1991) or Herbst and Ternström (2006). Since the elec-
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troglottograph used had no automatic gain controller, it was also possible to evaluate the
strength of the EGG signal, which was quantified by computing the time-varying rms value of
the signal, using a window duration of 125 ms. The values were expressed on a dB scale with an
arbitrary reference value.

3. Results

Examples of the videostroboscopic recordings of the four phonation types are given in the video
file Mm. 2.

[Mm. 2. Videostroboscopic recordings of the four phonation types A–D (naïve falsetto, counter
tenor falsetto, lyrical chest, full chest). This is a file of type .avi (7.4 MB).]

The laryngeal adjustments in the four types of phonations are shown in the top section
of Fig. 1. The images reveal distinct adjustments of the laryngeal structures and vibratory fea-
tures of the vocal folds for each phonation type. The most distinct differences were seen (1) at
the posterior, cartilaginous part of glottis, which was varying between slightly open (types A
and C) and closed (types B and D); (2) at the vocal processes of the arytenoid cartilages
(marked by arrows in the stroboscopic images of Fig. 1, row 1), which were in some cases
vibrating with the vocal folds (types A and C) and in other cases pressed together and not
vibrating (type D; in phonation type B, the vocal processes were intermittently pressed together

Fig. 1. �Color online� Images and signals documenting the vocal fold vibration in the four phonation types A–D.
From top to bottom: Row 1: Pairs of videostroboscopic images at the phases of maximum vocal fold contact and
maximum glottal opening. The arrows point at the position of the vocal processes of the arytenoid cartilages which
are apart in types A and C and closed in types B and D. Row 2: Typical videokymographic images at the place of
maximal vibration amplitude of the vocal folds. Row 3: Typical EGG signals �dark/blue� and their first derivative
�light/orange online� for phonation types A–D, normalized both in amplitude and time. The x-axis represents nor-
malized glottal cycle duration, and the y-axis shows EGG and DEGG signal amplitude, locally normalized per glottal
cycle. Row 4: Spectrogram of sustained notes �taken from the audio channel of the videokymographic recordings�
produced with phonation types A, B, C, and D consecutively. The videostroboscopic recordings of the four phonation
types are documented in the media file below.
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or vibrating with the vocal folds); and (3) in the mucosal waves on the vocal folds, the extent of
which varied from long (type D) to very short (types A and B). The specific findings for each of
the four phonation types are summarized in Table 1.

The videokymographic images revealed distinct differences in the vibratory pattern of
the vocal folds among the four phonation types (Fig. 1, row 2). Considering the categorization
of vibration characteristics as specified by Švec et al. (2007), the most prominent differences
were recognized in (1) duration of closed phase, which increased when going from type A to
type D; (2) roundedness of the lateral peaks, which successively sharpened when going from
type A to type D; and (3) the extent of laterally travelling mucosal waves (only short mucosal
waves for types A and B in contrast to medium/long mucosal waves for types C and D, respec-
tively). The specific findings for each of the four phonation types are summarized in Table 2.

For acoustic analysis, the audio signal was extracted from the same 15 video samples
that were considered for CQVKG analysis. Spectral analysis showed an increasing energy con-
tent in high frequency partials from type A to D. For phonation types A, B, and C this corre-
sponded to a steady increase of alpha ratio values (Table 3). The types C and D showed similar
alpha ratios but different distribution of spectral maxima: type C showed more energy in the
region of 3500–6000 Hz, whereas the D type had more energy in the region of
2300 to 3500 Hz (see Fig. 1, row 4).

The EGG signals showed an increase of vocal fold contact duration when going from
type B through C to D. This was reflected in the increase of the calculated average CQEGG (Table
3). The EGG waveform for phonation type A had a much smaller amplitude than the other types

Table 1. Glottal configurations and vibratory features, as seen in laryngeal videostroboscopy for phonation types
A–D.

Type A
�“naïve singer’s

falsetto”�

Type B
�“countertenor

falsetto”�

Type C
�“lyrical
style”�

Type D
�“full

chest”�

Posterior glottis slightly abducted closed barely closed closed
Vocal processes
vibration

yesa intermittentb yesa noc

Mucosal waves
extent

very shortd very shortd medium long

aVibrating together with the focal folds.
bVocal processes alternated between slightly vibrating and pressed together.
cVocal processes pressed together.
dSeen only in posterior part of vocal folds.

Table 2. Videokymographic findings for phonation types A–D. For closed quotient mean values and standard
deviations are listed; the numbers in the parentheses give the ranges of the values observed.

Phonation
type

No. of
phonations/

measurements
Closed quotient

�CQVKG�
Lateral

peaks shape
Mucosal

waves extent

A 3 /32 0 rounded none/barely
visible

B 4 /40 0 .28�0.05
[0.2, 0.37]

rather
rounded

none/barely
visible

C 3 /36 0 .47�0.05
[0.37, 0.57]

rather sharp medium

D 5 /60 0 .69�0.04
[0.63, 0.78]

sharp long
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and a quasi-sinusoidal shape, which suggested that there was no full contact of the vocal folds.
Thus, we concluded, in accordance with Herbst and Ternström (2006), that it is not appropriate
to calculate a CQEGG based on that kind of signal.

4. Discussion

The data supported the original hypothesis that the four singing types are produced with four
different laryngeal adjustments. The differences were directly observed with VKG and laryn-
geal videostroboscopy and were also reflected in the electroglottographic and microphone sig-
nals. The most remarkable factor for distinguishing the types A from B and C from D was found
to be the configuration of the posterior glottis and the position of the vocal processes. In types B
and D the posterior glottis was fully adducted and the vocal processes were mostly pressed
together, thus actively shortening the vibrating part of the vocal folds to only the membranous
part. On the other hand, in the A and C types the posterior glottis was slightly abducted and the
vocal processes were participating in the vibration of the vocal folds (Table 1).

The singer indicated that the phonation types A and B were produced in falsetto voice
whereas types C and D were of chest register quality. It has been known that chest versus fal-
setto control is physiologically achieved mostly by the vocalis muscle (Hirano, 1974; Titze,
2000). Activity of the vocalis muscle thickens the body of the vocal fold and slackens the vocal
fold cover, resulting in vibration with larger vertical phase differences and more pronounced
mucosal waves (Hirano, 1974; Titze, 2000). Generally, these characteristics are expected to be
reflected in the increased sharpness of the lateral peaks in the videokymographic images of the
vocal folds, as well as in the increased extent of the mucosal waves on the upper vocal fold
surface (Švec et al., 2008). Indeed, the videokymographic images of type A and B phonations
show more rounded lateral peaks and shorter laterally traveling mucosal waves than the types C
and D (Table 2) thus objectively supporting the singer’s assumption that types A and B belong
rather to falsetto register, whereas types C and D rather belong to chest register.

Based on these findings, it may be appropriate to call the phonation types A and B
“abducted falsetto” and “adducted falsetto” [referred to as “open-chink falsetto” and “closed-
chink falsetto” by Rubin and Hirt (1960)], whereas the types C and D can be seen as “abducted
chest” and “adducted chest” registers, respectively. The differences in the closed phase seen in
Table 2 can be explained as a consequence of these adjustments.

While register control is physiologically achieved mostly by the vocalis muscle
(Hirano, 1974; Titze, 2000), posterior glottal adduction is known to be regulated by laryngeal
adductors, such as posterior cricoarytenoid (PCA) and interarytenoid (IA) muscles (Titze,
2000). The present results suggest that in singing, the adduction of vocal processes is actively

Table 3. Acoustic and electroglottographic signal characteristics for phonation types A–D: alpha ratio, SPL
values, CQEGG, and averaged EGG signal strength �expressed in dB with arbitrary reference�. All computed data
are indicated as mean values with standard deviation and the extreme values in the parentheses.

Phonation
type

No. of
phonations

Acoustic signal Electroglottography

Alpha ratio
�dB�

SPL@30 cm
�dB re 20 �Pa�

EGG signal
strength �dB� CQEGG

A 3 −16.3�0.8
[−16 .78 ,−15 .46]

80�1.8
[77, 81]

−26�1.3
[−27 , −24]

N/Aa

B 4 −9.2�1.6
[−10.4, �6.3]

88�0.9
[87, 89]

−18�0.3
[−18 , −18]

0 .31�0.01
[0.30, 0.33]

C 3 0.3�1.6
[ −1.4, 1.7]

84�2.2
[81, 86]

−16�0.6
[−17 , −15]

0 .48�0.07
[0.40, 0.59]

D 5 −1.1�1.7
[ −2.5, 1.9]

82�2.1
[79, 84]

−17�1.7
[−20 ,−15]

0 .65�0.01
[0.64, 0.66]

aSee text.
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used as a parameter in voice quality control, which is independent and separate from that of the
(chest-falsetto) register control by the vocalis muscle. While the posterior glottal adduction has
been recognized as an independent parameter in voice production (e.g., Titze, 2000), the use of
this parameter separately from the chest-falsetto control has not, to our knowledge, been docu-
mented in singing before. An independent control and flexibility of the adductory muscles ap-
pears to be an important factor in allowing the production of different singing qualities.

This pilot study is limited in that it documents the laryngeal behavior laryngoscopi-
cally in only a single subject. However, it is not too far-fetched to conjecture that the indepen-
dent control of the vocal fold body tension (through vocalis muscle) and posterior glottal ad-
duction (through PCA and IA muscles) plays an important role in controlling singing voice
quality in general. In classical music different voice qualities are expected for modulating the
timbre within a musical piece, in order to enhance the expression of the artistic performance. It
is conceivable that the lack of independent control of these two parameters may lead to prob-
lems in singing students who fail in singing specific styles. In future studies we plan to address
this hypothesis further using a larger number of singer subjects.

5. Conclusions

The results of this study showed that the four phonation types were acoustically distinct and that
they were indeed produced with different laryngeal settings. These settings could be explained
by the independent manipulation of mainly two laryngeal parameters: (1) the thickening of the
vocal folds and (2) the adduction of the posterior glottis. These two physiologic parameters
represent two physiologically distinct types of glottal adduction: membranous adduction (ad-
justable by thyroarytenoid-vocalis muscles) and cartilaginous adduction (adjustable by cri-
coarytenoid and interarytenoid muscles). The two types of glottal adduction should be sepa-
rated from each other when studying different voice qualities in singing.
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Contribution of very low amplitude-modulation rates to
intelligibility in a competing-speech task (L)a)
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It is generally agreed that the slow fluctuations in the envelope of speech in different spectral
channels carry critical information for intelligibility. Previous studies in which amplitude
modulation �AM� was selectively removed from the speech signal showed that modulation rates
between 4 and 16 Hz are most important, and that rates falling outside this range contribute little or
not at all to speech intelligibility. The present study investigated the role of very low ��4 Hz� AM
rates in the ability to identify sentences in an interfering background talker. The mixture was
processed through a noise vocoder. The depth of AM with rates below 4, 1.3, or 0.4 Hz was reduced
using a multi-channel envelope compressor with a high compression ratio. Data obtained using nine
normal-hearing listeners demonstrate that low-rate AM, in the range 0.4–4 Hz, contributes to the
intelligibility of relatively long speech utterances, at least for adverse listening conditions in which
background noise is present and listeners are forced to rely on envelope cues in a few spectral
channels. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075591�

PACS number�s�: 43.66.Mk, 43.71.Sy, 43.71.Es �RLF� Pages: 1277–1280

I. INTRODUCTION AND RATIONALE

The waveform of speech shows slow fluctuations in its
global amplitude over time, resulting from articulatory
movements; the most prominent envelope fluctuations occur
at rates around 3–4 Hz, which correspond roughly to the
average syllabic rate of speech �e.g., Houtgast and
Steeneken, 1985�. Evidence for the role of temporal-
envelope cues in speech identification comes from cochlear-
implant users, whose auditory nerves are electrically stimu-
lated by pulse trains amplitude modulated by the speech
envelope extracted from several spectral channels. Many im-
plant users achieve good identification of speech in quiet
�e.g., Wilson et al., 1991�. For normal-hearing listeners, stud-
ies using vocoder-processed stimuli �e.g., Shannon et al.,
1995� have demonstrated that the presence of low-rate �be-
low �50 Hz� amplitude modulation �AM� in only a few
spectral channels is sufficient for excellent speech intelligi-
bility in quiet, despite degraded spectral and temporal fine
structure cues.

The relative importance of AM at low modulation rates
was investigated in several psychoacoustical studies �e.g.,
Drullman et al., 1994a, 1994b; Arai et al., 1999�. The work

of Drullman et al. is of particular interest because the
speech-reception threshold in noise �SRT; defined as the
speech-to-noise ratio yielding 50% correct identification� of
normal-hearing listeners was measured for fairly long sen-
tences, processed using the following stages: �i� bandpass
filtering into multiple channels, �ii� extraction of the Hilbert
envelope of each channel, �iii� envelope manipulation by ei-
ther low- or high-pass filtering at different cutoff frequencies
�ranging from 0 to 64 Hz�, and �iv� modulation of the fine
structure in the source channel by the processed envelope.
The results indicated that SRTs did not significantly worsen
when AM with rates above 16 Hz or below 4 Hz was filtered
out.

The claim that modulation rates below 4 Hz do not con-
tribute to speech identification was recently questioned by
Stone and Moore �2008�. They used normal-hearing listeners
to investigate the effect of multi-channel amplitude compres-
sion on the intelligibility of noise-vocoded sentences pre-
sented with a competing talker background. The target and
background speech were combined and bandpass filtered be-
fore applying a compressor to the envelope extracted from
each analysis channel. The “speed” of gain variation of the
compressor was increased from “slow” �of the order of sev-
eral hundred milliseconds� to “fast” �of the order of tens of
milliseconds� by shortening both the attack and release
times. As previously shown �Stone and Moore, 1992, 2003�,

a�
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the compressor reduced the modulation depth of the “lower”
AM rates only, and an increase in compressor speed led to
the additional reduction of AM depth at “higher” rates. Stone
and Moore �2008� used a moderate compression ratio �CR�
similar to those commonly used in assistive hearing devices,
so the compressor only partially removed AM at low rates.
As expected, identification scores improved as the compres-
sor speed decreased. Unexpectedly, for an 8-channel, but not
for a 12-channel, vocoder/compressor, identification was
worse than that obtained in a condition with no compression,
even when the compressor only reduced the modulation
depth for AM rates below 2 Hz. This result appears to sug-
gest that AM rates below 2 Hz are important for intelligibil-
ity, although it is not clear why this would be the case for an
8-channel, but not a 12-channel, vocoder/compressor. Possi-
bly, very low AM rates are only important when spectral
information is very limited.

The present study was designed to investigate more
closely the contribution of low-rate AM to speech-in-speech
intelligibility for a range of spectral resolutions. The study
was similar to that of Stone and Moore �2008�, but there
were three important differences. First, a larger CR was used
to provide more effective and precise removal of temporal-
envelope cues at low AM rates. Second, compressors with
lower speeds were included, so as to investigate in more
detail the influence of very low AM rates on speech intelli-
gibility. Third, we used vocoders/compressors with three dif-
ferent numbers of channels, 6, 9, and 15, so as to span the
range used by Stone and Moore, and to answer the question
of whether the importance of AM at very low rates depends
on the number of spectral channels.

II. LISTENERS, STIMULI, PROCESSING, AND
PROCEDURE

Nine naive native-English speaking students �aged
22–28 years; four females� with normal hearing ��20 dB
HL at all audiometric frequencies between 0.125 and 8 kHz�
were paid for their participation. Their task was to identify
sentences presented in an interfering-speech background.
The target and background were both processed to remove
all temporal fine structure information and to systematically
vary the amount of spectral information; this forced the lis-
tener to use mainly temporal-envelope cues in a few spectral
channels.

The target sentences were taken from the IEEE corpus
�IEEE, 1969� and spoken by a male speaker of British stan-
dard English. The background utterances consisted of record-
ings of a different male speaker of British standard English
reading prose passages. The two signals were mixed together
with the background starting 1 s before and ending about 1 s
after the target sentence. The target-to-background ratio
�TBR� was either +10, +8, or +5 dB depending on the num-
ber of analysis/synthesis channels of the subsequent vocoder
processing; these TBRs were chosen to avoid floor and ceil-
ing effects in performance. The mixture was then processed
through an N-channel noise vocoder incorporating an
N-channel compressor; both systems were implemented in
MATLAB. First, the signal was bandpass filtered into N=6,
9, or 15 spectral channels. Channels were equally spaced on

an ERBN-number scale �Glasberg and Moore, 1990�. The
corner frequencies of the filters were �i� 100, 331, 725, 1396,
2538, 4485, and 7800 Hz for the 6-channel vocoder; �ii� 100,
240, 440, 725, 1132, 1712, 2539, 3718, 5401, and 7800 Hz
for the 9-channel vocoder; and �iii� 100, 178, 275, 394, 542,
725, 952, 1232, 1579, 2008, 2539, 3196, 4009, 5015, 6260,
and 7800 Hz for the 15-channel vocoder. The envelope was
extracted from each channel signal by half-wave rectification
and low-pass filtering at a cutoff frequency of 45 Hz �initial
filter slope=−18 dB /oct�, to preserve envelope but not peri-
odicity cues related to the speakers’ fundamental frequency
�Stone et al., 2008�. The extracted channel envelope was
then compressed with a very high nominal CR of 50 to re-
move any change in amplitude for quasi-static input signals.
The envelope compressor �Stone and Moore, 2003� used a
two-pole Bessel-derived low-pass filter, producing near sym-
metric attack and release times to minimize distortion of the
shape of the temporal envelope: values of 2449, 774, and
245 ms were chosen to affect selectively different ranges of
low-rate AM.

The performance of the compressor in terms of effective
CR �CRe; Stone and Moore, 1992, 2003� as a function of AM
rate �for an input modulation depth of 10 dB� for the three
pairs of attack and release times is shown by the functions
labeled “1” to “3” in Fig. 1 �right ordinate�. A more easily
interpretable measure is the fractional reduction in modula-
tion �fr; left ordinate�, which indicates the relative amount of
modulation removed by the compressor �varying from 0 to 1�
�Stone and Moore, 2003�. The fr plots show that compressors
“1,” “2,” and “3” selectively reduced the modulation depth
of AM with rates below approximately 0.4, 1.3, and 4 Hz,
respectively. Although compressor 1 only reduced the modu-
lation depth for very low AM rates, in some channels the
gain changed by up to 4 dB during the course of a sentence,
and this change occurred over a time of about 1 s. A low
compression threshold of −15 dB relative to the channel
root-mean-square value was used to ensure that the compres-
sor was active during the presentation of the target speech.
After compression, the channel envelope was used to modu-
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FIG. 1. Effect of different types of compressors on envelope modulation,
expressed as the effective compression ratio �CRe; right ordinate� and the
fractional reduction in modulation �fr; left ordinate� as a function of the
input envelope modulation rate in Hz. Lines labeled “1” to “3” represent the
effects of the three compressors used in the present study.
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late a white noise, which was then bandlimited by the same
bandpass filter as used during the analysis stage. Finally, the
N channel signals were combined. All signal processing was
performed off-line. For stimulus presentation, the signals
were generated via a high-quality sound card in a PC, passed
through a mixing desk, and delivered diotically at 68 dB SPL
through Sennheiser HD580 headphones. The listener was
seated in a sound-attenuating chamber. For further details of
the speech signals, the implementation of the noise-vocoder
and compression systems, and the testing equipment, the
reader is referred to experiment 2 in Stone and Moore
�2008�.

Since naive listeners initially show large learning effects
in their ability to identify vocoded speech �e.g., Stone and
Moore, 2003�, the first session �90 min� was entirely dedi-
cated to interactive training with feedback, using 168 target
sentences presented using increasingly difficult conditions of
channel number and TBR �for details, see Stone and Moore
�2008��. The second session �120 min�, completed on aver-
age 2 days after the first, started with another 40 training
sentences. During the subsequent experiment proper, identi-
fication performance �% words correct� was assessed for the
nine experimental conditions �3 vocoders�3 compression
speeds�. These were presented in a counterbalanced order
across listeners �Latin-square design�, using two ten-sentence
lists per condition. To reduce the intra-subject variability due
to list differences and potential learning effects, the measure-
ment was repeated after a 15-min rest period, using a differ-
ent Latin-square design and new sentence lists. After each
sentence presentation, listeners were instructed to report ver-
bally as many words as possible, and, if necessary, to guess.
Scoring was by key words.

III. RESULTS

Within each Latin-square design, the time-ordered aver-
aged scores were computed to check for possible training
effects. No such effects were found. Mean identification
scores for each experimental condition are shown in Fig. 2.
The bottom and top axes show the compression speed and
the equivalent highest affected modulation rate, respectively.
Different symbols denote the three combinations of N and
TBR.

The use of different TBRs for each N makes a direct
comparison across N inappropriate, but was generally suc-
cessful in yielding mid-range mean and individual perfor-
mance, ranging from 34%–53% and 13%–87% correct, re-
spectively. For all three combinations of N and TBR, scores
increased as compression speed decreased from “3” to “1,”
that is, as the range of affected AM rates was narrowed from
0–4 Hz to 0–0.4 Hz. On average, performance improved by
8 and then 5 percentage points as the highest affected modu-
lation rate was lowered from 4 to 1.3, and then to 0.4 Hz.
Separate within-subject analyses of variance with factor
“compression speed” were computed on the arcsine-
transformed identification scores for each combination of N
and TBR. These revealed a significant main effect �all
F�2,16��12.5, all p�0.002� and linear contrast �all
F�1,8��20.8, all p�0.002�. Subsequent post hoc pairwise

comparisons �based on LSD tests� showed that, for each
combination of N and TBR with one exception, identification
improved significantly as the compressor speed was reduced
�all p�0.02�; only the difference between scores for speeds
“1” and “2” with the 6-channel vocoder did not reach sig-
nificance �p=0.27�.

IV. SUMMARY AND DISCUSSION

We evaluated the contribution of AM at very low rates
��4 Hz� to speech intelligibility by using multi-channel
compression with different compression speeds and a very
high CR to effectively reduce the modulation depth of the
AM at rates below a certain value. For the adverse listening
condition simulated here �i.e., in the presence of an interfer-
ing talker, reduced spectral cues, and no temporal fine struc-
ture cues�, it was found that

�1� independently of spectral resolution �ranging from 6 to
15 channels�, envelope fluctuations in the range from
4 to 1.3 Hz contributed significantly to speech intelligi-
bility;

�2� even envelope fluctuations between 1.3 and 0.4 Hz sig-
nificantly aided speech intelligibility for the two higher
spectral resolutions.

These results contrast with those of Stone and Moore �2008�,
who found that the reduction of AM depth for rates below
2 Hz had a significant effect on speech identification for an
8-channel, but not for a 12-channel, noise vocoder/
compressor. Our finding of an effect for channel numbers of
9 and 15 may reflect the greater CR used in this study.

A possible reason why our results differ from previous
results is that in some earlier studies �Drullman et al., 1994b�
the temporal fine structure was left intact. This can lead to
the regeneration of �physically removed� temporal-envelope
cues by the peripheral auditory system when the bandpass
analysis channels are broad relative to the auditory filters.

FIG. 2. Mean identification scores as a function of compression speed �bot-
tom axis�. The highest modulation rate �in Hz� affected by a given compres-
sion speed is indicated by the top axis. The number of processing channels,
N, and the target-to-background ratio �TBR� are given in the key. Error bars
show � one standard deviation about the mean across listeners. Data points
are horizontally displaced for better visibility.
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However, Drullman et al. found similar results when using
1-oct-wide and 1 /4-oct-wide channels, which suggests that
regeneration of low-rate AM is not responsible for the differ-
ence between our results and theirs. Alternatively, the pres-
ence of temporal fine structure cues may have made low-rate
envelope cues redundant; for example, listeners may have
used temporal fine structure cues to perceptually segregate
the target speech and background noise. In the present study,
where no such cues were available, listeners may have partly
relied on the low-rate AM, corresponding to the onset, offset,
and general envelope shape of the utterance, to aid segrega-
tion. Such cues may be particularly useful when the onsets of
the target and background are asynchronous, as in the present
study. It may also be the case that low-rate AM cues are
more important when the background is fluctuating �as in our
study� than when it is steady �as in the studies of Drullman
et al.�. When compression is applied to a mixture of sounds,
the envelopes of the sounds become partially correlated, due
to the time-varying gain applied to the mixture; this effect
has been called cross modulation �Stone and Moore, 2008�.
The cross-modulation effect produced by compression prob-
ably plays a greater role when speech is presented in a fluc-
tuating background than when it is presented in a steady
background.

To gain some insight into the possible role of difficulties
in segregating the target and background, we analyzed the
scores to determine the proportion of sentences that were
identified completely correctly for each condition. One might
argue that, as difficulties in segregation decrease, the propor-
tion of such sentences would increase. Consistent with this
idea, for 9 and 15 channels, the proportion of completely
correct sentences decreased with increasing compression
speed. However, when proportion correct scores were ana-
lyzed as a function of position within the sentences, there
was no clear difference in the pattern of results across com-
pression speeds, although for 6 channels, the proportion cor-
rect was lower for the first two words than for later words.
Overall, these results suggest that at least part of the limita-
tion in the ability to identify the target speech was produced
by masking of the target speech rather than by the failure to
segregate the target from the background.

Since we used vocoded rather than intact signals, the
extent to which our results are applicable to intact speech
perceived by normal-hearing listeners remains unclear. How-
ever, our results are directly relevant to listeners with mod-
erate hearing impairment and cochlear implantees, since both
groups are characterized by an inability to take advantage of
the temporal fine structure of speech �Lorenzi et al., 2006�
and therefore rely mainly on temporal-envelope cues.

Finally, in future studies of the influence of low-rate AM
on speech intelligibility, it might be prudent to avoid using
brief materials �e.g., syllables or words �Arai et al., 1999��. A
role for very low AM rates probably can only be demon-
strated when speech materials with relatively long durations
are used, such as the, on average, 2.2-s-long sentences of the
present study. Indeed, measures of the ability to understand
and recall entire passages might reveal an even larger contri-
bution of low-rate AM to speech-in-speech identification.
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Multi-rate decays are sometimes observed in room acoustics, appearing when markedly different
volumes are coupled together and resulting in nonlinear decay curves. Such behavior appears in
several churches at the very beginning of the decay process, although in conditions which cannot be
explicitly referred to as coupling phenomena. Consequently, multi-rate exponential decays may be
suitable to model energy distribution in this group of buildings, providing a more elegant and easily
applicable set of equations in place of a previously defined “linear” model, used to adapt Barron’s
revised theory. The paper shows that the multi-rate approach ensures ease of calculation, without
significant loss in accuracy in predicting energy-based acoustic parameters.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075568�

PACS number�s�: 43.55.Br, 43.55.Gx �NX� Pages: 1281–1284

I. INTRODUCTION

One of the most powerful instruments to predict acous-
tical parameters for the purposes of architectural acoustics is
the “revised theory” proposed by Barron and Lee,1 which,
assuming that the reflected sound cannot arrive earlier than
direct sound, makes both parameters decrease as a function
of the distance. Unfortunately, several measurements carried
out in a widespread group of worship places2–5 show that
reflected sound levels generally fall below those predicted by
the revised theory. However, despite some fluctuations, the
acoustic parameters under investigation are well related to
source-receiver distance, allowing the development of pre-
diction equations based on simple regression models, or
leading to modifications of the revised theory in order to fit
the measured data better.2–5

The model proposed by Cirillo and Martellotta4 for
Apulian-Romanesque churches and later generalized to a
wider group of churches5 assumes that the early reflected
energy varies linearly within a time interval proportional to
the source-receiver distance, after which the reverberant
sound follows a purely exponential decay. As observed by
Zamarreno et al.,3 this “linear” assumption, despite the rela-
tively good accuracy the model provides, results in a certain
“roughness” of the formulation and in a calculation complex-
ity mostly due to the variable length of the early-interval and
to the different treatment required to integrate the early and
late part of the curve.

This intrinsic limit may be tackled by means of a multi-
rate exponential decay, which greatly simplifies the calcula-
tions. Multi-rate decays are not unusual in room acoustics,
being mostly related to coupled-volume phenomena. How-
ever, using powerful Bayesian estimation tools,6 multi-rate
behavior can also be detected in the early part of sound de-
cays measured in large reverberant churches, appearing in
spaces where coupling effects may reasonably be excluded.

An interesting aspect that can be frequently observed in
churches �Fig. 1� is that as the distance from the source
grows, the early part of the decay changes from a concave to
a convex shape, resulting from the combination of the main
decay process �with a time constant equal to reverberation
time T� with a secondary exponential decay �with a time
constant that is smaller than T�. Transition from concave to
convex shape corresponds to a change from positive to nega-
tive in the sign of the secondary decay.

According to the classical theory of coupled volumes,7

such “negative” part always appears when the impulsive
sound source and the receiver are in different subspaces, as
the initial energy in the receiver room must be initially zero.
However, in churches this phenomenon also appears when
source and receiver are in the same subspace and becomes
more evident �with some exceptions� when the source-
receiver distance grows, resulting in an increase of the time
constant of the secondary decay and in a decrease of its
magnitude towards negative values. This seems to suggest
that a single large volume behaves as the addition of several
smaller volumes joined together through apertures, even
though the latter are often large enough to ensure a high level
of coupling, therefore contradicting the basic hypothesis of
coupled-volume theory, which assumes weak coupling. More
refined models of coupled spaces8 might help to better ex-
plain such behavior, but the violation of one of the most
important assumptions, together with the magnitude of the
phenomenon, generally circumscribed to the very early part
of the decay, suggests that the slower energy buildup is un-
likely to depend on acoustic coupling �even though the latter
might contribute to the effect in some circumstances�. More
likely, as already observed in Ref. 5, decorations, pillars,
aisles, and side chapels scatter, hinder, or simply delay �after
weakening� the early reflections, modifying both their energy
and their time growth.

Even though a detailed explanation of the above experi-
mental observations requires more detailed analysis, the re-
sults support the idea that a combination of exponentials
might provide a better description of the sound propagationa�Electronic mail: f.martellotta@poliba.it
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in churches. As further evidence, the paper aims at demon-
strating that this approach fits very well to the model pro-
posed by Cirillo and Martellotta,5 allowing, at the same time,
a more elegant mathematical formulation of the same model
and greater ease in its application, without any loss in pre-
diction accuracy.

II. OVERVIEW OF PREVIOUS MODELS

According to the classical theory of sound propagation
in enclosed rooms, if the absorption is uniformly distributed
and if the sound field is diffuse, the relative energy density of
the reflected sound �expressed with reference to the energy
density of an impulsive sound at a distance of 10 m� is a
function of reverberation time T and room volume V:

g�t� = �13.8 � 3 1200/V�e−13.8/T �s−1� . �1�

Integration from time t0 to infinity provides the following
dimensionless equation:

i�t0� = �31 200T/V�e−13.8t0/T, �2�

allowing a simple and straightforward calculation of all the
energy-based acoustic parameters. However, beyond the re-
verberation radius the classical theory predicts negligible
variations as a function of distance compared to the actual
measured values.

Barron and Lee1 assumed that the direct sound is fol-
lowed by linear level decay at a rate corresponding to the
reverberation time. During a decay the instantaneous level of
the late decaying sound is uniform throughout the space, so
that decay traces for all receiver positions are superimposed.
The time t=0 corresponds to the time the signal is emitted
from the source, therefore the direct sound reaches a point at
a distance r from the source after a time tD=r /c �c being
sound velocity in air�. In this way the integrated energy de-

creases when the source-receiver distance increases, while
the early/late reflected energy ratio remains constant. The
integrated value for the reflected sound level is assumed to
be, at t=0, equal to the value predicted by the classical
theory.

In order to predict the total sound-pressure level and the
clarity index, the sound energy is divided into three
components:1 the direct sound �d�, the early reflected sound
�from 0 to 80 ms, E0

80�, and the late reflected sound �from
80 ms to infinity, E80

� �. From Eq. �2�, the corresponding en-
ergies of each of them become

d�r� = 100/r2, �3�

E0
80�r� = �31 200T/V�e−0.04r/T�1 − e−1.11/T� , �4�

E80
� �r� = �31 200T/V�e−0.04r/Te−1.11/T. �5�

So the relative sound level is given by

G�r� = 10 log�d + E0
80 + E80

� � , �6�

and the clarity index is given by

C80�r� = 10 log��d + E0
80�/E80

� � . �7�

The center time is the first order momentum of the
acoustic energy and, taking into account that for a purely
exponential decay the distance of the center of gravity from
the origin �i.e. the starting point of the decay tD� is indepen-
dent of r and is equal to T /13.8, it is given by

Ts�r� = T�E0
80 + E80

� �/�13.8�d + E0
80 + E80

� �� . �8�

The analysis of the results initially observed in a group
of Romanesque churches4 and then confirmed by measure-
ments in a larger set of Italian churches5 showed that the
basic hypothesis of the revised theory, namely the uniformity
of the reverberant sound field throughout the space, was gen-
erally satisfied. However, the time at which the decay began
to be linear was later, the farther the measurement position
was from the source. Furthermore, at points near the source
the early reflections were stronger than the ideal classical
reverberant field �as given by Eq. �2��, while, conversely,
when the distance from the source grew, the early reflections
became weaker �Fig. 1�.

In order to fit with these observations two modifications
were introduced. The first one was to assume the reverberant
sound field to be uniform, as it is in Barron’s theory, but that
linear level decay starts with a certain delay �tR� after the
arrival of the direct sound. The measurements showed that
this delay was proportional to the source-receiver distance,
therefore, in general, it could be written as tR=�r or, taking
into account arrival time of direct sound, as tR=ktD, where
k=�c. The k coefficient �as well as its distance equivalent ��
depended on the room characteristics and it was demon-
strated that it could be expressed as a function of architec-
tural features of each church, assuming integer values from 1
to 3 growing with church complexity �Table III in Ref. 5�.

The second modification was to schematize the early
reflected sound arriving between the direct sound and the
reverberant sound field as a continuous linear function vary-
ing from an initial value �at the time tD�, proportional
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FIG. 1. �Color online� Early decay curves measured in the Basilica of San
Lorenzo in Florence at different distances from the source. Dotted curve
represents the Bayesian model calculated according to Ref. 6.
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through a factor � to the energy of the direct sound, and a
final value �at time tD+ tR�, equal to the energy of the rever-
berant field at the same time �Fig. 2�. The factor � was as-
sumed to be equal to �1−���1−s� /��, where � and s were,
respectively, the mean absorption coefficient and the mean
scattering coefficient of the room surfaces, while �� was the
time for sound to travel the mean free path �MFP�, equal to
4V /cS, where S is the total surface area. In this way factor �
transformed the energy of the direct sound into the energy of
the first specular reflection distributed over time ��. The
estimation of the mean scattering coefficient was simplified
by assigning values varying from 0.2 to 0.8 as a function of
the mean characteristics of the area surrounding the sound
source �Table IV in Ref. 5�.

III. THE MULTI-RATE DECAY MODEL

A multi-rate decay process is the result of a linear com-
bination of decays having different time constants and differ-
ent weights,7 so its general equation may be written as

g��t� = A1e−13.8t/T1 + A2e−13.8t/T2 + ¯ + Ane−13.8t/Tn, �9�

where Ti are the different reverberation times �which in
coupled volume problems depend on the characteristics of
subvolumes�, and Ai are the linear parameters which depend
both on the characteristics of subspaces and on the initial
conditions of the problem �i.e., source and receiver posi-
tions�.

For the purposes of this paper a simple two-rate model is
investigated. The first decay coincides with the classical ex-
ponential decay as revised by Barron, so that T1=T and
A1�r�= �13.8�31 200 /V�e−0.04r/T. The second needs to be
adapted in order to fit the “linear” part of the previous model,
so the decay constant T2 must be proportional to tR in order
to have a slower buildup as the distance grows �while re-
maining much smaller than T�. The choice of the proportion-
ality factor between T2 and tR is crucial in order to obtain the
best agreement between the energy of the early and late re-
flections calculated with the linear function and with the ex-
ponential function. The best results are obtained by using
T2�r�=6.9tR=6.9�r, which is a convenient value because the

center of gravity of the second exponential function falls in
the middle of the tR interval. The linear parameter A2 must be
defined in order to let g� have an initial value equal to �d.
Therefore,

A2�r� = �d − A1�r� = 100�/r2 − �13.8 � 31 200/V�e−0.04r/T

�10�

and may assume negative values �as observed in Fig. 1�, with
a limit equal to −�13.8�31 200 /V�e−0.04r/T.

Taking the origin of times at the direct sound arrival and
expressing all the parameters, except A2, as a function of r,
the general equation may be written as

g��r,t� = �13.8 � 31 200/V�e−0.04r/Te−13.8t/T + A2e−2t/�r,

�11�

and Eq. �3� may be rewritten as

i��t,r� = �31 200T/V�e−0.04r/Te−13.8t/T + �A2�r/2�e−2t/�r.

�12�

Consequently, Eqs. �4� and �5� may be rewritten as follows:

E0�
80�r� = E0

80 + �A2�r/2��1 − e−0.16/�r� , �13�

E80�
��r� = E80

� + �A2�r/2�e−0.16/�r. �14�

In this way G and C80 may be calculated by first deter-
mining A2 according to Eq. �10�, and then replacing E with
E� in Eqs. �6� and �7�, while Ts needs to be calculated with
the following equation in order to account for the different
position of the centers of gravity of the two exponential
functions:

Ts�r� = �T · E0
�/13.8 + ��r/2��E0�

� − E0
���/�d + E0�

�� , �15�

where E0�
�=E0�

80+E80�
� and E0

�=E0
80+E80

� .
The main drawback of the old formulation5 was the use

of two different functions for early and late energy, defined
on a time interval �tR� which varied as a function of the
distance. Consequently, the equations to calculate the inte-
grated energy changed according to the relative value of tR

compared with the time integration limit. The new approach
combines two exponential functions defined on the same
time interval, providing a fixed set of equations for a given
integration limit and, thanks to their similarity with Barron’s
original formulation, allows a simpler and straightforward
application.

Replacing the linear function with a double-rate decay
obviously changes the energy distribution as a function of
time. Figure 2 compares the new shape of the energy curve
with the old one, showing that the multi-rate model underes-
timates the early energy at points close to the source and
overestimates it at farther points. At later time, approxi-
mately after time tR, the energy follows an opposite behavior.
This is better explained in Fig. 3, showing that the total
reflected energy is practically the same for both models. The
early sound �with reference to the conventional 80 ms inter-
val� appears the same at points close to the source, but at
farther points the exponential model gives higher values than
the linear one. The late sound shows an opposite behavior
but the difference is generally smaller as a consequence of
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FIG. 2. �Color online� Shapes of the energy decay curve obtained with the
linear model �—� and with the multi-rate exponential model �---� observed at
different distances from the source. Dotted curve represents classical expo-
nential decay.
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the compensation appearing between parts above and below
the energy predicted by the linear model. Consequently, the
new model is expected to predict strength with the same
accuracy of the linear model, while it is likely to overesti-
mate clarity and slightly underestimate center time �espe-
cially at farthest points�. However, the effect of these differ-
ences in terms of prediction accuracy needs to be
investigated by comparison with measured values.

Taking into account exactly the same sample of
churches used to generalize the original model �see Ref. 5 for
plans, architectural description, and choice of k and s coef-
ficients�, the multi-rate revision was applied, using the same
parameters, in order to validate its predictive accuracy. Then,
for each church, the values of G, C80, and Ts were calculated
for every source-receiver combination using both the modi-
fied and the multi-rate theory. The results of the calculations
were then compared with the data measured in each church
by determining the mean rms error between measured and
predicted values for each source-receiver combination.

Table I summarizes the results of the comparisons show-
ing, as expected, a slight loss of accuracy for clarity �of
about 0.1 dB�, while both G and Ts show the same average
performance. Taking into account individual results, the new
model shows the highest loss of accuracy for C80 in the Ba-
silica of St. Nicholas in Bari and in the Gesù in Rome, with
rms errors respectively increased by 0.4 and 0.7 dB. How-
ever, in the latter church the old model also gave an high rms
error �2.5 dB�, suggesting a substantial lack of early reflec-
tions �and possibly of direct sound� due to the grazing inci-
dence above the pews distributed along the nave, which can-
not be accounted for by both models. Improved C80

prediction was observed in those churches, such as San
Lorenzo and the Concattedrale, where the pattern of the re-
flections arriving within the first 80 ms is richer. Ts shows
the best improvements for Lucera and the Gesù, where the
measured values become more stable at farthest points,
reaching a sort of plateau, possibly because of reflections
from the back walls. Finally, it can be observed that in some

cases an increase in the error on C80 corresponds to a de-
crease on Ts, suggesting that the actual reflected energy dis-
tribution probably lies in between the two models.

IV. CONCLUSIONS

The use of a multi-rate decay model to adapt Barron’s
revised theory to churches was investigated as a refinement
of a previous linear model. Prediction formulas proved to be
considerably simpler without affecting the theoretical back-
ground �so that all the parameters previously defined as a
function of the architectural characteristics of the church may
still be used�. On average, prediction accuracy remained un-
changed, with only a small increase of 0.1 dB in the rms
error calculated for C80. Further work is needed to investi-
gate the possibility to extend the model to other types of
spaces which present similar features and to validate its ac-
curacy in predicting early decay time variations as a function
of distance.
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TABLE I. Summary of rms errors between measured and theoretical values
of sound strength, clarity, and center-time at 1 kHz frequency band. Theo-
retical values are calculated according to the old “linear” model and the new
“exponential” model.

Church

G �dB� C80 �dB� Ts �ms�

lin exp lin exp lin exp

S. Sabina Basilica, Rome 0.7 0.7 1.4 1.5 21 22
St. Apoll. in Cl., Ravenna 0.4 0.4 1.0 1.1 14 15
Modena Cathedral 0.7 0.7 1.2 1.5 31 31
St. Nicholas, Bari 0.4 0.4 1.1 1.5 24 27
St. Petronius, Bologna 0.8 0.8 2.5 2.7 27 28
Lucera Cathedral 0.4 0.5 1.3 1.7 31 25
San Lorenzo, Florence 0.5 0.6 1.3 1.1 25 23
Gesù, Rome 0.7 0.6 2.5 3.2 37 32
St. Luca & Martina, Rome 0.5 0.5 0.9 1.1 18 17
Martina Franca 0.6 0.7 1.2 1.4 27 26
Concattedrale, Taranto 0.5 0.5 1.1 0.7 14 18
Riola 0.4 0.4 0.8 0.9 23 23

Mean 0.6 0.6 1.4 1.5 24 24
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The Rubens flame tube is a century-old teaching demonstration that allows observers to visualize
acoustic standing wave behavior �H. Rubens and O. Krigar-Menzel, �1905�. Ann. Phys. 17, 149–
164�. Flammable gas inside the tube flows through holes drilled along the top, and flames are then
lit above. The tube is closed at one end and driven with a loudspeaker at the other end. When the
tube is driven at one of its resonance frequencies, flames form a visual standing wave pattern as they
vary in height according to the pressure amplitude in the tube. Although the basic performance of
the tube has been explained �G. Ficken and C. Stephenson, �1979�. Phys. Teach. 17, 306–310�, this
paper discusses a previously unreported characteristic of the tube: a shift of the tube’s resonance
frequencies away from those predicted by simple introductory physics. Results from an equivalent
circuit model of the tube and agreement between experiments and the model suggest that the shift
is caused by the presence of the holes. For teachers and educators seeking to better understand and
explain the tube to students, this article serves as a resource regarding the basic phenomena affecting
the behavior of the tube. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075608�

PACS number�s�: 43.10.Sv, 43.20.Ks �VWS� Pages: 1285–1292

I. INTRODUCTION

A. History

In 1905, German physicists Rubens and Krigar-Menzel1

discovered a way to demonstrate acoustic standing waves
visually using what they referred to as a “flame tube.” One
hundred 2-mm diameter holes were drilled across the top of
a round brass tube that was 4 m long and 8 cm in diameter.
The tube was filled with coal gas and then flames were lit
from the gas exiting through the holes on top. The tube was
closed at both ends and driven at one of the ends with a
tuning fork in a box. At resonances of the tube, the standing
wave was seen in the flames above the tube with the flame
height correlating with the pressure amplitude inside the
tube.

B. Classroom demonstration

Because the Rubens flame tube provides an exciting vi-
sual representation of sound waves, it naturally serves well
as a teaching demonstration in the classroom setting of in-
troductory physics or acoustics. When teaching about sound
waves, it is common to talk about harmonically related reso-
nances in pipes. The Rubens tube is suitable for a discussion
of resonances because the resonances are easily seen: The
flame height variation increases dramatically as resonance is
reached. Because the tube was developed as a visual demon-
stration of a simple behavior, it has been used to foster stu-
dent learning of basic physics principles. For example,

resonance-induced patterns in the flame have been used to
explore basic relationships between frequency, wavelength,
and sound speed. Via examples on the Internet, we are aware
of students using the flame tube to deduce the speed of sound
inside the pipe by measuring the distance between two peaks
in the flame pattern and assuming that to correspond to a
half-wavelength �e.g., see Fig. 1�. With information regard-
ing the wavelength and the driving frequency, a student then
calculates the sound speed.

C. Previous research

Although this demonstration is more than 100 years old,
few studies have been published on the behavior of the
Rubens flame tube. This is likely due to the fact that the tube
is meant to demonstrate relatively simple physics; conse-
quently, few have taken the time to study its behavior in
detail. The most notable exception is Ficken and
Stephenson,2 who drove their flame tube with a directly
coupled loudspeaker and showed that flame maxima occur at
pressure nodes in the tube and flame minima at pressure
antinodes. They explained this result using Bernoulli’s equa-
tion, which indicates that the time-averaged mass flow rate
of the gas is greatest at the pressure nodes. However, they
showed that for low static gas pressures inside the tube or
high acoustic amplitudes, the effect reverses, such that the
flame minima occur at the pressure nodes and the flame
maxima occur at the pressure antinodes. This phenomenon
has not been fully explained and may be the subject of future
study.

In addition to the work of Ficken and Stephenson,2 other
short studies have been performed on aspects of the tube’s

a�
Portions of this work were presented at the 153rd meeting of the Acoustical
Society of America in Salt Lake City, UT.

b�Electronic mail: gardnerfrance@gmail.com
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behavior. For example, Jihui and Wang3 discussed the rela-
tionship between flame height and pressure in the tube, while
Spagna4 researched the behavior of the flame itself. He tried
to determine the phase relationship of the flame’s flicker rela-
tive to the loudspeaker response, but found that his results
were somewhat inconclusive. A direct extension of Rubens
and Krigar-Menzel’s work1 is that of Daw,5,6 who published
articles detailing the construction and performance of square
and circular flame tables that are used for visualizing two-
dimensional modal patterns.

D. Motivation

Although prior studies have addressed some aspects of
the flame tube’s performance, none of the investigations have
discussed the relationship between tube resonance frequen-
cies. Why might the neglect of this point be significant? Per-
haps the answer is best illustrated by a direct example. Dur-
ing presentation of the seemingly simple physics of the tube
in a department seminar at Brigham Young University, it was
noted by one of the authors that the resonance frequencies of
the flame tube used in the demonstration were not harmoni-
cally related as was expected from a simple explanation of
the tube physics. Rather, the frequencies for the lower modes
appeared to be shifted upwards and the cause for this shift
was not obvious to him or to those in attendance. Anecdot-
ally, in speaking with teachers at other institutions, we have
discovered that others have observed similar phenomena in
demonstrating the flame tube in their classes. Because the
Rubens flame tube has been intended as a teaching tool to
engage student interest in introductory classes, the shift in
resonance frequency partially negates its effectiveness.

The results of the study presented in the remainder of
this paper indicate that the modal frequency shift is due to
the presence of the holes themselves, despite their small size
relative to the dimensions of the tube. The holes create a
Helmholtz-type resonance in the response of the tube that
then causes the modal frequencies to be shifted upward. A
Helmholtz resonator consists of a volume of gas in the bulk
of a container acting as an acoustic compliance and a mass of
air in the neck of the container acting as an acoustic mass. In
the case of the flame tube, the volume of gas or acoustic
compliance is the tube interior and the acoustic masses of air
in each of the drilled holes create many Helmholtz resonators
in parallel along the tube. These resonators notably affect the
behavior of the tube as is shown through modeling and mea-
suring tube behavior.

II. METHODS

A. Tube modeling

In order to better understand the tube and to quickly test
parameter changes, an equivalent circuit model of the tube
was developed as a direct adaptation of a similar model pre-
viously developed by Dix7 for different purposes. Modeling
of tubes with holes has been done before, notably by Plitnik
and Strong8 and Keefe,9 in the application of musical instru-
ment modeling. A summary of the equivalent circuit theory,
based on Keefe’s9 development, used in modeling the tube
follows.

For lumped-element systems �i.e., systems where all di-
mensions are small compared to wavelength�, equivalent cir-
cuits can be used to calculate quantities such as volume ve-
locity and pressure inside the tube as a function of frequency.
In our case, we have chosen an impedance analog, where the
acoustic pressure �p̂� corresponds to voltage in the circuit,

and the volume velocity �Û� corresponds to current. Because
the tube’s length is much greater than the cross-sectional
dimensions and greater than some of the wavelengths of in-
terest, a waveguide circuit is used to account for changing
acoustic parameters along the longer dimension. Waveguide
circuits translate impedances from a termination to an input
location as10

ZAI = ��0c

S
�ZAT + j��0c/S�tan�kL�

�0c/S + jZAT tan�kL�
, �1�

where ZAI is the desired acoustic impedance at the input
location, c is the speed of sound, S is the cross-sectional area
of interest, k is the wave number, �0 is the fluid density, and
ZAT is the acoustic termination impedance to be translated a
distance L down the tube. A waveguide circuit can also ac-
count for variable conditions along the length of the wave-
guide, or in our case, the presence of holes along the top.

In a waveguide circuit, two terms correspond to an arbi-
trary source and an arbitrary termination. The three other
impedances make up the “T-network” in Fig. 2.

By equating the input impedance of this circuit to the
impedance “translation” theorem in Eq. �1�, one finds the
series impedance terms ZA1 �acoustic impedance� to be

ZA1 = j��0c

S
�tan� kL

2
� �2�

and the shunt impedance term ZA2 to be

FIG. 1. �Color online� Hypothetical measurement of a wavelength in the
tube using flame peaks produced by the standing wave pattern.

FIG. 2. T-network with source and termination �ZAT�.
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ZA2 = − j��0c

S
�csc�kL� . �3�

This circuit, comprised of Fig. 2 and Eqs. �2� and �3�, de-
scribes pressure and volume velocity at the source and at the
termination but not in between. Although the circuit serves
as the foundation for the rest of the flame tube model, addi-
tions are needed to calculate the pressure along the length of
the tube and to incorporate the presence of the holes.

To acquire acoustic quantities at points between the
source and termination, a modification of the waveguide cir-
cuit is required. By coupling two T-network circuits together,
the pressure or volume velocity can be obtained for any po-
sition x by using the voltage �pressure� drop at the junction
of the circuits. The impedances ZA1 and ZA2 remain the same,
but now there are two more impedance quantities to solve for
in the second T-network, namely,

ZA3 = j��0c

S
�tan� k�L − x�

2
� �4�

and

ZA4 = − j��0c

S
�csc�k�L − x�� . �5�

By allowing x, which in this case represents the distance
from the source end of the tube, to vary in Eqs. �4� and �5�,
the pressure or volume velocity may be calculated along the
length of the tube.

To incorporate the holes at the top of the tube, only one
major change is needed in the model. These holes represent a
change in impedance that can be accounted for by taking
multiple T-networks and juxtaposing them together with
shunt terms for each of the holes. The sound pressure and
volume velocity can then be modeled at the source, the ter-
mination, or any of the holes. To calculate the pressure or
volume velocity at any point along the tube, two T-networks

are coupled together between each hole impedance, source,
or termination impedance, schematically shown for one hole
in Fig. 3. Note that in Eqs. �4� and �5� the definition of x is
changed to mean either the distance from the source or from
the hole immediately to the left, whichever is closer.

The equivalent circuit theory is used to make a code that
calculates the pressure along the length of the tube across a
span of frequencies. The internal impedance of the source
�the loudspeaker� is included and the volume velocity at the
face is obtained using the Thiele–Small parameters. The cav-
ity, a series of 2 cm gaps of varying diameter, is also in-
cluded. The fluid properties are included as well, i.e., pro-
pane in the tube and air in the source cavity and loudspeaker
enclosure. The frequencies at which the pressure amplitude
is a local maximum at the termination �a rigid cap� are con-
sidered resonance frequencies. We numerically calculate the
pressure at every point along the tube at all the frequencies
of interest by multiplying the impedance and the volume
velocity together as

p̂�x� = Û�x�Z�x� . �6�

B. Experiment setup

To study the impact of the holes on the shift in tube
resonance frequencies and to compare against the equivalent
circuit model, we constructed two flame tubes. The two
galvanized-steel tubes are 1.524 m long with a 2.6 cm radius
and have a 4 mm wall thickness. Both tubes have 60 de-
burred holes drilled in the top, each 2.2 cm apart, that begin
12 cm from the source end of the tube. The two tubes differ
only in the size of the holes for the flames; one tube has 0.92
mm radius holes and the other has 0.46 mm radius holes, or
half the size of the larger holes. Drilled in the center-side of
each tube are 9.5 mm holes each with a short section of pipe
used for the gas intake. A small hole was drilled in the

FIG. 3. Waveguide circuit diagram for a simple tube with source, termination, and one hole �ZAH� with appropriate shading showing the impedance elements’
corresponding physical objects.
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galvanized-steel end cap �termination� for the tube to accom-
modate the 6.35-mm �0.25-in.� GRAS Type 1 microphone
used to monitor the acoustic pressures at the termination end
of the tube. The entire flame tube setup is displayed in Fig. 4.

To drive the tube, an enclosed loudspeaker was coupled
directly to the tube at the other end as shown in Fig. 5. A
10.5 cm diameter driver, whose measured Thiele–Small pa-
rameters are provided in Table I, was placed in a medium-
density fiberboard enclosure sealed with putty. The driver
radiates into the tube through a 2 cm deep cavity that is 15.3
cm in diameter. This 15.3 cm section is the largest cross-
sectional dimension in the setup, which limits our one-
dimensional circuit model to 1018 Hz in propane. Although
not visible in Fig. 5, plastic wrap approximately 15 �m
thick was inserted at the drive end of the tube to prevent
propane from leaking into the loudspeaker enclosure from
the tube. Figure 6 shows the large-holed flame tube operat-
ing, the mode with four pressure antinodes and three pres-
sure nodes being clearly shown.

In order to compare the model and physical flame tube
results, acoustical measurements are needed inside the tube.
This is accomplished by inserting a microphone in the termi-
nation end of the tube. Because of the rigidity of the
galvanized-steel end cap, pressure antinodes occur at this
location at resonance. With white noise driving the loud-
speaker, the frequency response is measured at the termina-
tion. This technique was used to measure the frequency re-
sponse for both the small- and large-holed tubes with the

flames lit. These measured frequency responses become the
benchmark for comparison between the modeled and mea-
sured tubes.

III. RESULTS

A. Equivalent circuit model

The first results to discuss are those of the modeled tube.
In order to quickly change model parameters and easily vi-
sualize the results, a MATLAB®-based graphical user interface
was developed. A user inputs into the model the relevant tube
dimensions �tube radius, hole spacing, number, size, etc.�,
the speed of sound inside the tube, the density of the gas, and
the relevant source model parameters. The model then out-
puts a graph of the magnitude of the pressure along the tube
at whatever frequencies are chosen. Example results can be
seen in Fig. 7 for the large-holed tube. The figure shows
relative sound pressure level in the tube �white indicates
greater level� as a function of frequency and position in the
tube. Because propane is denser than air, we assume that the
tube eventually completely fills with propane as the air is
forced out through the holes. Based on the average of tem-
perature measurements inside the tube during operation, the
modeled propane was calculated to have a sound speed of
256 m/s and a density of 1.62 kg /m3.

Figure 7 shows the sound pressure level variation inside
the large-holed tube for a number of scenarios and it is
worthwhile to discuss those in some detail. First, although
Figs. 7�a� and 7�c� are for the tube modeled with a constant
volume velocity source, rather than the loudspeaker, all re-
sults shown include the loudspeaker cavity for the sake of
consistency. In Fig. 7�a�, which neglects both the holes and
the loudspeaker, the resonance frequencies �white lines� are
harmonically related and have a high quality factor. Figure
7�b� extends the results in Fig. 7�a� by introducing the effects

TABLE I. List of Thiele–Small parameters for the loudspeaker �Ref. 7�.

Parameter Value Units

Re 5.42 �

L1 0.152 mH
L2 0.488 mH
R2 16.5 �

QMS 3.03 ¯

CMS 482.8 �m /N
MMS 9.66 g
Fs 73.7 Hz
Bl 6.59 Tm

FIG. 4. �Color online� Flame tube setup.

FIG. 5. �Color online� Close-up of the coupling of the speaker to the tube
with relevant dimensions. FIG. 6. �Color online� Flame tube in operation.
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of the speaker. The speaker alters the resonance frequencies
and greatly decreases the quality factor of the lowest several
modes. This is expected because the speaker has its own
resonance at 73.7 Hz and introduces significant damping to
the system. Figure 7�c� includes the effects of the holes with
an ideal volume velocity source. Here, there are two effects
to consider. First, we observe an additional resonance of the
tube where the pressure level does not vary spatially. This is
the Helmholtz resonance of the tube. Second, the natural
frequencies of the first several modes are significantly shifted
upward in frequency from the no-holed case in Fig. 7�a�.

By including the loudspeaker and the holes in Fig. 7�d�,
the model comes closest to matching the actual experiment.
Here, the presence of the coupled loudspeaker and the holes
both reduces the quality factor of the lowest resonances and
significantly shifts the frequencies of first several modes up-
ward. It is clear from comparing Figs. 7�c� and 7�d� that the
dominant cause of the overall resonance frequency shift
above the first few low-quality-factor modes is due to the
presence of the holes, not the loudspeaker. It is also worth

noting that the interaction between the holes and the loud-
speaker in Fig. 7�d� actually removes the Helmholtz mode
from the response.

Before moving to the comparison of the modeled and
physical flame tubes, a further illustration of the effect of the
holes is worthwhile. To remove the effect of the real loud-
speaker, we assume that our small- and large-holed tubes are
driven with a constant volume velocity source �again, keep-
ing the source cavity that is present in the physical tube�. The
resonance frequencies for the first nine modes are shown in
Table II, along with the resonance frequencies for the tube
without holes and the percent shift upward predicted. A com-
parison of the last two columns of Table II demonstrates that
the resonance frequencies of the large-holed flame tube are
significantly more affected by the holes than the small-holed
tube. Using the large-holed tube as an example, examination
of the spacing of the resonance frequencies themselves illus-
trates the possible difficulty encountered in trying to illus-
trate “simple physics” in a classroom setting. For the ap-
proximation that the tube is a simple closed-closed pipe, the
resonance frequencies of the driven tube should be harmoni-
cally related. The average spacing of the resonance frequen-
cies of the large-holed pipe is around 75 Hz, but the frequen-
cies themselves are not multiples of 75 Hz and Fig. 7�c�
reveals that there is no predicted resonance behavior below
100 Hz.

B. Comparison of predicted and observed responses

The results in Table II were meant to examine the impact
of the holes on the tube by themselves. The real system,
however, will be impacted by the presence of the loud-
speaker, as was modeled in Fig. 7�d�. To compare the ob-
served to the predicted modal frequencies, the frequency re-
sponse magnitude at the termination position was plotted in
decibels for both the model and as measured by the micro-
phone at the end cap of the physical tube. The resonance
frequency results for the large-holed tube with propane are
displayed in Fig. 8. Again, the emphasis is on the frequen-
cies, so the observed and predicted responses have been de-
liberately offset from each other. Although the agreement
between the relative amplitudes for the first several modes is

FIG. 7. Graph of sound pressure level inside large-holed tube from the
speaker end �0 cm� to the cap end �150 cm� looking at frequencies from 0 to
1000 Hz. �a� The graph is modeled without the source or holes but with the
cavity. �b� Without the holes but with the source cavity and speaker. �c� With
holes and cavity without the speaker. �d� With holes, cavity, and speaker.

TABLE II. Model-predicted resonance frequencies in propane for the three cases of the tube with the cavity:
small holes, large holes, and no holes, including the percent shift from no holes. The tubes are driven by ideal
constant volume velocity sources.

Mode
No.

Small hole frequency
�Hz�

Helmholtz res. 60 Hz

Large hole frequency
�Hz�

Helmholtz res. 102 Hz
No hole frequency

�Hz�
Small hole

% shift
Large hole

% shift

1 92 127 75 22.7 69.3
2 162 187 151 7.28 23.8
3 236 255 228 3.51 11.8
4 314 329 307 2.28 7.17
5 392 405 387 1.29 4.65
6 472 483 467 1.07 3.43
7 552 562 548 0.73 2.55
8 643 641 630 0.48 1.75
9 726 722 711 0.42 1.55
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not very well modeled, especially for the fundamental, the
overall trend in the predicted and observed frequency shifts
is readily observable. Similar results may be seen for the
frequency response of the small-holed tube in Fig. 9. As with
the large tube, there are some relative maxima and minima in
the measured response that are absent from the predicted
data below 300 Hz. Nevertheless, the measured and pre-
dicted responses both show the predicted upward shift in
resonance frequency.

Table III quantifies the data in Figs. 8 and 9, showing
both predicted and observed resonance frequencies for the
small- and large-holed tubes. It also gives percentage error.
The greatest error between predicted and measured frequen-
cies is for the fundamental mode for both tubes. For the
large-holed tube, the error is 17%, whereas for the small-
holed tube, the error is 10%. Beyond the fundamental mode,
the percentage error for all higher modes is less than 5% and
is less than 2% in most cases. Hence, by including terms that
account for the impedance of the holes and then calculating
the resonance frequencies, the model accurately depicts the
behavior of the tube and shows that the holes create the shift
in resonance frequency. Based on altering various parameters
within the model, we believe dominant source of error to be

uncertainty in our estimate of the sound speed in the tube.
Although a constant sound speed was used in the model, the
sound speed, proportional to the square root of temperature,
varies within the actual tube because the tube is hotter in the
middle �where the inlet is� and cooler on the ends.

IV. DISCUSSION

Based on the results of the equivalent circuit model, it is
clear that the holes are a primary cause of the shift in reso-
nance frequencies. The fact that the lower modes are im-
pacted more significantly than the higher modes can be
qualitatively explained by considering the volume of gas in
the hole as an acoustic mass, MA, which is the actual mass of
the gas divided by the square of the cross-sectional area of
the hole. The acoustic impedance of the hole may then be
written11 as

p̂

Û
= j�MA = j�MM/S2, �7�

where MM is the �mechanical� mass of air inside the hole,
including assumed flanged end corrections,10 and S is the
cross-sectional area of the hole. Because the acoustic imped-

FIG. 9. �Color online� Frequency response at the cap end of tube comparing
the observed response �tube in operation� to the model predicted response in
small-holed tube.

FIG. 8. �Color online� Frequency response at the cap end of tube comparing
the observed response �tube in operation� to the model predicted response in
large-holed tube.

TABLE III. Predicted and observed resonance frequencies for both tubes and the error between the observed
and the predicted. Note that there is no clearly observed distinction between the Helmholtz and the first mode.

Mode
No.

Small hole res. frequencies
�Hz�

Large hole res. frequencies
�Hz�

Small hole
% error

Large hole
% errorObserved Predicted Observed Predicted

1 71 79 145 124 10 17
2 142 143 183 178 0.7 2.8
3 242 246 274 263 1.6 4.2
4 323 321 342 335 0.6 2.1
5 393 398 413 410 1.0 0.7
6 470 475 488 486 1.1 0.4
7 546 555 563 564 1.6 0.2
8 626 635 640 643 1.4 0.5
9 705 716 720 723 1.5 0.4
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ance in the hole increases as a function of frequency, the
holes play less of a role at high frequencies than at low
frequencies and the tube begins to look like the no-hole case.

This same reasoning can be used to explain why the
large-holed tube resonances are affected more than those of
the small-holed tube. For a hole of constant length �the tube
thickness in this case�, MM increases linearly with volume
and consequently, as a function of S. However, as shown in
Eq. �7�, as the diameter of the hole is made larger, the acous-
tic impedance is found to be inversely proportional to S.
Therefore, the large-holed tube resonances are more affected
than those of the small-holed tube because the greater cross-
sectional area of the hole reduces MA and, therefore, the
acoustic impedance of the hole. This may be useful informa-
tion for one designing a tube: By making the holes as small
as possible or the tube as thick as possible while maintaining
sufficient mass flow rate of the flammable gas, the resonance
frequency shift can be minimized.

It also must be noted that the loudspeaker affects the
symmetry of the pressure response across the tube. The con-
stant pressure resonance now decreases in amplitude away
from the cap end, and symmetric modal responses are not
expected. This occurs because the loudspeaker creates a
boundary condition, which is dissimilar to that of a rigid cap:
The tube is not “closed-closed.” The loudspeaker’s effect
decreases with increasing frequency, because as its imped-
ance increases as a function of frequency, it begins to act less
like a compliant source and more like a closed end. In sum-
mary, we learn that the combined effect of the holes and
loudspeaker shifts and smears the resonance frequencies,
which are no longer harmonically related, and creates pres-
sure asymmetry across the tube.

One implication of the results of this study is worth
discussing. An example of how the wavelength of sound in-
side the flame tube could be measured via the flame pattern
was shown in Fig. 1. Using this information and the drive
frequency, one can use c=�f to calculate the sound speed
inside the pipe. As a consequence of the shift in resonance
frequencies due to the presence of the holes, this sound speed
calculation practice will prove erroneous. Figure 10 shows
the calculated sound speed based on measurements of the
distance between flame maxima in the large-holed tube. For
both trials, there is an apparent decrease in sound speed as a

function of frequency, which is physically untenable. The
sound speed predicted by c=�f , especially for the lower
modes, is too high to be accurate, taking into account the gas
inside the tube and its temperature. The sound speeds for the
higher frequencies are closer to the actual sound speed,
which we estimated to be about 256 m/s. Therefore, the
flame peak distance is not a reliable source for the wave-
length in the equation c=�f . Information previously avail-
able on the Internet indicated that others have observed this
apparently dispersive sound speed, but have not attributed it
to the presence of the holes and the shift in resonance fre-
quency. These results were confirmed using the equivalent
circuit model, where one can readily observe that the dis-
tance between pressure maxima is greater than a half-
wavelength. This results in an erroneous sound speed calcu-
lation for the lower modes. For the higher modes, however,
the distance between adjacent pressure maxima approaches a
half-wavelength, which again indicates that the holes play a
decreasing role at higher frequencies.

V. CONCLUSION

The Rubens flame tube serves well as a classroom dem-
onstration, but calculating resonance frequencies or sound
speeds is not a straightforward exercise of basic acoustics.
Depending on how the tube is built, the phenomena observed
here may or may not be strongly present. For example,
smaller and fewer holes will decrease the resonance fre-
quency shift and will allow an instructor to demonstrate and
discuss the simpler physics in a quantitative fashion with
greater accuracy. However, if the holes are too small or too
far apart, this could compromise the effectiveness of the
demonstration. In a more advanced setting, the tube could be
used as a demonstration of parallel impedances or an ex-
ample of acoustic masses, where it might be viewed as ini-
tially counterintuitive by students that the holes actually play
less of a role at high frequencies where they look large rela-
tive to a wavelength. There are likely other uses for the flame
tube, and instructors can take advantage of its complicated
nature to teach students that the simple explanations of a
physical system are often approximations that neglect poten-
tially richer and important phenomena.
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This study investigates two-dimensional wave propagation in an elastic half-space with quadratic
nonlinearity. The problem is formulated as a hyperbolic system of conservation laws, which is
solved numerically using a semi-discrete central scheme. These numerical results are then analyzed
in the frequency domain to interpret the nonlinear effects, specifically the excitation of higher-order
harmonics. To quantify and compare the nonlinearity of different materials, a new parameter is
introduced, which is similar to the acoustic nonlinearity parameter � for one-dimensional
longitudinal waves. By using this new parameter, it is found that the nonlinear effects of a material
depend on the point of observation in the half-space, both the angle and the distance to the excitation
source. Furthermore it is illustrated that the third-order elastic constants have a linear effect on the
acoustic nonlinearity of a material.
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I. INTRODUCTION

Most of the existing literature on waves in nonlinear
solids only considers one-dimensional plane wave motion,
and does not examine the multi-dimensional interaction be-
tween different types of waves. A classic problem in this area
that has not been solved is the nonlinear version of Lamb’s
problem, namely, wave propagation in an elastic half-space
with quadratic nonlinearity due to a time-dependent line-load
on the surface. This nonlinear Lamb problem requires the
solution of nonlinear hyperbolic partial differential equations
that only allow closed form solutions in a few special cases.
Hence, the following considers a second-order semi-discrete
central scheme1 in order to provide a detailed numerical res-
olution and analysis of the nonlinear effects. For this, the
library CENTPACK �Ref. 2� is used with several enhancements
required to deal with the semi-infinite domain.

Based on the numerical results for the nonlinear Lamb
problem under consideration, the influence of the material
nonlinearity is evaluated in the frequency domain. Here the
excitation of higher-order harmonics can be observed and a
detailed parameter study reveals the angular dependency of
the nonlinear interactions, i.e., the relationship between the

interacting waves and the position in the half-space with re-
spect to the location of the source. The nonlinear behavior of
a material is typically presented in terms of �, which is an
intrinsic material parameter developed for one-dimensional
longitudinal waves. This � can be presented in terms of the
ratio of the amplitude of the second harmonic frequency to
the square of the magnitude of the fundamental frequency.3,4

In order to quantify the nonlinear effects in the current two-
dimensional problem, a new parameter �r is introduced,
which is similar to the acoustic nonlinearity parameter � for
longitudinal waves. By using this �r parameter, it is possible
to show that a nonlinear stress-strain relationship causes
acoustic nonlinearities that are directly influenced by the in-
teraction among different types of waves and the third-order
elastic constants.

Before closing this section, it is worth mentioning that
nonlinear ultrasonic techniques have attracted significant at-
tention in recent years. In particular, the technique of second
harmonic generation has been used to correlate fatigue dam-
age in metallic materials.5–10 It has been found that the
acoustic nonlinearity parameter � correlates very well with
the cumulative damage in several high temperature alloys
subjected to cyclic load. It is well known in literature that the
acoustic nonlinearity parameter � may come from two
sources, namely, lattice anharmonicity and dislocations. It is
believed that the increase in � during metal fatigue is mainly
due to the increased plastic deformation, a manifestation of
dislocation dynamics. This work, however, only considers

a�Electronic mail: sebastian.kuechler@isys.uni-stuttgart.de
b�Electronic mail: meurer@acin.tuwien.ac.at
c�Electronic mail: laurence.jacobs@coe.gatech.edu
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the effect of lattice anharmonicity on the nonlinear acoustic
parameter. In other words, the half-space considered here is
assumed to be elastic with quadratic nonlinearity so that lat-
tice anharmonicity is represented by the third-order elastic
constants.

The paper is organized as follows. In Sec. II the consid-
ered nonlinear Lamb problem is introduced. This is followed
in Sec. III by a reformulation of the problem as a system of
conservation laws and the introduction of the applied nu-
merical solution approach, which is based on an appropriate
high-resolution central scheme. The obtained numerical re-
sults are analyzed and evaluated in Sec. IV where in addition
a detailed parameter study is performed. Some final remarks
conclude the paper.

II. MODEL FOR WAVE PROPAGATION IN AN ELASTIC
HALF-SPACE WITH QUADRATIC NONLINEARITY
„THE NONLINEAR LAMB PROBLEM…

The model under consideration consists of two coupled
hyperbolic partial differential equations, which describe the
wave propagation in an elastic half-space with quadratic
nonlinearity. For this, consider a Cartesian coordinate system
�x1 ,x2 ,x3� attached to an elastic half-space subjected to a
time-dependent line-load applied at x1=x2=0, −��x3��;
see Fig. 1. Symmetry of the problem leads to a two-
dimensional motion governed by the following second-order
hyperbolic system of partial differential equations:

��11

�x1
+

��12

�x2
= �ü1,

��12

�x1
+

��22

�x2
= �ü2, �1�

where � denotes the density of the material, u1=u1 �x1 ,x2 , t�
and u2=u2 �x1 ,x2 , t� denote the displacement components in
the x1- and x2-directions, respectively, and �ij =�ij �x1 ,x2 , t�
denote the stress components. The boundary conditions for
the Lamb problem depicted in Fig. 1 are given by

�22�x1,0,t� = − QF�t���x1� ,

�12�x1,0,t� = 0, �2�

where ��x1� is the delta function representing the line-load at
x3=0 and F�t� is the temporal input signal with the input
amplitude Q. The half-space is assumed initially at rest such

that the displacements and particle velocities are zero at time
zero.

The derivation of the nonlinear stress-strain relationship
can be found in literature.11–14 Since this research considers
only small strain deformations, the terms of the geometrical
nonlinearity are neglected. The resulting constitutive equa-
tions are given by

�11 = �� + 2	�u1,1 + �u2,2 + �l + 2m�u1,1
2

+ lu2,2�2u1,1 + u2,2� +
m

2
�u1,2 + u2,1�2, �3�

�22 = �� + 2	�u2,2 + �u1,1 + �l + 2m�u2,2
2

+ lu1,1�2u2,2 + u1,1� +
m

2
�u1,2 + u2,1�2, �4�

�12 = �u1,2 + u2,1��	 + mu1,1 + mu2,2� , �5�

where � and 	 are second-order elastic constants, l and m are
third-order elastic constants, and ui,j =�ui /�xj.

III. NUMERICAL SOLUTION

In view of the numerical analysis, the considered non-
linear Lamb problem can be reformulated into a hyperbolic
system of conservation laws being defined on a two-
dimensional domain �x1 ,x2�� �−� ,��
 �0,��, i.e.,

�

�t
q +

�

�x1
f�q� +

�

�x2
g�q� = 0 , �6�

where q=q�x1 ,x2 , t�.
This can be achieved by introducing the state vector q

according to

q�x1,x2,t� = �
q�1��x1,x2,t�
q�2��x1,x2,t�
q�3��x1,x2,t�
q�4��x1,x2,t�
q�5��x1,x2,t�

� = �
u̇1

u̇2

u1,1

u2,2

u1,2 + u2,1

� , �7�

with the two flux vectors

f�x1,x2,t� = �
−

1

�
�11�q�3�,q�4�,q�5��

−
1

�
�12�q�3�,q�4�,q�5��

− q�1�

0

− q�2�

� ,

FIG. 1. Half-space at x3=0 with a load applied normal to the surface to-
gether with the semi-infinite physical domain and the finite computational
domain with numerical boundaries at �x̃1 and x̃2.
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g�x1,x2,t� = �
−

1

�
�12�q�3�,q�4�,q�5��

−
1

�
�22�q�3�,q�4�,q�5��

0

− q�2�

− q�1�

� . �8�

As can be easily deduced from Eq. �8�, this formulation
holds similarly for general constitutive equations, which
might also involve rate-dependent behavior such as
hysteresis.15

For a linear stress-strain relationship �l=m=0 in Eqs.
�3�–�5�� both Jacobian matrices �f /�q and �g /�q of the flux
vectors according to Eq. �8� have the same eigenvalues at
�1=0, �2,3= �cl, and �4,5= �ct, where cl and ct denote the
longitudinal and the transverse phase velocity, respectively.
It can also be shown that all linear combinations of the Jaco-
bian matrices of the flux vectors have real eigenvalues.
Hence, the linear system of conservation laws according to
Eq. �6� is hyperbolic16–18 and can be solved by many numeri-
cal schemes for hyperbolic systems of conservation laws.

For a nonlinear stress-strain relationship �l�0 and m
�0�, the hyperbolicity of Eq. �6� is not guaranteed in all
regions, as there exist some regions, where the Jacobian ma-
trices �f /�q and �g /�q may have complex eigenvalues.
Since many numerical schemes are based on the hyperbolic-
ity of a system and do not consider a change in the charac-
teristic of a system, it is important to limit the system in the
hyperbolic region, i.e., the eigenvalues must be real. Note
that the eigenvalues depend only on q�3�, q�4�, and q�5� and
thus on the spatial derivatives of u1�x1 ,x2 , t� and u2�x1 ,x2 , t�.
Hence the hyperbolicity can be guaranteed by limiting the
input amplitude Q of the excitation signal at the boundary
�see Fig. 1�. This does not add additional constraints since
the geometrical nonlinearities are neglected as previously
described—the strains are assumed to be small.

Many numerical solution algorithms1,19 have been de-
veloped and successfully applied in computational fluid dy-
namics for systems of conservation laws according to Eq.
�6�. In the following, for the numerical solution to the wave
propagation problem, a high-resolution second-order central
scheme is considered as proposed by Kurganov and Tadmor.1

A brief description of this scheme providing the essential
details required for the subsequent analysis can be found in
the Appendix. The resulting system of ordinary differential
equations �ODEs� is solved via an explicit second-order
Runge–Kutta method �modified Euler method�.20 The com-
plete numerical solution algorithm is implemented using the
library CENTPACK �Ref. 2� with several enhancements re-
quired to deal with the semi-infinite domain �x1 ,x2�
� �−� ,��
 �0,��.

One key factor for numerical simulations of real physi-
cal problems is the implementation of the boundary condi-
tions since they have an immense influence on the solution
of the problem. The boundary conditions in this research are
implemented using the so-called ghost-cell method,21 which
has been integrated into CENTPACK. For this, the physical

domain is extended by suitable ghost-cells, which are re-
quired in order to evaluate the flux vectors along the bound-
aries to determine the inflow �or outflow� originating from
the free surface as required for the numerical solution �cf.
Appendix�. This avoids spurious oscillations in the numerical
solutions that are due to the fact that the numerical evalua-
tion of the flux vectors according to Eq. �A2� is based on an
averaging process involving flux limiters given in Eq. �A5�.
Once integrated into the scheme, the state values in the
ghost-cells are prescribed at the beginning of each integra-
tion step depending on the respective boundary conditions
according to Eq. �2� and the interior �physical� solution of
the previous time step. Figure 2 shows the extension of the
free surface at x2=0 of the elastic half-space. For the imple-
mentation of the ghost-cell method, it is required that the
computational domain being a finite part of the physical do-
main �see Fig. 1� ends exactly at the physical boundary. Thus
the grid of the computational domain used for the numerical
simulation in this research is

x1j
= jx1 and x2k

=
x2

2
+ kx2; j � Z, k � N ,

�9�

where x1 and x2 denote the spatial discretizations in
the x1- and x2-directions. This grid choice guarantees the
ending of the computational domain exactly at the free sur-
face, as the discretized cell �x1j

,x2k
� covers the computa-

tional domain corresponding to �x1j
−x1 /2,x1j

+x1 /2�

 �x2k

−x2 /2,x2k
+x2 /2�. Furthermore the choice accord-

ing to Eq. �9� allows the application of the line-load exactly
at x1=0, since x1j

approximates the solution exactly at x1

=0 for j=0.
The values in the ghost-cells �k=−1,−2� have to ensure

that the free surface boundary conditions according to Eq.
�2� are satisfied. Since the particle velocities q�1�= u̇1 and
q�2�= u̇2 are not influenced directly by the boundary condi-
tions, they are symmetrically extrapolated to the ghost-cells,
which yields

qj,−k
�1� = qj,k−1

�1� ,

FIG. 2. Extension of the computational domain by ghost-cells at x2=0.
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qj,−k
�2� = qj,k−1

�2� , �10�

where j�Z, k=1,2, and qj,k
�i� =qj,k

�i��jx1 ,x2 /2+kx2 , t�. The

same holds for �11�q�3� ,q�4� ,q�5��, while �22�q�3� ,q�4� ,q�5��
and �12�q�3� ,q�4� ,q�5�� are influenced directly by the free sur-
face boundary conditions according to Eq. �2� such that they
have to be considered differently. Figure 2 shows that the
values exactly on the physical boundary are given by linear
interpolation between the ghost-cells and the interior cells
for k=0,1. Since the values on the physical boundary for
�22�q�3� ,q�4� ,q�5�� and �12�q�3� ,q�4� ,q�5�� are given by the
boundary conditions, the required values for q�3�, q�4�, and
q�5� in the ghost-cells are obtained together with the sym-
metrical extrapolation of �11�q�3� ,q�4� ,q�5�� from a set of
equations

�11�qj,−k
�3� ,qj,−k

�4� ,qj,−k
�5� � − �11�qj,k−1

�3� ,qj,k−1
�4� ,qj,k−1

�5� � = 0,

�22�qj,−k
�3� ,qj,−k

�4� ,qj,−k
�5� � + �22�qj,k−1

�3� ,qj,k−1
�4� ,qj,k−1

�5� �

= 2QF�t���x1j
� ,

�12�qj,−k
�3� ,qj,−k

�4� ,qj,−k
�5� � + �12�qj,k−1

�3� ,qj,k−1
�4� ,qj,k−1

�5� � = 0, �11�

with j�Z, k=1,2, and qj,k
�i� =qj,k

�i��jx1 ,x2 /2+kx2 , t�.
For a linear elastic half-space �l=0, m=0�, the solution

to the set of equations according to Eq. �11� can be calcu-
lated explicitly. This is no longer true in general for a non-
linear elastic half-space �l�0, m�0�. Hence, in this re-
search, the Newton–Raphson method is used to approximate
the solution to the set of equations according to Eq. �11�.

The convergence of the Newton–Raphson method to the
correct physical solution depends highly on the initial guess.
Since it is known that the solution in a nonlinear elastic
half-space is mostly driven by the linear parts,22 the initial
guess for solving the nonlinear system of equations accord-
ing to Eq. �11� using the Newton–Raphson method is ob-
tained from the solution to the linear system of equations
�l=0, m=0�.

Note that the problem at hand has a semi-infinite solu-
tion domain �the physical domain�, but the numerical solu-
tion requires a finite solution domain �the computational do-
main�. Hence, one has to avoid the appearance of reflections
at the artificial boundaries at �x̃1 and x̃2 �see Fig. 1�, which
is done by introducing transparent boundary conditions. In
this research, these transparent boundary conditions are also
implemented via the ghost-cell method with the values in the
ghost-cells being calculated by zero-order extrapolation.

As there only exists an analytical solution to the linear
Lamb problem with l=m=0,23–25 the accuracy of the pro-
posed numerical solution procedure is first evaluated based
on the linear scenario. For example, Fig. 3 shows the numeri-
cal solution and the exact analytical one for the displacement

in the x2-direction at r=5.2 mm and �=0° �see Fig. 1� for the
original linear Lamb problem. The input signal F�t� used in
this simulation is given by

F�t� = �1

2
sin�2�f ft��1 − cos�2�

t

tf
		 if t � tf

0 otherwise,



�12�

with f f =5 MHz and tf =1 	s, and the input amplitude is cho-
sen to Q=104 N /m. It can be seen that the numerical solu-
tion is in good agreement with the exact analytical one. A
detailed evaluation of the presented numerical solution pro-
cedure is given in Ref. 26, where it is shown that the solution
procedure used in this research offers a high-resolution solu-
tion for wave propagation in both linear and nonlinear elastic
half-spaces. The free surface boundary conditions according
to Eq. �2� implemented via the ghost-cell method are satis-
fied for wave propagation in both linear and nonlinear elastic
half-spaces.26,27

IV. NUMERICAL RESULTS AND DISCUSSIONS

Using the numerical solution technique discussed in Sec.
III, the nonlinear Lamb problem is solved. The material pa-
rameters used correspond to Aluminum D54S �Ref. 28� and
are summarized in Table I together with the parameters of
the applied line load �cf. Eq. �12��. The mesh density param-
eters used here are listed in Table II, where the parameters J
and K denote the number of grid cells in the x1- and
x2-directions, respectively. In order to ensure convergence,
the numerical time step t must be chosen in order to fulfill
the algorithm-dependent Courant–Friedrichs–Levy �CFL�-
condition according to Eq. �A7�. This CFL-condition guar-
antees that the analytical domain of dependence of the solu-
tion at a given point is completely included in the numerical
domain of dependence of the difference scheme at the same

FIG. 3. Numerical solution of displacement u2 at r=5.2 mm and �=0° and
exact solution for the original linear Lamb problem.

TABLE I. Material and input parameters.

�
�kg /m3�

�

�N /m2�
	

�N /m2�
l

�N /m2�
m

�N /m2�
f f

�MHz�
tf

�	s�
Q

�N/m�

2719 4.91
1010 2.6
1010 −38.75
1010 −35.8
1010 5 1 104
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point.16 A convergence analysis of the applied numerical
scheme for the one-dimensional problem was performed Ref.
26 by refining the spatial resolution of the grid in both direc-
tions, i.e., increasing the number of cells in the computa-
tional domain. It is thereby shown that a further increase in
the spatial discretization does not alter the obtained time and
frequency domain signals, which confirms the convergence
of the applied scheme. Hence, the simulation parameters
summarized in Table II are used subsequently. The numerical
solutions will be presented in the time domain first, followed
by their analysis in the frequency domain.

Since the displacements are not obtained directly from
the numerical scheme, particle velocities are used in the fol-
lowing presentation in order to study the nonlinear effects
using a direct signal from the numerical scheme. In addition,
the particle velocities obtained in Cartesian coordinates from
the numerical scheme are transformed into polar coordinates
to better reveal the physics of the Lamb problem. The trans-
formation into polar coordinates is given by

u̇r = u̇1 cos��� − u̇2 sin��� ,

u̇� = u̇1 sin��� + u̇2 cos��� . �13�

A. Time domain

A typical output of the numerical solution to the particle
velocity is shown in Fig. 4. For comparison purposes, solu-
tions to the corresponding linear problem �l=m=0� are also
shown in the same figure. Clearly, there is very little observ-
able difference between the solutions to the linear and non-

linear problems. Such similarity also implies that the input
signal strength Q is small enough that the nonlinear system
remains hyperbolic.

As in the linear Lamb problem, the free surface of the
half-space generates a head-wave that propagates between
the longitudinal and shear wave fronts. For the material pa-
rameters used, the phase velocities of the longitudinal and
shear waves are cl=6098 m /s and ct=3092 m /s, respec-
tively. This leads to the angle �c=30.47°, so that in the re-
gion ���c, only the longitudinal and shear waves are
present. This is clearly seen in Fig. 5, where the amplitude of
the stress component �22 is plotted for four different instants
in time for the nonlinear Lamb problem.

At the very beginning �t=0.7 	s�, the stress wave is
primarily producing pressure normal to the surface near the
loading point, see Fig. 5�a�. At a later time �Fig. 5�b��, the
longitudinal wave is gradually separating from the transverse
wave, and the head-wave initiating from the free surface is
formed to bridge the longitudinal and transverse wave fronts.
This becomes more clear in Figs. 5�c� and 5�d�. Because of
the cylindrical nature of the wave front, the amplitude of �22

is highest at �=0° for the longitudinal wave and gradually
decreases for increasing �. This is best demonstrated in Fig.
5�c�. On the other hand, it is just the opposite for the trans-
verse wave, for it induces no �22 at �=0°, see Fig. 5�d�. It is
also seen that in the region ���c, the wave field is much
more complicated due to the interaction between the head
and the transverse waves. Figure 5�d� shows additionally that
the introduced transparent boundary conditions do not pro-
duce any artificial reflections in the simulation results.

B. Frequency domain

To better observe the effect of material nonlinearity, the
frequency spectra of the time harmonic signals can be ob-
tained by using the fast Fourier transform �FFT�. This section
analyzes the frequency spectra of the longitudinal time do-
main signals. Clearly, this is possible only after a certain
propagation distance when the longitudinal wave is com-
pletely separated from the transverse wave. To extract the
longitudinal wave signal from the rest of the signals a Hann
�Hanning� window is applied over the longitudinal wave part

TABLE II. Simulation parameters.

tsim

�	s�
x1

�m�
x2

�m� J K
x̃1

�mm�
x̃2

�mm�

2.8 9
10−6 9
10−6 2501 1250 �11.25 11.25

FIG. 4. Numerical solution of the particle velocities u̇r �left� and u̇� �right�
in linear and nonlinear media at r=5.2 mm and �=30° ��a� and �b�� and r
=5.2 mm and �=60° ��c� and �d��.

FIG. 5. Propagating wave fronts of �22 in a nonlinear elastic half-space at
different fixed times: �a� t1=0.7 	s, �b� t2=1.4 	s, �c� t3=2.1 	s, and �d�
t4=2.8 	s.
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in performing the FFT. In Ref. 22 it is shown that a fine
spatial discretization is required to perform a frequency
analysis of the numerical results and that the spatial discreti-
zation determines up to which frequency a convergence of
the solution in the frequency domain is guaranteed. As men-
tioned above, a convergence analysis of the applied numeri-
cal scheme in the time as well as in the frequency domain
can be found in Ref. 26. There it is shown that the numerical
scheme used in this research requires a spatial discretization
of approximately 60 grid cells per wavelength to guarantee
convergence in the frequency domain. For the parameters
used here, this condition is met for the longitudinal wave-
length up to about 12.5 MHz. Hence, only frequencies below
12.5 MHz are considered. Note that the input signal accord-
ing to Eq. �12� together with the parameters of Table I con-
tains a single frequency at f f =5 MHz, since the cosine part
of the input signal is only applied over one period and hence
has no effect on the fundamental frequency of the input sig-
nal. Thus, the frequency range up to 12.5 MHz includes both
the fundamental frequency �5 MHz, the frequency of the ap-
plied load� and its second-order harmonic �10 MHz�.

Figure 6 shows the magnitudes of the FFT spectra of u̇r,
which represents the particle velocity of the longitudinal
wave for both the linear �dashed lines� and nonlinear �solid
lines� Lamb problems. The different sub-figures are the re-
sults from time domain signals observed at r=5.2 mm and
�=0°, 30°, 60°, and 89.5°, respectively. There are two plots
in each sub-figure with different vertical scales to reveal
more details near the second-order harmonic �10 MHz�.

It is seen that the amplitude A�f� of the spectra at the
fundamental frequency denoted by A1= �A�f�� f=5 MHz is virtu-
ally the same for both the linear and nonlinear Lamb prob-
lems. The nonlinearity plays a role only at the second-order
harmonic amplitude A2= �A�f�� f=10 MHz. Such phenomenon
has been observed and used for characterizing material
nonlinearity.5–10 For the nonlinear problem �solid lines�,
some side lobes are observed in the second harmonic. This is
caused by the use of the Hann window in performing the
FFT. It is speculated that the zero frequency component
shown in Fig. 6 could be an effect of material nonlinearity.

It is noticed that the amplitude of the second-order har-
monic decreases with increasing �. This change is due to the
interaction among the different waves. As discussed earlier,
the wave field is no longer pure longitudinal at any point in
the region ���c=30.47°. Such interaction is also demon-
strated in Fig. 7 where the FFT of u̇� is shown, representing
the shear component of particle motion, at r=5.2 mm and
�=0°, 30°, 60°, and 89.5°, respectively. This shear compo-
nent of particle motion in the longitudinal wave part is due to
reflections from the free surface. It is seen that the shear
component of the particle motion is virtually absent at �
=0°, and gradually increases with increasing �. At �=89.5°,
the magnitude of u̇� is almost one-half of that of u̇r, indicat-
ing a strong presence of the shear motion.

In Ref. 4, it is shown that the value of A2 /A1
2kl

2, where kl

is the wavenumber of the longitudinal wave, increases lin-
early with the propagation distance in the case of cylindrical
acoustical waves, where only a longitudinal wave occurs. It
is thus expected that for the nonlinear Lamb problem consid-
ered here, the ratio A2 /A1

2kl
2 should also change linearly with

propagation distance in the region where only the longitudi-
nal wave is present. Figure 8 shows A2 /A1

2kl
2 for u̇r versus the

propagation distance r for different values of �. It is seen that
for each � the ratio of A2 /A1

2kl
2 becomes almost proportional

to r after a certain distance beyond which the longitudinal
wave becomes dominant �or is separated from the other
waves�. To quantify such proportionality, define

�r =
A2

rA1
2kl

2 . �14�

Analogous to planar bulk waves, the slope �r is referred to as
the acoustic nonlinearity parameter3,4 for the longitudinal

FIG. 6. FFT of the particle velocity u̇r in nonlinear �solid� and linear
�dashed� media at r=5.2 mm and different angles � with zoom: �a� �=0°,
�b� �=30°, �c� �=60°, and �d� �=89.5°.

FIG. 7. FFT of the particle velocity u̇� in nonlinear �solid� and linear
�dashed� media at r=5.2 mm and different angles �: �a� �=0°, �b� �=30°,
�c� �=60°, and �d� �=89.5°.

FIG. 8. A2 /A1
2kl

2 of the FFT of u̇r over the propagation distance r for differ-
ent angles �.
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wave in the Lamb problem. The variation of �r with respect
to � is shown in Fig. 9. Clearly, �r is almost constant for �
�30° where the longitudinal wave overwhelmingly domi-

nates. For larger �, more shear motion appears and �r gradu-
ally increases.

Such dependence of �r on � may be explained by the
fact that when both longitudinal and transverse waves are
present, the second-order harmonic may be written as in
Ref. 13

ux = B1 cos�klx − �t� + B1
2F1x cos�2�klx − �t�� + B2

2F2 sin��kt − kl�x�cos��kt + kl�x − 2�t�

second-order harmonic

,

uy = B2 cos�ktx − �t� + B1B2F3�sin�2�ktx − �t�� − sin��kt + kl�x − 2�t��

second-order harmonic

,
�15�

where for the displacement components ux and uy, B1 and B2

are, respectively, the amplitudes of longitudinal and trans-
verse components of a time-harmonic plane wave propagat-
ing in the x-direction with a fundamental frequency �, x is
the propagation distance, kl and kt are the wavenumbers of
longitudinal and transverse waves, respectively, and the con-
stants Fi are related to the third-order elastic constants in the
following fashion:

F1 � 2m + l, F2 � m, F3 � m . �16�

As shown in Sec. IV A, for the nonlinear Lamb problem
considered, a pure longitudinal wave field can only exist in
the region ���c�30°. Even in this region, the propagation
distance has to be long enough so the longitudinal wave can
be fully separated from the transverse wave. In such a case,
the amplitude of the transverse wave B2 in Eq. �15� is zero.
Accordingly, the nonlinearity parameter becomes simply �r

=F1. For ��30° the amplitude of the transverse component
changes with increasing �. In other words, B2 in Eq. �15�
would depend on � so that �r would also depend on �.

The solution given by Eq. �15� also explains the oscilla-
tions shown in Fig. 8. For example, in the case of �=60°, the
ratio A2 /A1

2kl
2 oscillates until after r�7 mm. Such oscillation

is caused by the beating term, sin��kt−kl�x�, appearing in one
of the second-order harmonics that is due to the presence of
shear motion of the particle velocity.

To investigate how the nonlinearity parameter �r

changes with the third-order elastic constants, numerical
simulations are conducted by varying l and m by �20%
from their respective values for aluminum. For �=0°, as dis-
cussed earlier, it is seen that �r=F1�2m+ l. This is con-
firmed by the numerical results, such as in Fig. 10. This
relationship holds until about �=30°. After that, the trans-
verse wave gets involved and the relationship between �r

and the third-order elastic constants becomes more complex
�see Fig. 11� where �r normalized by its value for aluminum
�see Fig. 9� is presented. Such complex dependency of �r on

FIG. 9. Nonlinearity parameter �r over the angle �.

FIG. 10. �r normalized by its value for aluminum at �=0° for different fixed
m �0.8mAl, mAl, and 1.2mAl� in dependence of l �left� and for different fixed
l �0.8lAl, lAl, and 1.2lAl� in dependence of m �right�.

FIG. 11. Normalized nonlinearity parameter �r /�rAl
over the angle � for

different l and m. The parameters la and mb denote alAl and bmAl, respec-
tively.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Küchler et al.: Two–dimensional wave propagation 1299



the third-order elastic constants poses a challenge on deter-
mining l and m individually by measuring the amplitude of
the second-order harmonic.

V. CONCLUSIONS

This research studies the application of a high-resolution
numerical scheme to solve the two-dimensional Lamb prob-
lem in an elastic half-space with quadratic nonlinearity. Fur-
thermore, the acoustic nonlinearity caused by a complex
wave front is investigated. For this, the numerical library
CENTPACK �Ref. 2� is used, where the problem considered
requires the incorporation of several modifications in order
to deal with the semi-infinite spatial domain. The conver-
gence and accuracy of the numerical scheme are validated by
considering the respective linear Lamb problem and compar-
ing the numerical solution to an available analytical solution.
In addition, a convergence check was performed by varying
the spatial discretization in both directions, i.e., increasing
the number of grid points in the computational domain. Both
scenarios confirm the high accuracy of the numerical solu-
tion approach considered.

The numerical results obtained show that the effects due
to the quadratic nonlinearity are best observed in the fre-
quency domain by considering the spectra of the time do-
main signals. In particular, the evolution of higher-order har-
monics can be observed. Thereby it is shown that the
amplitude of the second-order harmonic depends linearly on
the third-order elastic constants, namely, �r��l+�m, where
� and � depend on the relative amplitude of the longitudinal
and shear waves in a general wave field. Consequently, the
relationship between the observed �r and the third-order
elastic constants depend on the point of observation.
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APPENDIX: NUMERICAL SCHEME

To approximate the solution for wave propagation in an
elastic half-space with quadratic nonlinearity, this research
uses a semi-discrete central scheme proposed by Kurganov
and Tadmor.1 The discretization of the half-space into a Car-
tesian grid used in this paper is given by Eq. �9�. The flux
vectors f�x1 ,x2 , t� and g�x1 ,x2 , t� according to Eq. �8� are
approximated by numerical fluxes, which express the flux
from one grid cell into a bordering grid cell at time t. With
these numerical fluxes the semi-discrete central scheme1 can
be written as

d

dt
q j,k�t� = −

F j+1/2,k�t� − F j−1/2,k�t�
x1

−
G j,k+1/2�t� − G j,k−1/2�t�

x2
, �A1�

where q j,k�t� is the state vector at x1=x1j
and x2=x2k

and
F j�1/2,k�t� and G j,k�1/2�t� are the numerical fluxes approxi-

mating the flux in the x1- and x2-directions from one grid cell
into the next grid cell �see Fig. 12�.

The numerical fluxes are given by

F j+1/2,k�t� =
f�q j+1/2,k

+ �t�� + f�q j+1/2,k
− �t��

2

−
aj+1/2,k�t�

2
�q j+1/2,k

+ �t� − q j+1/2,k
− �t�� ,

G j,k+1/2�t� =
g�q j,k+1/2

+ �t�� + g�q j,k+1/2
− �t��

2

−
bj,k+1/2

2
�q j,k+1/2

+ �t� − q j,k+1/2
− �t�� , �A2�

which are expressed in terms of the intermediate values

q j+1/2,k
� �t� = q j+1,k�t� �

x1

2
� �q

�x1
	

j+1/2�1/2,k
�t� ,

q j,k+1/2
� �t� = q j,k+1�t� �

x2

2
� �q

�x2
	

j,k+1/2�1/2
�t� , �A3�

and the local speeds of propagation

aj+1/2,k�t� = max�� �f

�q
�q j+1/2,k

+ �t��	,�� �f

�q
�q j+1/2,k

− �t��	� ,

bj,k+1/2�t� = max�� �g

�q
�q j,k+1/2

+ �t��	,�� �g

�q
�q j,k+1/2

− �t��	� ,

�A4�

where � denotes the spectral radius of the Jacobian matrix at
the specified values. The derivatives �q /�x1 and �q /�x2 are
determined �componentwise� by a slope limiting method,
i.e., at the �-dependent family of min mod-like limiters1

� �q

�x1
	

j,k
= minmod��

q j,k�t� − q j−1,k�t�
x1

,

q j+1,k�t� − q j−1,k�t�
2x1

,�
q j+1,k�t� − q j,k�t�

x1
	 ,

FIG. 12. Discretized Cartesian grid with the corresponding numerical
fluxes.
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� �q

�x2
	

j,k
= minmod��

q j,k�t� − q j,k−1�t�
x2

,

q j,k−1�t� − q j,k+1�t�
2x2

,�
q j,k+1�t� − q j,k�t�

x2
	 ,

�A5�

where 1���2 together with the multivariable minmod
function

minmod�s1,s2, . . . � = �min�sj� if sj � 0, ∀ j

max�sj� if sj � 0, ∀ j

0 otherwise.

 �A6�

The introduction of the parameter � allows the adjust-
ment of the numerical dissipation, where 1.1���1.5 is
recommended for systems.1 This research uses �=1.4.

In order to obtain convergence of the scheme, the fol-
lowing algorithm-dependent CFL-condition1 must be satis-
fied:

max� t

x1
aj+1/2,k�t�,

t

x2
bj,k+1/2�t�	 �

1

2
, ∀ j,k , �A7�

where aj+1/2,k�t� and bj,k+1/2�t� are evaluated by Eq. �A4�.
The resulting system of ODEs according to Eq. �A1� is

solved via an explicit second-order Runge–Kutta method
�modified Euler method�.20
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Motivated by the increasing interest on nonlinear nondestructive damage detection, a comparison of
the nonlinear elastic behavior of damaged samples and their intact state is presented. Flexural
vibration is induced in thin glass plates with laser thermal shock induced micro-cracks by means of
two thin piezo-ceramic patches glued in a bimorph configuration. The cases of direct excitation of
a resonance and excitation of an internal resonance cases are considered. The resulting nonlinear
vibrations exhibit the main features of quadratic hysteresis: linear variation of the resonance
frequency and quadratic production of the third harmonic. A theoretical model for nonlinear
resonant flexural vibrations based on the Preisach–Mayergoyz constitutive relations is proposed for
damage quantification. Experimental comparison between the intact and damaged sample indicates
an increase in the relevant nonlinearity parameter, indicating a widening of the hysteresis loop due
to damage. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075595�
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I. INTRODUCTION

Ultrasonic spectroscopy is one of the most common
methods for characterizing elastic materials. The underlying
idea behind this method is the fact that the elastic properties
of a material can be studied by measuring the response to
harmonic excitation. In particular, linear resonance analysis
has been employed for some time to characterize damaged
materials.1

Modern studies show nonlinear properties to be much
more sensitive to increased damage2 than their linear coun-
terparts, making nonlinear resonance analysis a powerful
tool for NDT. Several methods have been proposed to quan-
tify the changes in the response of the system with increasing
amplitude, such as NEWS methods SIMONRAS and
NWMS.3–16,2

A remarkable property of materials with incipient micro-
damage is quadratic hysteresis, which is caused by the exis-
tence of a multi-valued quadratic stress-strain relation. The
most prominent signatures under single frequency excitation
are a linear shift of resonance frequency with increasing ex-
citation level and the generation of a third harmonic whose
amplitude is quadratically related to the amplitude of the
fundamental.6

The birth of nonclassical nonlinear elasticity theory was
motivated by the observation of nonlinear effects in some
materials that could not be attributed to lattice anharmonic-
ity. Nonlinearity was significantly increased when internal
boundaries �defects� were formed. As reviewed in Ref. 7, this
led first to the study of nonlinear behavior of nonbonded
interfaces, where harmonic generation and frequency modu-
lation were found and attributed to “clapping” between the
faces of the contact. Then, the physics of a bonded interface

was studied and described as a nonlinear relaxation system,
with two possible equilibrium positions, “open” and
“closed,” depending on external conditions.8

This kind of contact has been demonstrated to be a good
model for a defect and, under harmonic excitation, it repro-
duces dynamic hysteresis and several strongly nonlinear ef-
fects observed in acoustic wave-crack interaction.7–9 This be-
havior was related to the observed nonclassical nonlinearity
of rocks, with abnormally high cubic anharmonicity and end-
point memory.

The first mathematical model describing the macro-
scopic response of a system containing bi-stable mesoscopic
units is due to Preisach, in the context of magnetism. This
was later adapted to nonlinear elasticity, leading to what is
known as the phenomenological Preisach–Mayergoyz �PM�
formalism.10,11 The PM model considers defects as ideal re-
lays with opened and closed equilibrium positions, depend-
ing on the loading. The contribution of these hysteretic units
gives rise to nonclassical nonlinear effects, such as end-point
memory,10,11 increased nonlinear wave modulation, linear
shift of resonance frequency, and the generation of the qua-
dratic third harmonic in stationary vibrations, not only in
rocks but in other materials subjected to crack damage, such
as Plexiglas,3 slate,4 concrete,5 and more recently, fatigued
metal alloys.12

Modern approaches to hysteresis start with modeling the
local micro-potential for contact defects. Then, the macro-
scopic response is coupled to the mesoscopic dynamics to
obtain the constitutive relations. This kind of approach2 leads
to some qualitative deviations �for example, a second har-
monic may be generated� from the simple PM formalism,
which reduces the mesodynamics to a switching between
two states.
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Several theoretical studies �see, for example, Chap. 23 in
Ref. 2� have presented models for resonant longitudinal vi-
brations in hysteretic media based on the PM model. In this
paper, the nonlinear behavior of low frequency resonant flex-
ural vibrations in thin plates is theoretically and experimen-
tally studied using the simplest equation of state that contains
the effects of quadratic hysteresis under single frequency ex-
citation.

In Sec. II, a new theoretical model is proposed to de-
scribe flexural vibrations in mesoscopic materials. The model
is based in the Euler theory of beams and the PM material
model.

In Sec. III, the experimental procedure is described and
the degree of nonlinearity is quantified for a glass plate with
distributed thermal shock damage and compared with the
intact state. This is followed by a discussion of the difficul-
ties presented and the possible future trends on this area.

II. THEORY

In this section, a new theoretical model describing non-
linear vibrations of thin plates that attempts to account for
the effects of micro-cracks on the macroscopic elastic char-
acteristics of the material is presented. The objective is to
relate the measured nonlinear features of low frequency
standing waves with the material state, described by means
of the PM model. Pure bending waves of finite but moderate
amplitude are considered. Moreover, uniaxial “one-
dimensional �1D� modes” are considered. This means that
the vertical displacement w is considered to depend only on
the x coordinate along the axis.

A. Hysteretic Euler beam model

The sample considered is a thin glass plate, to which two
piezoelectric �lead zirconate titanate �PZT�� patches have
been bonded in a bimorph configuration to excite flexural
vibrations with free boundary conditions �see Fig. 1�.

The dynamics of a thin plate can be modeled as a 1D
Euler beam. Such an approximation is valid only for excita-
tions near those resonances of the system that can be consid-
ered “uniaxial,” that is, where the vertical displacement can
be considered to depend only on the coordinate along the
longest axis. Figure 2�b� shows the three-dimensional �3D�
shape of such a mode, while Fig. 2�a� shows a comparison
between the vertical displacement of the 3D �along the cen-
terline of the top face� and 1D models obtained by finite
element model for the fourth flexural mode with free bound-
ary conditions.

According to the Euler beam assumption, the vertical
displacement w�x� will be assumed to be solution of the fol-
lowing differential equation �see, for example, Refs. 13–15�:

��x�
�2w

�t2 + �
�w

�t
+

�2m

�x2 = −
�2mpe

�x2 , �1�

where

��x� = �hb + 2�pehpebpe�pe�x� �2�

accounts for the mass distribution of the beam, including the
piezoelectric contribution. Here, � ,h ,b and �pe ,hpe ,bpe are
the density, thickness, and width of the glass layer and PZT
patches, respectively, and �pe�x� is the characteristic func-
tion, which is equal to 1 in the region covered by PZT and 0
elsewhere. The � term represents viscous air damping, while
m and mpe represent the moments induced by internal forces
and piezoelectric actuator, respectively. The latter is given
by14,16

mpe = − Yped31bpe�h + hpe��pe�x�V�t� � − ��pe�x�V�t� ,

�3�

where Ype is the Young modulus of the piezoelectric, d31 is
the piezoelectric coefficient coupling the electric field to the
deformation of the PZT layer, and V�t� is the applied voltage.
As for the internal moment, we distinguish between the lin-
ear �m�lin�� and nonlinear �m�nl�� part, the former being given
by14

m�lin� = YI�x�
�2w

�x2 + cI�x�
�3w

�x2 � t
, �4�

where

YI�x� = 1
12Y0h3b + 2

3Ype��h/2 + hpe�3 − �h/2�3�bpe�pe�x�

�5�

accounts for the total rigidity of the cross section, and

FIG. 1. System geometry.

FIG. 2. Comparison between the 3D and 1D linear models for a uniaxial
mode.
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cI�x� = 1
2bh3c + 2

3bpe��h/2 + hpe�3 − �h/2�3�cpe�pe�x� , �6�

for the structural attenuation. Here, c and cpe are Kelvin–
Voight coefficients representing the anelastic material damp-
ing for both materials. Combining Eqs. �1�–�6�, we obtain
the following fifth order partial differential equation:

��x�
�2w

�t2 + �
�w

�t
+ cI�x�

�5w

�t � x4 + YI�x�
�4w

�x2 = ��pe� �x�V�t�

−
�2m�nl�

�x2 . �7�

Note the appearance of the singular distribution �pe� =���x
−x1�−���x−x2� which can be defined in terms of the integral
relation

� f�x����x − x0�dx =� − f��x���x − x0�

dx = − �df�x�
dx

�
x=x0

,

if the point x0 belongs to the integration range. We shall now
concentrate on the moment due to the nonlinear part of the
internal stresses. This is obtained by integrating the moment
of the axial stress across a section

m�nl� = �
S

��nl���x�x,z��zdydz . �8�

For small curvatures, the strain is reasonably approximated
by �x�w��x�z. The model is completed by specifying the
constitutive equation �=����.

1. The hysteretic part of the stress-strain relation

In this work, the constitutive equation is modified to
include the effect of distributed damage. According to the
literature �see Ref. 10, for example�, materials with mesos-
copic microdamage exhibit nonclassical nonlinear behavior.
In particular, the PM formalism has been shown to be a good
description for the end-point memory effects attributed to
micro-cracks. Following Chap. 23 in Ref. 2, the simplest
constitutive equation describing quadratic hysteresis will be
employed. The system is driven in the so-called simplex re-
gime, where the constitutive equation represents only one
loop �Fig. 3�. This means that minor loops �which would
arise in the presence of other harmonic components in the
excitation or strong internal resonances� are neglected. Under
these conditions, the additional contribution to the stress-
strain relation takes the form

��nl� = − Y0����max + 1
2sign��̇���2 − �max

2 �� . �9�

In Ref. 10, the parameter � is related to the density of micro-
cracks, and its increase implies a widening of the hysteresis
loop. The goal of this work is to relate the increase in this
parameter to the degree of damage.

Performing the integration specified in Eq. �8� the in-
duced moment on the section is obtained:

m�nl� = �
S

��nl�zdS = − Y0	w�wmax� +
1

2
sign�w�˙ ��w�2

− wmax�
2�
�

S
� �z2�z�dydz , �10�

where S stands for the glass layer section. We further assume
� to be constant, i.e., the density of cracks across the section
and in the damaged area is uniform, so that

mH = �
S

�HzdS = − Y0�S
h3

32
	w�wmax�

+
1

2
�w�2 − wmax�

2�
 . �11�

By inserting Eq. �11� into Eq. �7�, a new nonclassical non-
linear equation for flexural vibration including hysteresis is
obtained:

��x�
�2w

�t2 + �
�w

�t
+ cI�x�

�5w

�t � x4 + YI�x�
�4w

�x2

= ��pe� �x�V�t� +
Y0h3

12

3

8
�h

�2

�x2�w�wmax�

+
1

2
sign�ẇ���w�2 − wmax�

2� . �12�

We then obtain a dimensionless version of this equation
by writing it in terms of the following variables:

x̂ � x/L, t̂ �� Y0h2

12�L4 t, ŵ � w/h . �13�

After omitting the hats, we then rewrite Eq. �12� as

FIG. 3. Illustration of the constitutive equation �=���� for hysteretic me-
dia.
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�1 + g1�pe�x��
�2w

�t2 + 	��
�w

�t
+ c��x�

�5w

�t � x4

+ �1 + g2�pe�x��

�4w

�x2 = ���pe� �x�V�t�

+
3

8
�� h

L
�2 �2

�x2�w�w�m +
1

2
sign�ẇ���w�2 − wm�2� ,

�14�

where

g1 =
2hpe�pebpe

h�b
= 2.85, g2 =

2

3

Ype

Y0
��1 + 2hpe/h�3

− 1�
bpe

b
= 4.48,

�� =
Ype

Y0
d31

12

hpe
�L

h
�2hpe

h
�hpe

h
+ 1� = 1.1 	 10−2. �15�

The form of �� and c� are unimportant, since the effect of
attenuation will have to be experimentally measured.

2. Direct excitation of a resonance

We now consider a sinusoidal excitation voltage, V�t�
=V0 cos�
t�, with a frequency near a resonance of the linear
system, so that 
��n1

. We then make the ansatz that the
response of the system is of the form

w = 1
2 �A1ei
t + c.c.��n1

�x� = �A1�cos�
t + 1��n1
�x� ,

�16�

where A1= �A1�ei1 is a complex parameter to be determined
�c.c. stands for complex conjugate�, and �n1

�x� is an eigen-
function for the unperturbed, nondissipative system:

�n1

2 �1 + g1�pe�x���n1
+ �1 + g2�pe�x��

�4�n1

�x2 = 0. �17�

These eigenfunctions are normalized so that

�
0

L

�n�1 + g1�pe�x���mdx = �nm,

�
0

L

�n�1 + g2�pe�x���m
ivdx = �n

2�nm. �18�

We then introduce Eq. �16� into Eq. �14�, multiply by �n1
�x�,

and integrate over x, taking Eq. �18� into account:

���n1

2 − 
2 + 2�n1
�n1

i
��A1ei
t + c.c. + �n1

2 �̂n1n1

	�− A1�A1�ei
t + c.c. + sign�sin�
t + 1���A1
2ei2
t

− 2�A1�2 + Ā1
2e−i2
t�� = ��V0ei
t��n1

� �x2� − �n1
� �x1�� ,

�19�

where �n1
�n1

represents the total modal damping, and is
given by

�n1
�n1

= ���
0

L

�n1

2 �x�dx + �
0

L

�n1
�x�c��x��n1

�x�dx �20�

and

�̂n1n1
= ��damaged

zone

3

8
� h

L
�2 1

�n1

2 ��n1
�3�dx

� ��damaged

zone

In1
�x�dx �21�

represents the effect of the damaged zone localization influ-
ence for a given mode. Integration by parts has been per-
formed, using the fact that boundary terms vanish because of
the contour conditions �free plate�.

Only contributions at frequency 
 are consistent with
the approximation. Noting that

sign�sin�
t + �� = −
2i

�
�ei�+
t� +

1

3
ei3�+
t�

+
1

5
ei5�+
t� + ¯� + c.c., �22�

we finally obtain

ei
t:A1	��n1

2 �1 − �̂n1n1
�A1�� − 
2� + i�2�n1

�n1



+ �n1

2
4�̂n1n1

3�
�A1��
 = ��V0��n1

� �x2� − �n1
� �x1�� . �23�

Equation �23� relates the experimentally obtained mea-
sures to the linear and nonlinear parameters of the model. In
particular, it shows how the presence of microdamage �quan-
tized by the parameter �� induces a linear shift of resonance
frequency ���n /�n��n1n1

A /2� and an increase in attenua-
tion with amplitude.

3. Internal resonance excitation

Harmonic generation is another important feature of
nonlinear behavior. The main difference with the nondisper-
sive case is that the harmonics are in general not resonant, a
result of the quadratic dependence of the resonance fre-
quency on the wave vector k. This means that, when exciting
a primary resonance, as in the above paragraph, we should
not expect the harmonic generation to be large enough to be
measurable. In the dispersive case, however, we may excite
in a region where the fundamental response is nonresonant
�corresponding to a slow variation in the frequency re-
sponse�, while 3
, for instance, corresponds to an eigen-
mode of the system. The possibility of exciting this internal
resonance allows us to quantify the process of harmonic gen-
eration separately from frequency shift.

The case where 3
��n is considered to obtain a mea-
surable response on the third harmonic. The displacement is
assumed to have the form
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w = 1
2A1ei
t�n1

�x� + � 1
2A3ei3
t�n3

�x� + c.c., �24�

where � is a small parameter, which will be considered of
order ��O���. �n is assumed to fulfill Eq. �17�. To order
unity, we obtain by the same procedure followed in Sec.
II A 2:

��n1

2 − 
2 + 2i
�n1
�n1

�A1ei
t + c.c. = ��V0ei
t��n1
� �x2�

− �n1
� �x1�� + c.c., �25�

which is the linear fundamental response. Nonlinearities are
neglected, as we assume that this contribution is not reso-
nant. At order O�����, we obtain by multiplying by �n3

�x�
and integrating in x

�− �3
�2 + 2i�3
��n3
�n3

+ �n3

2 �A3ei3
t + c.c.

= − �n3

2 �̂n3n1
sign�sin�
t + 1��

		A1
2ei2
t − 2�A1�2 + Ā1

2e−i2
t

4

 , �26�

where �n3
�n3

is, again, the total damping for the mode �n3
�x�

�given by Eq. �20�� and

�̂n3n1
=

3

8
�� h

L
�2 1

�n3

2 �damaged

zone

�n3

�2

�x2 ��n1
� ��n1

� ��dx �27�

represents the contribution of the crack location.
Using again Eq. �22�, we can extract the 3
 component

of Eq. �26�, yielding

A3 = �n3

2 �̂n3n1

4

15�

i�A1�2ei31

��n3

2 − �3
�2 + 2i�3
��n3
�n3

�
. �28�

Fitting the experimental data on third harmonic genera-
tion to expression �28� provides another method to compare
the increase of nonlinearity due to the presence of micro-
cracks.

III. SAMPLES AND EXPERIMENTAL SETUP

The sample studied is a thin 75	25	2 mm3 glass
plate. For sample damaging, an ArF ��=193 nm� excimer
laser beam having a pulse duration of 20 ns and energy per
pulse of 290 mJ was focused on the glass plate surface at
normal incidence to “write” damage lines. The spot at the
glass plate surface was 1.1	0.4 mm2 �x	y� leading to an
average energy density close to 16 J /cm2. The glass plate
was mounted on a motorized translational stage and moved
uniformly along the short dimension of the glass plate
�y-axis� at a speed of 0.1 mm/s using a computer controlled
step motor while the laser pulse repetition rate was kept at 20
Hz. 11 lines parallel to the y-axis with a length of 18 mm and
separated 2 mm were written. Taking into account the speed
of the motor and the repetition rate, we compute that each
point of the 14 mm central part of the line received approxi-
mately 200 laser shots.

Figure 4�a� shows the full system after the damaging
stage. Figure 4�b� shows an optical image of the extended
thermal damage induced by laser irradiation.

A. Experimental setup

The setup is schematically shown in Fig. 5. A Yokogawa
FG300 signal generator is used to excite, through an ampli-
fier, the two PZT patches. The vibration of the center of the
beam tip is measured with a Polytec vibrometer, transferred
via GPIB, and processed in the computer.

B. Direct resonance excitation

For the nonlinear characterization, the first four flexural
modes of the plate were tested. For each of them, a set of
resonance curves was obtained by sweeping the excitation
over a range containing the corresponding resonance fre-
quency for different excitation amplitudes.

When characterizing the different curves, the data for
the intact sample should be fitted to the expression

�A1�
�A1,max�

=
2�n1

�n1

2

��− 
2 + �n1

2 �2 + �2�n1
�n1


�2
. �29�

When trying to do so, however, discrepancies are shown
even by the intact sample, and a linear shift in the resonance
frequency �n1

with increasing driving voltage is observed
�see Fig. 7�a�, intact sample�. This attributed to the fact that
domain switching processes induced by the time varying
electrical and stress field in the PZT layers �see Refs. 17 and
18� act as an additional source for hysteretic behavior in the
undamaged sample and force the characterization to be com-
parative. The experimental objective is thus to compare the
degree of hysteretic behavior of both samples.

The modulus of expression �23� defines the complex
amplitude A implicitly. To characterize the nonlinear reso-

FIG. 4. �a� Glass sample and �b� zoom of a region of the thermally damaged
zone.

FIG. 5. Experimental setup
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nances, first, the experimental data are fitted to the function
in Eq. �29�, obtaining an estimation for �n1

and �n1
. Both

data for the intact and damaged sample are then fitted to

a =
2�n1

��− f2 + �1 − �1 − �2a��2 + �2�n1
f�2

, �30�

where f =
 /�n1
, a= �A1� / �A1�max, and �2= �̂n1n1

�A1,max�. No-
tice that although we have neglected the effect of nonlinear
attenuation, �n1

will still show some shift with increasing
amplitude. The introduction of the additional parameter �1

allows for correcting the estimated frequency �n1
.

Expression �30� is an implicit relation between experi-
mental variables a and f , depending on parameters �
���1 ,�2 ,�n1

�. To obtain the values of these parameters, a
nonlinear least-squares fit is performed, minimizing the ex-
pression

F��a, f�;�� = �
i

�ai
2��− f i

2 + �1 − �1 − �2ai��2 + �2�n1
f i�2�

− �2�n1
�2�2 �31�

with respect to ��1 ,�2 ,�n1
�. The equations �F /�� j =0 are

solved iteratively with a standard Newton–Raphson scheme.
Note that identifying fn�a�2= �1−�1−�2a� means that ��1

+�2� /2��fn / fn��n1n1
Amax /2 approximately corresponds

then to the frequency shift at the maximum amplitude. The
difference between fitting data to expressions �29� and �30� is
illustrated in Fig. 6. It should be noted too that the variable
measured is the tip displacement, w�L�=A1�n1

�L�. This scal-
ing factor depends on the mode considered, but because we
are only interested in a mode by mode comparison between
the intact and damaged samples, we will omit this difference.

Figure 7�a� shows the amplitude response at the excita-
tion frequency for the third flexural mode. Results in Fig.
7�b� refer to experimental data from intact and damaged
glass thin plates. The results for the characterization of the
first four modes by this procedure are presented in the fol-
lowing table, and displayed in Fig. 8. Except for the second
mode, an increase in the nonlinear hysteretic behavior is ob-
served, indicating a widening of the hysteresis loop with ex-
tended damage.

Intact Damaged
f0 �n1n1

/2 f0 �n1n1
/2

928 Hz 0.039 933 0.116
2813 Hz 0.322 2751 0.221
5599 Hz 0.809 5610 0.887
8788 Hz 1.350 8700 1.685

C. Internal resonance excitation

To experimentally quantify the third harmonic, we
choose a situation in which the fundamental response of the
system is relatively flat, but where the third harmonic is reso-
nant �Fig. 9�a��. For this part, we chose to excite an internal
resonance with the third mode. For this, the plate was excited

FIG. 7. Resonance curves for measured amplitude �a�, �n1n1
parameter, as

obtained from the nonlinear least-squares fitting.

FIG. 8. Nonlinear characterization of the first four flexural modes.

FIG. 9. Comparative analysis of third harmonic generation. �a�Third har-
monic response. �b� G��n3n1

�u1� vs �u1�.

FIG. 6. Fitting of experimental data to �a� expression �29� and �b� expres-
sion �30�.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Tinao et al.: Nonclassical model for flexural vibrations 1307



at a frequency range near 1880 Hz �=5640 Hz /3�. The co-

efficient �̂n3n1
can be obtained fitting experimental data to the

following expression:

�A3�
�A1�

= Gn3n1

�n3

2

���3
�2 − �n3

2 �2 + �3
�2�2�n1
�n3

�2
, �32�

where the parameter Gn3n1
= �4 /15���̂n3n1

�A1�. This param-
eter is also proportional to �. Measured data, shown in Fig.
9�a� is then fitted to expression �32� using nonlinear least-
squares. The set of obtained �u1 ,Gn3n1

� data points is fitted to
the fundamental amplitude u1, giving an estimate for the co-

efficient �̂n3n1
and thus for the coefficient �.

In Fig. 9�b�, we can see the result of this fitting, again
showing increased nonlinear behavior in the damaged
sample.

Finally, we would like to remark that a difference be-
tween classical nonlinearity and hysteresis is the preference
of the later for odd harmonics. To show this, an internal
resonance with the second mode was excited by driving the
plate at a frequency near 1400 Hz �=2800 Hz /2�. The sec-
ond harmonic response is shown in Fig. 10, where we ob-
serve a decrease in the maximum amplitude with increasing
driving amplitude.

We have proposed two different methods based on the
simplest differential equation for low frequency flexural vi-
brations accounting for quadratic hysteresis. These have been
shown to be equivalent methods for performing a compara-
tive analysis between a sample with different degrees of
damage.

IV. CONCLUSIONS

An experimental system for nonlinear characterization
has been presented. Characterization is carried out by means
of the analysis of nonlinear flexural vibrations of thin plates.
A new theoretical model for nonlinear hysteretic flexural vi-
brations, based on the PM model for hysteresis, is proposed.
Results for thin glass plates, intact and with laser induced
damage clearly demonstrate the opening of the hysteresis

loop. The experimental data obtained have been fitted in or-
der to relate the degree of damage to the nonlinear parameter
of the model. The possibility of exciting and analyzing this
type of vibration for nonlinear detection of damage has been
demonstrated in this way.

It is appropriate at this point to note that the intact
sample proved to suffer from a high degree of nonlinearity,
of the same order as that in the damaged sample. This is a
consequence of the fact that thin patches of piezoelectric
materials are known to show electromechanical hysteresis,
due to domain reorientation/movement. This is often ne-
glected in the context of nondestructive testing, but it has
proved to be an important issue for the present analysis. This
topic will be explored in a future work.
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The frequency response and nonlinear resonance frequency shift of an acoustical resonator with
losses and having a varying cross section were investigated previously using Lagrangian mechanics
and perturbation for resonator shapes that are close to cylindrical �M. F. Hamilton, et al., J. Acoust.
Soc. Am. 110, 109–119 �2001��. The same approach is extended here to include resonators having
any shape for which the Webster horn equation is a valid model in the linear approximation.
Admissible shapes include cones and bulbs proposed for acoustical compressors. The approach is
appropriate for approximate but rapid parameter estimations for resonators with complicated shapes,
requiring far less computation time than for direct numerical solution of the one-dimensional model
equation frequently used for such resonators �Ilinskii et al., J. Acoust. Soc. Am. 104, 2664–2674
�1998��. Results for cone and bulb shaped resonators with losses are compared with results from the
direct numerical solution. The direction of the resonance frequency shift is determined by the
efficiency of second-harmonic generation in modes having natural frequencies below versus above
the frequency of the second harmonic, and how the net effect of this coupling compares with the
frequency shifts due to cubic nonlinearity and static deformation.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075585�

PACS number�s�: 43.25.Gf �OAS� Pages: 1310–1318

I. INTRODUCTION

During the 1990s, MacroSonix Corporation worked on
development of resonant acoustical compressors for a variety
of applications. Resonators of different shapes were fabri-
cated and tested, and they were described using mathemati-
cal models developed in the company. A portion of this work
was reported in Refs. 1 and 2. An important part of the re-
search and development of these acoustical compressors was
modeling the nonlinear behavior of the resonator and estima-
tion of losses. The main tool for this purpose was a code for
numerical integration of gasdynamic equations for the vol-
ume of the resonator and simultaneously within the boundary
layer. The gasdynamic equations were written and integrated
in curvilinear coordinates corresponding to the resonator
shape. Different curvilinear coordinates were required for
each different resonator shape. These coordinates are not or-
thogonal, and the equations were expressed in terms of co-
variant derivatives. Stable finite difference schemes were de-
veloped to solve these equations. The principal application of
this code was calculation of losses.

For rough estimation of losses, a one-dimensional �1D�
model was developed which in the linear approximation is
equivalent to the Webster horn equation.2 An efficient algo-
rithm was developed to solve this equation numerically, and
it was used for preliminary optimization of the resonator
shape. Losses were minimized using Powell’s algorithm,3

and approximately 20 different parameters were adjusted to
perform the optimization. The algorithm based on the Web-
ster approximation was shown in Ref. 2, by comparison with
experiment, to accurately predict the waveform in a cone
resonator at a positive peak acoustic pressure amplitude of

2 atm. Predicted amplitudes of the lowest three modes were
also shown to be in good agreement with experiment.

The model equation derived in Ref. 2 was also solved by
Erickson and Zinn,4 who used a Galerkin method. Selection
of an appropriate trial function is important for this method,
and when the choice is natural for a given resonator shape
this approach is very efficient. The authors considered the
specific case of an exponential horn. Chun and Kim,5 nu-
merically integrating the 1D conservation equations directly,
simulated resonators having several different shapes.

For resonators with shapes close to cylindrical, as are
used in thermoacoustic devices, an asymptotic theory in La-
grangian coordinates was developed using an expansion in
powers of the amplitudes of the normal modes.6 This pertur-
bation method permitted simple explicit expressions to be
derived for the frequency response and the shift in resonance
frequency. Further discussion of this method may be found in
Ref. 7.

Additional literature on the nonlinear theory of resona-
tors based on geometrical assumptions consistent with the
Webster horn equation can be found in the work already
cited,1,2,6 and especially in a more recent paper by Mortell
and Seymour.8

In the present paper, the restriction in Ref. 6 to resona-
tors that are close to cylindrical in shape is removed. The
accuracy of the present model is demonstrated by compari-
son with numerical solutions of the fully nonlinear model
equation presented in Ref. 2. The present theory is valid for
any resonator shape for which the Webster horn equation is
an accurate model in the linear approximation. For acoustic
Mach numbers up to about 0.2 or 0.3, it is shown to provide
reasonably accurate predictions of the frequency response
while requiring substantially less computation time, on the
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order of 1%, than needed for the fully numerical solution in
Ref. 2. The normal mode approach also lends itself better to
physical interpretation than purely numerical methods.

Finally, the present model permits quantitative assess-
ment of the two principal assumptions made in Ref. 6 on the
basis of the resonator being close to cylindrical in shape. One
assumption was that it is sufficient to include only the fun-
damental and second mode, and the other is that the eigen-
functions for a cylindrical resonator can be used to calculate
the nonlinearity coefficients. The relative effect of these two
approximations is discussed in the present paper.

II. LAGRANGE’S EQUATIONS

In a previous paper,6 the nonlinear equations for the dy-
namics of an ideal gas in a one-dimensional resonator with
rigid walls were presented in terms of Lagrange’s equations.
The kinetic energy K and potential energy U of the gas,
given by Eqs. �60� and �70� in that paper, respectively, are

K =
�0

2
�

0

l

�v0 + �̇�2S�x�dx , �1�

U =
P0

� − 1
�

0

l S��x�dx

��1 + ��/�x�S�x + ����−1 , �2�

where x is the Lagrangian coordinate along the axis of the
resonator, S�x� is the cross-sectional area, l is the length of
the resonator, v0�t� is the velocity at which the resonator is
being shaken along the x axis, �0 and P0 are the ambient
density and pressure of the gas inside, respectively, � is the
gas constant, ��x , t� is the particle displacement of the gas,
and overdots indicate time derivatives. Lagrange’s equation
in terms of particle displacement is

�

�t��L

��̇
� −

�L

��
= 0, �3�

where L=K−U is the Lagrangian, with �L /�� and �L /��̇ its
functional derivatives. In terms of the Lagrangian density L,
where L=�0

l Ldx, Lagrange’s equation becomes

�

�t� �L

��̇
� +

�

�x
� �L

����/�x�
� −

�L
��

= 0. �4�

Making use of Eqs. �1� and �2� one obtains, in explicit form,

�2�

�t2 = −
P0

�0

S�x + ��
S�x�

�

�x
� S�x�

�1 + ��/�x�S�x + ���
�

− v̇0, �5�

where −v̇0 may be interpreted as an effective body force per
unit mass. This dynamical equation in Lagrangian coordi-
nates is fully equivalent to the lossless form of Eq. �28� in
Ref. 2, which is expressed in terms of velocity potential and
Eulerian coordinates. For a cylindrical resonator �S=const�,
Eq. �5� reduces to the classical exact result for plane waves:9

�2�

�t2 =
c0

2

�1 + ��/�x��+1

�2�

�x2 − v̇0, �6�

where c0
2=�P0 /�0. In the linear approximation, Eq. �5� re-

duces to

�

�x
�1

S

��S��
�x

� −
1

c0
2

�2�

�t2 =
v̇0

c0
2 , �7�

which is the Webster horn equation expressed in terms of
particle displacement.

At this point one may expand Eq. �5� in powers of � and
its derivatives up to the desired order of approximation, and
then seek solutions of the resulting equation. Instead, the
procedure used previously6 is followed here to obtain a set of
coupled dynamical equations for the amplitudes qn�t� of the
normal modes of the resonator, where n is the mode number.
These amplitudes serve as the generalized coordinates of the
system, in terms of which Lagrange’s equation is

�

�t
� �L

�q̇n
� −

�L

�qn
= 0. �8�

III. NORMAL MODES

The sound field is expressed in terms of the normal
mode expansion

��x,t� = 	
n=1

�

qn�t��n�x� , �9�

where the dimensionless quantities �n are eigenfunctions of
Eq. �7�,

d

dx
�1

S

d�S�n�
dx

� = −
�n

2

c0
2 �n, �10�

�n are the natural angular frequencies, and the modal ampli-
tudes qn have units of displacement. Solutions for arbitrary
functions S�x� may be obtained numerically as follows. The

dimensionless variables wn= S̃�n and pn= S̃−1d�S̃�n� /dx̃ are
introduced, where x̃=x / l is the dimensionless coordinate and

S̃�x�=S�x� /S0 is a dimensionless cross-sectional area, the
normalization for which is chosen to be S0=�l2. Equation
�10� then separates into the two coupled first-order equations

dwn

dx̃
= S̃pn, �11�

dpn

dx̃
= − �2�̃n

2wn

S̃
, �12�

where �̃n=�n /�01 is the dimensionless natural frequency
and �01=�c0 / l is the fundamental natural frequency of a
cylindrical resonator of length l. The physical sense of pn is
that it is proportional to the acoustic pressure of the nth
mode. The boundary conditions on Eq. �11� are

wn�0� = wn�1� = 0. �13�

Any nonzero value can be used for pn�0�, as this condition
affects only the amplitude of the solution. The amplitude of
�n is ultimately adjusted so that it satisfies the orthogonality
relation
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�
0

1

�m�x̃��n�x̃�S̃�x̃�dx̃ =
1

2
�mn, �14�

where �mn is the Kronecker delta. A standard shooting
method was used to obtain solutions for �̃n and �n�x̃�. For
reference, the solutions for a cylindrical resonator are �̃n

=n and �n=sin�n�x̃�.
Concerning the choice of S0=�l2, the motivation is sim-

ply that for axisymmetric resonators the shape is most often
defined in terms of the radius r�x�, in which case the dimen-

sionless cross-sectional area is S̃�x̃�=r2�x̃� / l2. In Secs.
IV–VIII, however, the reference area S0 remains arbitrary,
the choice of which does not affect the results.

IV. DYNAMICAL EQUATIONS

The next step is to expand the kinetic and potential en-
ergies in terms of the modal amplitudes, and then use Eq. �8�
to obtain the dynamical equation.

Expressed in terms of the modal amplitudes in Eq. �9�,
the kinetic energy given by Eq. �1� becomes6

K =
m0

4 	
n

�q̇n
2 + 2v0enq̇n� +

m

2
v0

2, �15�

where m=�0�0
l S�x�dx is the mass of gas in the resonator,

m0=�0S0l is a reference mass, and

en =
2

S0l
�

0

l

�n�x�S�x�dx . �16�

The potential energy given by Eq. �2� is expressed in the
form6

U =
P0

� − 1
�

0

l

�1 + ��−��−1�S�x�dx , �17�

where

� =
1

S

�

�x	
k=1

�
�k

k!

dk−1S

dxk−1 . �18�

The quantity �1+��−��−1� is now expanded up to fourth order
in powers of �,

�1 + ��−��−1� = 1 − �� − 1�� + 1
2 �� − 1���2

− 1
6 �� − 1���� + 1��3

+ 1
24�� − 1���� + 1��� + 2��4, �19�

and the potential energy is expanded up to fourth order in
powers of the modal amplitudes,

U = U2 + U3 + U4. �20�

The constant U0=mc0
2 / ����−1�� is ignored because it does

not contribute to the dynamics, the linear term U1 is zero, the
quadratic term is

U2 =
m0

4 	
n

�n
2qn

2, �21�

and the terms at higher orders are expressed in the general
forms

U3 = 	
j,k,l

bjklqjqkql, �22�

U4 = 	
j,k,l,m

cjklmqjqkqlqm, �23�

where the coefficients bjkl and cjklm are symmetric with re-
spect to any permutation of their indices.6

The coupled set of dynamical equations for the modal
amplitudes is obtained by substituting Eqs. �15� and �20�–
�23� in Eq. �8�:

q̈n + �n
2qn = − env̇0 −

6

m0
	
k,l

bnklqkql −
8

m0
	
k,l,m

cnklmqkqlqm.

�24�

Since not all terms in the summations are relevant to a
leading-order estimation of the amplitude response at the
drive frequency, it is necessary at this point to consider the
specific problem under consideration. An harmonic excita-
tion of the form

v̇0 = A cos �t �25�

is assumed, where A is the drive amplitude of the accelera-
tion applied to the resonator, and � is close to the natural
frequency �1 of the fundamental mode. For small drive am-
plitudes, the amplitude q1 of the fundamental mode is small
and taken to be of first order, and all other modal amplitudes
are classified as second order. The objective is to calculate q1

up to an accuracy of third order, which is the leading order at
which change in q1 occurs due to nonlinearity. Consequently,
the only terms required at second order are the ones in the
first summation of Eq. �24� that contain the coefficients bn11.
The only terms required at third order are the ones in the first
summation that contain the coefficients b1k1 and b11k for k
�1, and the one term in the second summation with coeffi-
cient c1111.

With terms containing only the aforementioned coeffi-
cients taken into account, and since bk11=b1k1=b11k, Eq. �24�
reduces to

q̈n + �n
2qn = − env̇0 −

6

m0
bn11q1

2 − �n1
12

m0
	
k=2

N

b11kq1qk

− �n1
8

m0
c1111q1

3, �26�

where �ij is the Kronecker delta, and the upper limit N on the
summation was introduced to acknowledge the finite number
of modes required for numerical calculations. This is the
desired approximate dynamical equation for calculating the
leading-order effect of nonlinearity on the acoustical re-
sponse at the drive frequency. The drive frequency is as-
sumed to be close to the natural frequency of the fundamen-
tal mode of the resonator, which is the case that is most often
of interest in practice because this choice of drive frequency
maximizes the response. The model equation is valid for
resonators of arbitrary shape to the extent that the Webster
horn equation is an accurate model in the linear approxima-
tion.

1312 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Hamilton et al.: Nonlinear frequency shifts in resonators



Ultimately of interest is an approximate equation that
can be solved algebraically to determine the frequency re-
sponse and thus the resonance frequency shift. The next step
is to determine the nonlinearity coefficients in Eq. �26�.

V. NONLINEARITY COEFFICIENTS

The coefficients bk11=b1k1=b11k of the quadratic terms
in Eq. �26� are calculated from U3. There is no contribution
from the term in the expansion of Eq. �17� that is linear in �
because its integral is just the summation in Eq. �18�, which
vanishes when evaluated at the upper and lower limits be-
cause �=0 at the ends of the resonator. The contribution from
�2 is

U3
��2� =

�P0

2
q1

3�
0

l 1

S

d�S�1�
dx

d�S��1
2�

dx
dx

+
�P0

2 	
k=2

N

q1
2qk�

0

l 
2

S

d�S�1�
dx

d�S��1�k�
dx

+
1

S

d�S�k�
dx

d�S��1
2�

dx
�dx , �27�

where S��x�=dS /dx. Use of Eq. �10�, the boundary condi-
tions �k�0�=�k�l�=0, and integration by parts yields

U3
��2� =

�P0

2c0
2 
�1

2q1
3�

0

l

�1
3S�dx

+ 	
k=2

N

��k
2 + 2�1

2�q1
2qk�

0

l

�1
2�kS�dx� . �28�

Likewise, the contribution from �3 is

U3
��3� = −

��� + 1�P0

2l3 �1

3
q1

3�
0

l

p1
3Sdx

+ 	
k=2

N

q1
2qk�

0

l

p1
2pkSdx� . �29�

Summing Eqs. �28� and �29� yields

U3 =
�

2
�P0�1

3
B1q1

3 + 	
k=2

N

Bkqkq1
2� , �30�

and by comparison with Eq. �22�

bk11 = b1k1 = b11k =
�

6
�P0Bk, �31�

where the coefficients

Bk = �2��̃k
2 + 2�̃1

2��
0

1

�1
2�kS̃��x̃�dx̃

− �� + 1��
0

1

p1
2pkS̃�x̃�dx̃ �32�

are expressed in terms of the dimensionless quantities used
in Sec. III for numerical calculation of the normal modes and
their natural frequencies.

The same procedure is followed to calculate the coeffi-
cient c1111 of the cubic term in Eq. �26�:

U4
��2� =

�P0

8
q1

4�
0

l 
1

S

d�S�1
2�

dx
�2

S�x�dx

+
�P0

6
q1

4�
0

l 
1

S

d�S�1�
dx

�
1

S

d�S��1
3�

dx
�S�x�dx , �33�

U4
��3� = −

1

4
��� + 1�P0q1

4

	�
0

l 
1

S

d�S�1�
dx

�2
1

S

d�S��1
2�

dx
�S�x�dx , �34�

U4
��4� =

1

24
��� + 1��� + 2�P0q1

4�
0

l 
1

S

d�S�1�
dx

�4

S�x�dx .

�35�

Summing Eqs. �33�–�35� yields

U4 =
��P0

24l
Cq1

4, �36�

and thus from Eq. �23�

c1111 =
��P0

24l
C , �37�

where

C = 3�
0

1�2�1
p1 − �1
S̃��x̃�

S̃�x̃�
�S̃��x̃� + �1

2S̃��x̃�2
dx̃

S̃�x̃�

+ 4�2�̃1
2�

0

1

�1
4S̃��x̃�dx̃ − 12�� + 1��2�̃1

2�
0

1

�1
3p1S̃��x̃�dx̃

+ �� + 1��� + 2��
0

1

p1
4S̃�x̃�dx̃ , �38�

and S��x�=d2S /dx2.
Evaluation of the integrals in Eqs. �32� and �38� for Bk

and C can be accomplished together with numerical integra-
tion of Eqs. �11� and �12� for wk and pk by including the
first-order differential equations for dBk /dx̃ and dC /dx̃ �i.e.,
the integrands of Eqs. �32� and �38�� with initial conditions
Bk�0�=C�0�=0.

VI. FREQUENCY SHIFT

In terms of the coefficients in Eqs. �32� and �38�, Eq.
�26� becomes

q̈n + 2�nq̇n + �n
2qn = − env̇0 −

c0
2

l3 Bnq1
2 − �n1

2c0
2

l3 	
k=2

N

Bkq1qk

− �n1
c0

2

3l4Cq1
3. �39�

The ad hoc loss factor �n introduced on the left-hand side
corresponds to the sound diffusivity coefficients that appear
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in Eqs. �28� and �33� of Ref. 2. The applied acceleration and
modal amplitudes are now expressed as

v̇0 =
A

2
ei�t + c.c., �40�

qn =
1

2 	
m=0

�

dnmeim�t + c.c., �41�

where c.c. denotes complex conjugate, and dnm is the nomi-
nal complex peak amplitude of the particle displacement in
mode n and at frequency m�. Substitution in Eq. �39� yields
for d11, the modal amplitude of interest,

��1
2 + i2�1� − �2�d11

= − e1A −
c0

2

l3 	
k=1

N

Bk�2dk0d11 + dk2d11
* � −

c0
2

4l4C�d11�2d11,

�42�

where

e1 = 2�
0

1

�1�x̃�S̃�x̃�dx̃ = 2�
0

1

w1�x̃�dx̃ . �43�

Recall that these equations follow from the assumption that
the drive frequency is close to the natural frequency of the
fundamental mode.

An approximate solution of Eq. �42� is obtained by rec-
ognizing that since d11 is assumed to be a small quantity of
first order, and the resonance frequency shift is proportional
to �d11�2, this shift is second order. Then, since in the absence
of losses the linear form of Eq. �42� is approximately
2�1��1−��d11=−e1A for drive frequencies in the neighbor-
hood of the resonance frequency, the drive amplitude A is
third order. Within this framework, it is straightforward to
obtain at second order the following explicit solutions of Eq.
�39� for the modal amplitudes dk0 and dk2 of the dc compo-
nent and second harmonic in the kth mode, respectively:

dk0 = −
Bkc0

2�d11�2

2l3�k
2 , �44�

dk2 = −
Bkc0

2d11
2

2l3��k
2 + 4i��k − 4�2�

. �45�

Substitution of Eqs. �44� and �45� in Eq. �42� yields an equa-
tion for the amplitude d11 alone,


11���d11 = − e1A

+ � c0
4

2l6	
k=1

N

Bk
2
 2

�k
2 +

1


k2���� −
c0

2

4l4C�d11�2d11,

�46�

where


nm��� = �n
2 − �m��2 + i2�nm� . �47�

Finally, Eq. �46� is expressed in terms of the particle velocity

u1= i�d11:


11���u1 + F����u1�2u1 = − i�e1A , �48�

where

F��� =
c0

2

4l4�2C −
c0

4

2l6�2	
k=1

N

Bk
2
 2

�k
2 +

1


k2���� . �49�

From Eq. �48� it can be seen that for drive frequencies
���1, nonlinearity causes the resonance frequency to in-
crease or decrease depending on whether the real part of
F��1� is positive or negative, respectively. The imaginary
part of F is due to the damping coefficient in the expression
for 
k2, which can be ignored for the purposes of this dis-
cussion. The contribution from the dc component �associated
with the first term in the square brackets� to the sign of F is
always negative, and the contribution from the cubic nonlin-
earity depends on the sign of C. All that is noted here about
the sign of C is that for resonators having slowly varying
shapes that are close to cylindrical, C is determined mainly
by the last integral in Eq. �38�, which is always positive.

The contribution from the second harmonic is deter-
mined through 
k2 by the relation of the frequency of the
second harmonic to the natural frequencies of the resonator.
If it so happens that the frequency of the second harmonic
lies very close to the natural frequency of a particular mode
n, meaning that 2�1��n, then 
n2��1� is very small, and the
term k=n in the summation provides the dominant contribu-
tion to F��1�. In this special case, for 2�1��n the sign of
F��1� is positive and the resonance frequency is increased
�resonance curves bend to the right�, and for 2�1��n the
resonance frequency is decreased �resonance curves bend to
the left�. The same result was obtained previously by pertur-
bation for resonators that are close to cylindrical, in which
case �n�n�1 and whether the resonance curves bend right
or left depends on whether 2�1 is greater or less than �2,
respectively.6 Further comparison with this previous work is
presented in Sec. VIII.

As a practical matter, however, when a large response is
desired at the drive frequency �, the resonator is designed so
that 2� is not close to any natural frequency.7 By suppress-
ing generation of the second harmonic in this way, nonlinear
losses are reduced. In this case one may replace F��� by
F��1� in Eq. �48�, and, in particular, 
k2��� by 
k2��1� in
Eq. �49�, because � typically differs from the fundamental
natural frequency �1 by only a few percent, and by design
2�1 is far from any natural frequency �k.

While in principle it is possible to solve Eq. �48� ana-
lytically as a real cubic equation in the quantity �u1�2, the
solution is cumbersome and it is easier to obtain numerical
solutions. For this purpose the dimensionless quantities �̃

=� /�01, �̃n=�n /�01, 
̃nm=
nm /�01
2 , F̃= l2F, Ã=A /�01

2 l, and
ũ1=u1 /c0 are introduced to obtain


̃11��̃�ũ1 + F̃��̃��ũ1�2ũ1 = − i�̃�e1Ã , �50�

where
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F̃��̃� =
C

4�4�̃2 − 	
k=1

N
Bk

2

2�6�̃2
 2

�̃k
2 +

1


̃k2��̃�
� . �51�

Roots of this cubic algebraic equation determine the desired
frequency response ũ1��̃�. Since it is more convenient nu-
merically to find the root of a real equation, Eq. �50� is mul-
tiplied by its complex conjugate to obtain

�F̃��̃�x2 + 
̃11��̃��2x2 = �2e1
2�Ã�2�̃2, �52�

which is a real equation that can be solved for the real root
x= �ũ1�.

VII. RESONANCE CURVES

Numerical solutions of Eq. �52� are compared in Figs. 1
and 2 with the fully nonlinear numerical solutions obtained
using the model equation and solution procedure described
in Ref. 2. Figure 1 shows results for a cone resonator, and
Fig. 2 shows results for a bulb resonator. The geometries of
these resonators are defined by Eqs. �3� and �5� in the paper
by Lawrenson et al.1 The only difference here is that the
small flare they introduced at one end of their bulb resonator
to accommodate compressor valves was ignored, resulting in
our change in the value of the coefficient a1 that appears in

their Eq. �5�. All numerical values used for the computations
are provided in the captions of Figs. 1 and 2, including the
radial contour r�x� for each resonator, where S�x�=�r2�x�.
The damping coefficient G that appears in the captions is
defined as in Ref. 2. It is related to the damping coefficient

used in the present work by �̃n= �̃n
2G /2�. The resonance

curves in each figure are presented for the midpoint of each
resonator, x̃=0.5. The gaps in the curves in Figs. 1�b� and
2�b� are associated with unstable states that cannot be com-
puted with the numerical algorithm in Ref. 2.

The solutions of Eq. �52� shown in Figs. 1�a� and 2�a�
are in reasonable quantitative agreement with the fully non-
linear solutions shown in Figs. 1�b� and 2�b� for both the
lower and middle drive amplitudes used in each case, and
there is still qualitative agreement at the higher drive ampli-
tude. The mode shapes for the particle displacement �and
therefore particle velocity� are shown in Fig. 3, where the
solid line is for the fundamental mode in each case �possess-
ing no nodes, not counting the end points�, the dashed line is
the second mode �one node�, and the dot-dash line is the
third mode �two nodes�. The mode shape for the fundamental
mode in the cone is relatively symmetric with its maximum
located near the midpoint, whereas the maximum of the cor-
responding mode shape in the bulb is far off center, near x̃

(b)
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0.5

0.4

0.3

0.2

0.1

0

(a)

ω/ω01

|u1|
c0

1.331.321.311.31.291.281.27

0.5

0.4

0.3

0.2

0.1

0

FIG. 1. Frequency-response curves for a cone resonator �a� calculated using
Eq. �52� and �b� calculated using the fully nonlinear model in Ref. 2. The

cone is defined by S̃= �a0+a1x̃�2, where a0=0.032 94 and a1=0.2680, with

�=1.2 and G=0.78	10−2, and for drive amplitudes Ã=10−4 �solid lines�,
Ã=2.5	10−4 �dashed lines�, and Ã=5	10−4 �dot-dash lines� at location x̃
=0.5.

(b)

ω/ω01

|u1|
c0

1.881.871.861.851.84

0.1

0.075

0.05

0.025

0

(a)

ω/ω01

|u1|
c0

1.881.871.861.851.84

0.1

0.075

0.05

0.025

0

FIG. 2. Frequency-response curves for a bulb resonator �a� calculated using
Eq. �52� and �b� calculated using the fully nonlinear model in Ref. 2. The

bulb is defined by S̃= �a0+a1x̃+a2x̃2+a3x̃3+a4x̃4�2, where a0=0.025, a1=
−0.2, a2=1.15, a3=0, and a4=−0.9, with �=1.2 and G=0.27	10−2, and for

drive amplitudes Ã=2.5	10−5 �solid lines�, Ã=5	10−5 �dashed lines�, and

Ã=10−4 �dot-dash lines� at location x̃=0.5.
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=0.1, where the amplitude is approximately 6.5 times higher
than at the midpoint. From Fig. 3 it is thus observed for the
bulb that an acoustic Mach number �u1� /c0=0.05 in Fig. 2�b�,
which is calculated at x̃=0.5, corresponds to an acoustic
Mach number of approximately 0.3 at x̃�0.1.

The relations of the first few natural frequencies of the
cone resonator to the drive frequency ���1 are �2 /�1

=1.74, �3 /�1=2.48, and �4 /�1=3.24, and for the bulb reso-
nator they are �2 /�1=1.24, �3 /�1=1.72, and �4 /�1=2.28.
Thus for the cone the second harmonic lies midway between
the natural frequencies of modes 2 and 3, whereas for the
bulb it lies midway between the natural frequencies of modes
3 and 4. Because the second harmonic is not close to a natu-
ral frequency in either case, it is not clear in advance without
evaluating Eq. �49� whether the resonance frequency is in-
creased or decreased due to nonlinearity.

It was found that N=40 modes were sufficient for the
calculations based on Eq. �52�. Calculations with 100 modes
produced results that are essentially the same.

VIII. COMPARISON WITH PERTURBATION APPROACH

The model developed in the present paper can be used to
assess the validity of the assumptions made in the previous
paper on resonators that are close to cylindrical in shape.6 In

that paper, a perturbation approach was used to obtain ex-
plicit expressions for the frequency response u1��� and reso-
nance frequency �res.

Two assumptions were made in Ref. 6 to estimate the
resonance frequency shift. One is that only two modes need
to be taken into account �N=2�. The other, since the resona-
tor shape was taken to be a small perturbation of a cylinder,
is that the eigenfunctions �n=sin�n�x / l� for a cylindrical
resonator can be used to calculate the nonlinearity coeffi-
cients. With these assumptions one obtains

B1 = 0, B2 = − 1
2�3�� + 1�, C = 3

8�4�� + 1��� + 2� ,

�53�

substitution of which into Eqs. �48� and �49� with e1=4 /�
and ���01 recovers Eqs. �100� and �101� of Ref. 6.

For the numerical calculations in Ref. 6, the resonator
shape was taken to be

S = S0 exp�a1 cos�2�x/l�� , �54�

where a1 is the small parameter associated with the shape
perturbation. Motivation for choosing this shape is discussed
in Ref. 7. The effects of the two assumptions individually are
quantified in Fig. 4 for a resonator defined by Eq. �54� by
showing F��1� evaluated as a function of the small pertur-
bation parameter a1 under different conditions. Losses are
ignored ��n=0� and therefore F is real. The function F with-
out subscript or superscript in Fig. 4 is Eq. �49� evaluated
without approximation, F2 is Eq. �49� evaluated with only
two modes �N=2�, and F2

cyl is Eq. �49� evaluated not only
with just two modes, but with the eigenfunctions �n

=sin�n�x / l� for a cylindrical resonator used to calculate Bk

and C.
A general observation is that neither the two-mode ap-

proximation nor the use of normal modes for a cylindrical
resonator to calculate the nonlinearity coefficients changes
the sign of F, or equivalently, the direction of the resonance
frequency shift. The two approximations affect only the mag-
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FIG. 3. Mode shapes of the particle displacement �and equivalently the
particle velocity� for the fundamental �solid line�, second �dashed line�, and
third �dot-dash line� modes, where the normalization �10 is the amplitude of
the fundamental mode at x̃=0.5, for �a� a cone resonator and �b� a bulb
resonator.
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FIG. 4. Relative values of coefficients for the nonlinear frequency shift,
F /F2

cyl �solid line�, F /F2 �dot-dash line�, and F2 /F2
cyl �dashed line�, as func-

tions of the parameter a1 for a resonator shape defined by Eq. �54�: F was
calculated using Eq. �49� with N sufficiently large that truncation error is
insignificant; F2 was calculated using Eq. �49� with N=2; F2

cyl was calcu-
lated using Eq. �49� with N=2 and also with the eigenfunctions �n

=sin�n�x / l� for a cylindrical resonator used to calculate Bk and C.

1316 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Hamilton et al.: Nonlinear frequency shifts in resonators



nitude of the frequency shift in either direction. The devia-
tion of the curve for F /F2 �dot-dash line in Fig. 4� from unity
represents the effect of the two-mode approximation. Simi-
larly, the deviation of the curve F2 /F2

cyl �dashed line� from
unity represents the effect of using normal modes for a cy-
lindrical resonator to calculate the nonlinearity coefficients in
addition to the two-mode approximation. Comparison of
these two curves reveals that the use of cylindrical-resonator
modes introduces a significantly greater error than does the
two-mode approximation. The curve for F /F2

cyl �solid line�
represents the total error due to both approximations used in
Ref. 6.

Now consider the explicit expression for the resonance
frequency shift derived in Ref. 6:

�res

�1
� 1 +

�� + 1�2

64

�u1�max
2

c0
2 ��01

�1
�6
3�� + 2

� + 1
�� �1

�01
�2

− 2�2�1

�2
�2

+
1

1 − ��2/2�1�2� , �55�

where �u1�max�2A /��1. The right-hand side can also be ex-
pressed as 1+F��1��u1�max

2 /2�1
2, from which it can be seen

qualitatively how Eq. �55� follows from Eq. �48�. The first
term in the square brackets of Eq. �55� is due to cubic non-
linearity and involves only the fundamental component, and
the second is due to interaction of the dc component with the
fundamental through the quadratic nonlinearity. The effect of
cubic nonlinearity, which increases the resonance frequency,
is approximately twice that of the quadratic nonlinearity in-
volving the dc component, which decreases the resonance
frequency. Therefore the net effect of these two contributions
is to increase the resonance frequency.

The third term in the square brackets is due to interac-
tion of the fundamental with the second harmonic through
the quadratic nonlinearity. At leading order this term equals
−a1

−1, the magnitude of which is symmetric about a1=0.
Thus, with the net positive frequency shift produced by the
second harmonic and cubic nonlinearity taken into account,
the increase in the frequency shift for a1�0 is greater than
the decrease in the frequency shift for a1�0. This is what is
observed in Figs. 4�a� and 5�a� of Ref. 6. The curvature of
the solid line for F /F2

cyl in Fig. 4 of the present paper reveals
that this asymmetry is reduced when the two-mode and
cylindrical-resonator approximations are not employed. The
fully nonlinear results in Figs. 4�b� and 5�b� of Ref. 6, which
are more symmetric than their counterparts in the corre-
sponding Figs. 4�a� and 5�a�, support this conclusion.

We conclude with a few remarks on the physical signifi-
cance of positive and negative values of a1. Negative values
of a1 produce a resonator shape resembling an American
football. Resonators having this shape were constructed and
tested by MacroSonix Corporation, and they were found to
have desirable properties for compressors. Positive values of
a1 produce a resonator with a constriction in the middle. The
behavior of such resonators tends toward that of two coupled
Helmholtz resonators connected neck to neck. In this case a
very large particle velocity can be generated near the mid-
point of the resonator.

IX. CONCLUSION

Figures 1 and 2 demonstrate that the normal mode
theory presented here provides a relatively simple method
for making preliminary qualitative estimates of the frequency
response of acoustical resonators. The model can be used for
any resonator shape for which the Webster horn equation
provides an accurate model in the linear approximation. Ac-
curate quantitative calculations for strong nonlinearity re-
quire fully numerical solutions in 2D �for axisymmetric reso-
nators�, in an appropriate curvilinear coordinate system
dependent on resonator geometry, that require huge compu-
tational resources. Even development of such codes is a non-
trivial matter. Only the 1D code used by MacroSonix Corpo-
ration has been described in the literature,2 although the main
calculations for design of their resonators were performed
with the 2D code they developed. The 2D code was used
primarily to estimate losses, taking into account the auto-
matic control used to track the resonance frequency shift. For
calculations of the resonance frequency shift, it was suffi-
cient to use the 1D code.2 Even so, computation time for the
1D code is of order 100 times longer than for the normal
mode theory presented here. Also, the normal mode theory
provides physical insight into shape changes required to pro-
duce a desired frequency response, information that is not
immediately available from purely numerical solutions.

The price paid for any asymptotic method is that its
accuracy cannot be known in advance for arbitrary finite val-
ues of the small perturbation parameters. In the absence of
confirmation by direct numerical simulation or by a theory
unconstrained by small parameters, one must settle for quali-
tative results. For the model presented here, 1D numerical
calculations show that significant quantitative differences can
occur for large drive amplitudes, especially the nonlinear
saturation that is underestimated by the asymptotic solution.
Saturation was found to be more pronounced for the bulb
resonator �Fig. 2� than for the cone resonator �Fig. 1�. One
may speculate that the stronger tendency toward saturation in
the bulb resonator is associated with the maximum acoustic
Mach number being approximately 50% larger than in the
cone resonator.

An alternative asymptotic theory in Eulerian coordinates
has been developed by Mortell and Seymour.8 Discussion of
saturation is not possible because losses are not included in
their model, but their results presented in their Fig. 3�c� for
the frequency shift in a bulb resonator may be discussed
qualitatively. They compare their results directly with fully
nonlinear numerical results from the 1D code presented in
Fig. 13 of Ref. 2. However, the bulb geometries in the two
cases are substantially different and do not warrant compari-
son because the ratios of the maximum to the minimum
cross-sectional areas �corresponding to the bulb and the
neck, respectively� differ by an order of magnitude.7 As a
result, the second harmonic in Mortell and Seymour’s8 bulb
lies between the natural frequencies of modes 2 and 3,
whereas for the bulbs simulated in Ref. 2 it lies between the
natural frequencies of modes 3 and 4 �see Fig. 12 of Ref. 2�,
as it also does for the bulb used for Fig. 2 in the present
paper.
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Another difference is that the relative frequency shift in
the numerical results presented in Fig. 13 of Ref. 2 is of
order 10−2, but it is only of order 10−3 in the corresponding
simulations presented by Mortell and Seymour.8 When
evaluated for the resonator shape considered by Mortell and
Seymour,8 the model developed in the present paper predicts
a frequency shift of the same order �10−3� and in the same
direction �downward� as they obtained. However, when the
1D code is used to model the same resonator, the frequency
shift is of the same order but it is in the opposite direction
�upward�. If the 1D code is then run with the number of
harmonics used in the calculation limited to just 2 or 3 �to be
consistent with the asymptotic methods used both in the
present paper and by Mortell and Seymour8�, the order of the
frequency shift remains the same, and the direction is the
same as predicted by the two asymptotic methods �down-
ward�. From these results it may be inferred that a frequency
shift of order 10−3 is beyond the accuracy of asymptotic
methods that account for only the lowest order nonlinear
effects on the resonance frequency.
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An analytical theory has been developed to calculate microstreaming velocity inside and outside an
encapsulated microbubble �EMB� in a viscous liquid produced by its oscillations driven by an
ultrasound field, taking account of two predominant modes of the EMB’s motion: a monopole
�pulsation� and a dipole �translational harmonic vibrations�. Analytical expressions of radial as well
as tangential stresses are derived near the shell of the EMB. Numerical calculations in parameter
regimes applicable to sonoporation are presented. For the calculation the following parameters
unless specified otherwise are used: f =1 MHz, r0=2 �m, �=1.4, �L=1000 kg /m3, �s

=1100 kg /m3, P0=100 kPa, �s=0.05 Pa s, �L=0.001 Pa s, �1=0.04 N /m, �2=0.005 N /m, and
Gs=15 MPa. The calculated results show that the streaming velocity and stresses near an EMB are
functions of the mechanical properties of shell and gas. Overall, the streaming velocity and stresses
for an EMB are found to be greater than those for a similar size free bubble under the same
ultrasound excitation. This finding is consistent with the existing theory of acoustic streaming of an
oscillating bubble near a boundary given by Nyborg �1958� �J. Acoust. Soc. Am. 30, 329–339�.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075552�

PACS number�s�: 43.25.Nm, 43.25.Yw �OAS� Pages: 1319–1330

I. INTRODUCTION

Encapsulated microbubbles �EMBs� have been used not
only as contrast agents in diagnostic ultrasonic imaging clini-
cally but also in various therapeutic applications �Wu and
Nyborg, 2006�. One commercially available type of EMB is
the Optison® �GE Healthcare, Princeton, NJ, USA�; it is a
FDA �Food and Drug Administration of the USA� approved
ultrasound �US� imaging contrast agent and contains micron-
size denatured albumin microspheres filled with octafluoro-
propane �an inert gas�. The thickness of albumin shells is less
than 30 nm. The microbubble concentration is �5–8�
�108 /ml, and its size has a distribution with the mean radius
of the microbubbles being 1–2.25 �m. The maximum ra-
dius is 16 �m, and 93% of the Optison® bubbles have radii
less than 5 �m according to the specification provided by
the manufacturer. In targeting drug and gene delivery in vitro
and in vivo experiments, it has been demonstrated that EMBs
excited by moderate intensity US can increase membrane
permeability of nearby cells. These nearby cells remain vi-
able while allowing the intra-cellular transport of therapeutic
drugs and antibodies �Unger et al., 2001, 2002; Miller, 2006;
Tachibana and Tachibana, 2006; Wu, 2006�. This process is
now called reparable sonoporation �Wu and Nyborg, 2008�.

It was determined �Bao et al., 1997; Ward et al., 1999,
2000� that the spatial peak acoustic pressure amplitude as
low as 0.1–0.2 MPa of 1 or 2 MHz US assisted by EMBs’
�Optison®� presence in a suspension of cells may be able to
cause reparable sonoporation. Ward et al. �2000� determined
that the interaction between oscillating EMBs and cells is a
short-range one; the closer the EMB locates to a cell, the
stronger the interaction. Tran et al. �2007� performed an in
vitro experiment using the ruptured-patch-clamp whole-cell
technique. They demonstrated the hyperpolarization of the
membrane of a marked cell �mammary breast cancer cell line
MDA-MB-231� during sonoporation �1 MHz, 0.15 MPa
negative peak US; Sono Vue microbubbles�. The hyperpolar-
ization of a biological cell means an above-normal increase
in the trans-membrane voltage. They concluded that US ac-
tivated oscillations of EMBs modify the electrophysiologic
cell activities by their “cellular massage” action and thus
enhance the cell’s permeability for macroparticle uptake.
Cellular massage here may mean the actions on a cell
through the moderate shear stress generated by nearby oscil-
lating bubbles; this type of “massage” is presumably to be
related to microstreaming around an EMB.

Known biological effects of US on a human are thermal
and mechanical ones �NCRP, 2002�. The former is due to
absorption of US by tissue, and the latter is usually associ-
ated with the acoustic cavitation that is particularly important
in the presence of EMBs. EMBs may become nuclei of
acoustic cavitation, which is broadly defined as any acousti-
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xzliu@nju.edu.cn

b�On sabbatical leave.
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cally driven bubble activity. There are two types of acoustic
cavitations: �1� inertial acoustic cavitation and �2� noninertial
acoustic cavitation. Inertial and noninertial cavitations were
formally called the transient and stable cavitations, respec-
tively �Wu and Nyborg, 2008; NCRP, 2002; Flynn, 1964�. If
the acoustic intensity is sufficiently high, an EMB will first
grow in size and then rapidly collapse when inertial cavita-
tion takes place. If noninertial cavitation occurs, an EMB in
a liquid is forced to oscillate with a relatively small to mod-
erate displacement in the presence of an acoustic field. Gen-
erally speaking when applied US peak acoustic pressure is of
the order of the magnitude 0.1–0.2 MPa during the frequency
from 1 to 2 MHz, EMBs go through the noninertial cavita-
tion. Accompanying the noninertial cavitation, relatively
stable microstreaming usually occurs near an oscillating
EMB �Gormley and Wu, 1998�.

Microstreaming is a bulk nonperiodic motion of fluid; it
is a nonlinear phenomenon, which is directly related to the
second-order terms of the sound field �Nyborg, 1958, 1965;
Wu and Du, 1997�. Nyborg �1958, 1965� studied streaming
field near a free gas bubble resting on a boundary. Wu and
Du �1997� derived the microstreaming field for an isolated
free gas bubble excited by an ultrasonic field under the con-
dition that the radius of a bubble was much smaller than the
US wavelength and showed that streaming was more vigor-
ous inside than outside of the bubble. Marmottant and
Hilgenfeldt �2003� experimentally showed that gentle free-
bubble oscillations were sufficient to achieve rupture of lipid
membranes. They believed that microstreaming generated by
free-bubble oscillation was the main cause of the effect and
calculated the microstreaming velocity field from Longuet-
Higgins theory. It was also reported that the acoustic micros-
treaming occurred near a pulsating EMB of radius 10 �m in
a 160 kHz standing wave field, which was observed by
Gormley and Wu �1998�. The experimental observed stream-
ing patterns are shown in Fig. 1.

In this paper, we have extended our study to a micros-
treaming field for an isolated EMB in a viscous fluid excited
by an ultrasonic field under the same condition: the equilib-
rium radius of an encapsulated bubble is much smaller than
the wavelength of the sound wave. When US of angular
frequency � propagates in a viscous liquid, boundary layers
form at the interface between the liquid and the shell as well
as between shell and the core gas of the EMB. The boundary
layer thickness � is equal to �2� /��. Associated with mi-
crostreaming, there are two types of shear stress in the
boundary layer of an oscillatory EMB. The first one is called
the alternating �ac� shear stress related with ac fluid flow, and
the other is called the direct �dc� shear stress caused by
nonoscillatory microstreaming; both take place in the bound-
ary layers.

The mathematical procedure of this work is as follows:
We first obtain solutions for the first-order flow �ac flow�
velocity near an oscillating EMB. We then derive the second-
order nonoscillatory �dc� flow, i.e., acoustic microstreaming.
Based on the above two solutions, i.e., oscillatory and
nonoscillatory flow velocities, we further calculate their as-
sociated stress of a vibrating EMB. Examples of numerical

calculations are also given to show that the stress generated
by both ac and dc flows in boundary layers may play roles in
applications of sonoporation.

II. THEORY

A. Dynamic motion of EMBs

The configuration of a reference frame is illustrated in
Fig. 2, in which an isolated encapsulated microbubble is situ-
ated at the origin of the spherical coordinate �r ,� ,	� of a
uniform and isotropic viscous liquid medium. A plane trav-
eling acoustic wave propagates along the positive z direction.
Due to viscosity, thin boundary layers are formed at liquid-

FIG. 1. Acoustic streaming pattern near an Albunex® sphere of 20 �m
diameter in a 160 kHz standing wave field. �a� Acoustic streaming pattern
generated by the sphere, which was pulsating �monopole motions�. As
acoustic pressure amplitude of the standing wave was increased, the sphere
experienced both monopole and dipole oscillations, as shown in �b� and �c�.
The acoustic pressure amplitude of the standing wave was higher in �c� than
in �b�. It seemed that there were two jets leaving from the bubble in both �b�
and �c�; the spacing between the two jets were greater in �c� than in �b�. This
is the indication that the amplitude of translational �dipole� oscillation in �c�
is greater than in �b�. The streaming velocity was estimated to be
50–100 �m /s near the sphere.
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shell �outer boundary layer� and gas-shell �inner boundary
layer� interfaces. The thicknesses of the inner and outer
boundary layers are, respectively, of the order of 
i

−1 and 
o
−1

�the subscripts i and o denote inside and outside the bubble,
respectively�, where 
i=�� /2vi, 
0=�� /2vo, vi=�i /�0i,
and v0=�0 /�0o.

The main physical difference between a free gas bubble
and an EMB such as Optison® is that the EMB has a human
albumin layer �the shell of the EMB� that can make the
bubble stable in liquids such as the body fluid and blood for
a relatively long time �its half-life is 1.3�0.69 min

�mean�SD�� �Henao et al., 2006�. Also the elastic shell
changes the resonance response and behavior of the bubble.
The following equation may be used to describe nonlinear
oscillation of an EMB �Church, 1995�:

r1U̇1�1 + ��L − �s

�s
� r1

r2
	

+ U1
2�3

2
+ ��L − �s

�s
� � �4r2

3 − r1
3

2r2
3 � r1

r2
	

=
1

�s
�PG.eq� r01

r1
�3�

− p��t� −
2�1

r1
−

2�2

r2

− 4
U1

r1
�Vs�s + r1

3�L

r2
3 � − 4

VsGs

r2
3 �1 −

re1

r1
�	 , �1�

where r1 is the radius of the gas-filled cavity and U1 is the
radial velocity of inner interface. �L and �S are the density of
liquid and shell, respectively, � is polytropic exponent,
P��t�= P0− PA sin �t, P0 is atmospheric pressure, PA is the
acoustic pressure amplitude, PG,eq is the equilibrium pressure
in the cavity, re1 is the unstrained equilibrium position of
inner interface, Vs=r02

3 −r01
2 , r02=r01+rs, and rs is the initial

thickness of the shell, where the subscript 0 indicates condi-
tions at time t=0. Further in Eq. �1�, �1 and �2 are the
tension at inner and outer interfaces, respectively, and Gs is
the modulus of rigidity of shell. For megahertz frequencies
the viscous damping dominates �Coakley and Nyborg, 1978�,
and therefore only this mechanism has been considered here.
The flexural membrane forces of shell are negligible in our
calculation.

Let x= �r−r01� /r01; Eq. �1� can be rewritten as follows
under the linear approximation �Church, 1995�:

ẍ + �dẋ + �r
2x = PA��sr01

2 �−1, �2�

where �d and �r are damping constant and resonance angular
frequency and given by �Church, 1995�

�d = 4�Vs�s + r01
3 �L

r02
3 	��sr01

2 �−1, �3�

�r =���sr01
2 �−1
3�P0 −

2�1

r01
−

2�2r01
3

r02
4 + 4

VsGs

R02
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3r01
3

r02
3 �	� . �4�

Here

 = �1 + ��L − �s

�s
� r01

r02
	

and

Z = �2�1

r01
+

2�2

r02
�� r02

3

Vs
��4Gs�−1.

Let x=x0 sin��t+	�; from Eq. �2�, it is found that xo and
the phase are given by

x0 =
PA

�s�0
2r01

2 ���,�� , �5�

	 = arctan� ��

�2 − 1
	 , �6�

and

FIG. 2. The configuration of the system.
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���,�� = �1/��1 − �2�2 + �2�2� . �7�

Here �� = f / fr=� /�r, where fr and �r are the resonance fre-
quency and resonance angular frequency of the EMB, re-
spectively. At resonance, �= f / fr=� /�r=1 and ��� ,��
=1 /�. The resonance frequency fr=�r /2� depends on prop-
erties of the gas, the liquid, and the shell, as given by Eq. �4�.

B. The first-order flow „ac flow… velocity

The r and � components of the relevant first-order ve-
locity inside and outside a bubble can be written as follows
�Wu and Du, 1997�:

u1ri = − ju0A0
�kir

3��
+ 3ju0A1 cos �

+ 6u0A1gi
e−jhi�r1−r01�

hir
cos � ,

u1�i = − 3ju0A1 sin � + 3u0A1gije
−jhi�r1−r01�sin � ,

u1ro = − ju0
A0�kor

3�2�
+ 3ju0A1 cos �

− 6u0A1go
ejho�r2−r02�

hor
cos � ,

u1�o = − 3ju0A1 sin � + 3ju0A1goejho�r2−r02�sin � , �8�

where A0=1, A1=−j, hi= �1+ j�
i, ho= �1+ j�
o, and � is
given by Eq. �7�.

The gi and go are to be determined by the boundary
conditions: at the shell, r=r01, r=r02,

u1�i = u1�o = 0. �9�

Therefore we can obtain

gi = go = 1. �10�

We can further calculate the radial and tangential stresses
due to the first-order flow velocity as follows:

�1ri = �i� �u1ri

�r
� ,

�1rio = �0� �u1ro

�r
� ,

�1�i = �i�1

r

�u1ri

��
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r
� ,

�1�o = �o�1

r
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��
+

�u1�o

�r
−

u1�o

r
� . �11�

Particularly, at r=r01 and r=r02, we obtain the radial and
tangential stresses due to the first-order flow velocity,

�1ri = �i�− ju0A0
�ki

3��
− 6u0A1gi

1

hir01
2 cos �

− 6ju0A1gi
1

r01
cos �	 , �12�

�1r�i = �i�−
6u0A1gi sin �

hir01
− 3u0A1gij sin �

r01

+ 3u0A1gihi sin � , �13�

�1ro = �o�− ju0
A0�k0

3�2�
+ 6u0A1go

1

hor02
2 cos �

− 6ju0A1go
1

r02
cos �	 , �14�

�1�o = �o�
6u0A1go sin �

hor02
− 3ju0A1go sin �

r02

− 3h0u0A1go sin � . �15�

C. Acoustic streaming

The streaming velocities inside and outside an EMB sat-
isfy the following equations �Wu and Du, 1997�:

�2u2�i

�r2 +
2

r

�u2�i

�r
� f�i�r,�� , �16�

where f�i�r ,��= f�i0+ f�i1,
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2kir1gi
ie
−
i�r01−r1�

2vi��
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r
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f�o�r,�� = f�o0 + f�o1, �20�

f�o0 =
− �u0

2k0r2
0e−
0�r02−r2�

2v0�2�

��cos 
0�r2 − r02� − sin 
0�r2 − r02��sin � , �21�

f�o1 =
− 9u0

2g0
0e−
0�r2−r02�

2v0

��cos 
0�r2 − r02� + sin 
0�r2 − r02��cos � sin � .

�22�

According to Appendix B in Wu and Du �1997�, the � com-
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ponent of the streaming velocity inside the EMB can be cal-
culated as

u2�i
= u2�i0

+ u2�i1
, �23�

where

u2�i0
=

�u0
2kigi

2vi��
sin �e−
i�r01−r1�r02

2 � r01

r1
− 1�sin 
i�r01 − r1�

�24�

for n=0 mode,

u2�i1
=

9u0
2gi

2vi
cos � sin ��r01 −

r01
2

r1
�

��e−
i�r01−r1� cos 
i�r01 − r1� − 1� �25�

for n=1 mode, and for outside the EMB,

u2�o
= u2�o0

+ u2�o1
, �26�

where

u2�o0 =
�u0

2g0k0

2��2v0
sin �e−
0�r−r0�r02

2 �1 −
r02

r2
�sin 
0�r2 − r02�
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for n=0 mode and

u2�o1 =
9u0

2go

2vo
cos � sin ��r02 −

r02
2

r2
�

��1 − e−
02�r−r0� cos 
0�r2 − r02�� �28�

for n=1 mode.

FIG. 3. Streaming velocity versus � for an oscillating EMB and the inserts are the similar plot for an oscillating free bubble. �a� Streaming velocity inside
�r=r0−0.5 /
i� an EMB for n=0 mode, �b� streaming velocity outside �r=r0+0.5 /
o� an EMB for n=0 mode, �c� streaming velocity inside �r=r0−0.5 /
i� an
EMB for n=1 mode, and �d� streaming velocity outside �r=r0+0.5 /
o� an EMB for n=1 mode.
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The streaming velocity r-component inside and outside
the EMB, u2ri and u2ro, can be evaluated by using � ·u2=0
and satisfying u2ri=u2ro=0 at the boundaries r=r01 and r
=r02. They are given by

u2ri
= u2ri0

+ u2ri1
, �29�

where
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cos �

2
ir1
2r01

2 e−
i�r01−r1�

���r01 − r1�sin 
i�r01 − r1� + �r01 − r1�

�cos 
i�r01 − r1�� �30�

for n=0 mode and

u2ri1
= −

9u0
2gir01

4vir1
2 �2 cos � − sin2 ��
 1


i
e−
i�r01−r1�

���r01 − r1�sin 
i�r01 − r1� − �r01 − r1�

�cos 
i�r01 − r1�� − �r01 − r1�2� �31�

for n=1 mode.
The r-component streaming outside of the EMB, we

have

FIG. 4. Illustration of streaming lines generated by the n=0 mode: �a� n=0, inside the EMB, �b� n=0, outside the EMB, �c� n=1, inside the EMB, and �d�
n=1, outside the EMB; the inserts are plots for a free bubble. The choice of magnification of the horizontal axis is arbitrary just to make the scale more visible.
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u2ro
= u2ro0

+ u2ro1
, �32�

where

u2ro0
=

�u0
2g0k0

2��2v0
0r2
2r02

2 cos �e−
0�r2−r02�

���r2 − r02�sin 
0�r2 − r02� + �r2 − r02�

�cos 
0�r2 − r02�� �33�

for n=0 mode and

u2r01
= −

9u0
2gor02

4vor2
2 �2 cos � − sin2 ��
�r2 − r02�2

−
1


0
e−
0�r2−r02���r2 − r02�sin 
0�r2 − r02�

− �r2 − r02�cos 
0�r2 − r02��� �34�

for n=1 mode.
Therefore the radial and tangential stresses due to

streaming are as follows:

�2ri = �i� �u2ri

�r
� ,

�2rio = �0� �u2ro

�r
� ,

�2�i = �i�1

r

�u2ri

��
+

�u2�i

�r
−

u2�i

r
� ,

�2�o = �o�1

r

�u2ro

��
+

�u2�o

�r
−

u2�o

r
� . �35�

Thus,

�2ri = −
�u0

2kigi

v��

cos �

2
ir1
2r01

2 e−
i�r01−r1���r01 − r1�sin 
i�r01

− r1� + �r01 − r1�cos 
i�r01 − r1��

−
9u0

2gir01

4vir1
2 �2 cos � − sin2 ��
 1


i
e−
i�r01−r1���r01

− r1�sin 
i�r01 − r1� − �r01 − r1�cos 
i�r01 − r1��

FIG. 5. Streaming velocity versus r at an angle where streaming velocity reaches maximum; the inserts are for a free bubble. �a� Tangential streaming velocity
for n=0 mode, �b� radial streaming velocity for n=0 mode, �c� tangential streaming velocity for n=1 mode, and �d� radial streaming velocity for n=1 mode.
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− �r01 − r1�2� , �36�

�2ro = −
�u0

2g0k0

2��2v0
0r2
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2 cos �e−
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−
9u0
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2 �2 cos � − sin2 ��
�r2 − r02�2

−
1


0
e−
0�r2−r02���r2 − r02�sin 
0�r2 − r02�

− �r2 − r02�cos 
0�r2 − r02��� , �37�

�2�i = �i
�u0
2kigi

2v��
sin �r01

2 �
e−
�r01−r1�� r01

r1
− 1�

�sin 
�r01 − r1� + e−
�r01−r1��−
r01

r1
2 �sin 
�r01 − r1�

+ e−
�r01−r1�� r01

r1
− 1�
 cos 
�r01 − r1�	�

+
9u0

2gi

2vi
cos � sin �
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2

r1
2 ��e−
�r01−r1� cos 
�r01

− r1� − 1� + �r01 −
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2

r1
��
e−
�r01−r1� cos 
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− 
e−
�r01−r1� sin 
�r01 − r1��� , �38�

�2�o = �0
− �u0
2g0k0

2��2v0
sin �r02

2 �− 
e−
�r2−r02��1 −
r02

r2
�

�sin 
�r2 − r02� − e−
�r2−r02�� r02

r2
2 �sin 
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�r2−r02�
�1 −
r02

r2
�cos 
�r2 − r02�	�

+ �0
−
9u0

2go

2vo
cos � sin �
 r02

2

r2
2 �1 − e−
�r2−r02�

�cos 
�r2 − r02�� + �r02 −
r02

2

r2
�

��− 
e−
�r2−r02� cos 
�r2 − r02�

+ 
e−
�r2−r02� sin 
�r2 − r02���� . �39�

It can be easily seen that the tangential stresses at r=r01 and
r=r02 are zero.

FIG. 6. Streaming velocity changes with the shell and gas mechanical parameters, �a� Gs, �b� rs, �c� �1, �d� �2, �e� �s, and �f� �.
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III. COMPUTATIONAL RESULTS

Based on Eqs. �24�–�39�, we can calculate the stream-
ing velocity inside and outside an EMB. As an example,
we consider a case, f =1 MHz, r0=2 �m, �=1.4, �L

=1000 kg /m3, �s=1100 kg /m3, P0=100 kPa, �s=0.05
Pa s, �L=0.001 Pa s, �1=0.04 N /m, �2=0.005 N /m, and
Gs=15 MPa �these parameters were found for Albunex®,
Church, 1995�. The thickness of the shell is 10 nm.

Figures 3�a�–3�d� are plots of tangential streaming ve-
locity and radial streaming velocity versus � for an EMB and
a free bubble due to n=0 and n=1 modes, respectively. We
observe that �1� the streaming velocity inside the EMB is
greater than that of outside and �2� the streaming velocity
corresponding to n=0 mode is greater than that of n=1
mode. The tangential streaming velocity of n=0 for both
inside and outside the EMB reaches the maximum at �

FIG. 7. Stress due to the first-order ac flow velocity at r=r02 of an EMB: �a� radial stress and �b� tangential stress; the inserts are for a free bubble.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 X. Liu and J. Wu: Microstreaming around an encapsulated bubble 1327



=90°, i.e., in the direction perpendicular to the wave propa-
gation direction, while the radial streaming velocity of n=0
for both inside and outside the EMB reaches the maximum at
�=0°, i.e., in the direction parallel to the wave propagation
direction. For n=1 mode, both tangential streaming velocity
and radial streaming velocity are of the same order of mag-
nitude either inside or outside the EMB, but they are out of

phase with each other. The magnitude of the tangential
streaming velocity reaches the maximum at �=45° and �
=135°. For n=0 mode, the changes of streaming velocity for
a free bubble are the same as those for an EMB; for n=1
mode, in the period of �, the radial streaming velocity
changes sign twice for a free bubble while it changes sign
once for an EMB.

FIG. 8. Stress due to streaming of an EMB: �a� radial stress at r=r02 and �b� tangential stress at r=r02+2 /
o; the inserts are for a free bubble.
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The streaming lines for n=0 and n=1 modes for EMB
and free bubble are also plotted in Fig. 4, respectively, for
illustration purposes. It can be observed the streaming line
inside of the EMB changes direction at �=90°, while outside
of the EMB the streaming line changes direction at �=180°
for n=0 mode. For n=1, the streaming line changes direction
at �=90° and �=180° for both inside and outside of the
EMB. Because of different boundary conditions, the stream-
ing lines in an EMB are quite different from those in free
bubble.

Figures 5�a�–5�d� are plots of tangential streaming ve-
locity and radial velocity versus r for an EMB and a free
bubble for n=0 and n=1 modes, respectively. The angle � in
each plot is chosen in such a way that tangential streaming or
radial velocity reaches the local maximum, as shown in Figs.
3�a�–3�d�. As expected from those figures, the following ob-
servations can be found: �1� As in a free gas bubble case,
both tangential and radial streaming velocities inside an
EMB are greater than outside an EMB. �2� Both the tangen-
tial and the radial streaming velocity are zero at r=r01 and
r=r02. �3� Both tangential streaming velocity and radial ve-
locity due to n=0 mode is greater than those of n=1 mode.

Figure 6 is a plot of the tangential streaming velocity of
n=0 mode outside an EMB at �=90° using the shell and gas
mechanical property parameters as variables. We find that the
streaming velocity is maximum when Gs is about 1.34 MPa
and decreases with the increase in rs, �1, �2, or �s. The
relationship between screaming velocity and the polytropic
exponent is interesting; it seems to reach the maximum when
� is near 1.09. However, the streaming velocity of n=1 mode
is not affected by the shell and gas parameters significantly
�not shown�.

Figure 7 contains the radial and tangential stresses at
outer interface �r=r02� due the first-order ac velocity, respec-
tively, for an EMB and a free bubble. The radial stress is
much higher than the tangential stress. The calculation re-
sults show that the radial stress for an EMB is larger than
that for a free bubble and the tangential stress for an EMB is
about the same as that for a free bubble when they are driven
by the same US.

Figure 8 shows plots of the radial stress at outer inter-
face �r=r02� and tangential stress near the outer interface
�r=r02+2 /
0� due to the streaming, respectively, for an
EMB and a free bubble. The overall radial stress is greater
than tangential stress. Near �=90°, tangential stress and ra-
dial stress reach maximum and minimum �zero�, respec-
tively, for an EMB. Three peaks of the radial stress and two
peaks of the tangential stress for a free bubble are shown.

Figure 9 shows plots of tangential stress due to stream-
ing outside an EMB at �=90° that changes with the shell and
gas mechanical parameters. The trend is similar as that of
tangential streaming velocity of n=0 outside an EMB at �
=90°.

IV. CONCLUSIONS AND DISCUSSIONS

We have extended a previously developed analytical
theory to calculate microstreaming velocity inside and out-
side an isolated EMB in a viscous liquid produced by its
scattered sound field, taking account of two predominant
modes of the bubble’s motion: a monopole �pulsation� and a
dipole �translational harmonic vibrations�. Based on the
theory, analytical expressions of radial as well as tangential
stresses are also derived near the shell of an EMB. The radial

FIG. 9. Shear stress due to streaming changes with the shell and gas mechanical parameters: �a� Gs, �b� rs, �c� �1, �d� �2, �e� �s, and �f� �.
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stress generated by the first-order term �ac flow� is much
higher than tangential or radial stress generated by streaming
�dc flow�. Since ac stress changes direction periodically ac-
cording to the sound periodicity while dc stress does not
change direction with time, it is the latter which plays pre-
dominant role to destroy the cell membrane in a lysis of red
blood cells experiment �Rooney, 1970, 1972�. In a reparable
sonoporation experiment, when a cell is present inside of the
outer boundary layer of an oscillating EMB wholly or par-
tially, it may experience both radial and tangential stresses,
therefore the so-called cellular massage action may take
place �Tran et al., 2007�.

In the above-mentioned example of calculation, we used
f =1 MHz, r0=2 �m, and P0=0.1 MPa since these param-
eters were used in several sonoporation in vitro experiments.
For r0=2 �m, 1 MHz is lower than the linear resonance
frequency fr=3.02 MHz for an EMB and the response of the
EMB is relatively small; thus the linear acoustics may apply
�Wu et al., 2003�. If we let f = fr, the results calculated would
be higher. For example, the maximal radial stress due to
streaming of an EMB at r=r02 is 489 Pa at f =3.02 MHz
while it is 260 Pa at f =1 MHz, and the maximal tangential
stress of an EMB at r=r02+2 /
o is 156 Pa at f
=3.02 MHz while it is 59 Pa at f =1 MHz. On the other
hand, the physical model used here is an ideal case. In an in
vitro experimental condition, an EMB is not going to be
isolated; it may have other EMBs and cells nearby; thus the
damping coefficient should be higher and consequently the
stress should be lower. In any case, the calculated stress val-
ues generated by microstreaming �dc flow� are in the range
of the stress that can cause reparable sonoporation �Wu,
2002�.

Shell and gas mechanical properties, especially Gs and
the thickness of the shell, may influence the streaming and
stress results. The variation of Gs and the thickness of the
shell may change the resonance frequency of an EMB and
also may influence the oscillation amplitude of an EMB. For
the parameters used, compared with a free bubble, the oscil-
lation amplitude of an EMB is smaller since the driving fre-
quency used in our calculation is closer to the resonance
frequency of a free bubble. However, it is interesting to note
that the streaming velocity and the stress induced by the
streaming for an EMB are actually greater than those for a
free bubble; the enhancement here is caused by the boundary
condition. The boundary condition for a free bubble is that
the shear velocity and shear stress are continuous �gi

=0.994 and go=−0.004 69� �Wu and Du, 1997�. However,
the boundary condition for an EMB is that the shear velocity
and tangential shear stress are approximately zero, so gi=1
and go=1. Our finding is consistent with the results of Ny-
borg �1958�. In his paper, Nyborg �1958� showed that the
presence of a solid boundary near an oscillating free bubble
enhances the streaming velocity. The boundary conditions
used have assumed that the shell of an EMB is more solid-
like as far as the streaming is concerned. We believe that this
assumption is a reasonable one. Future study will focus on
the acoustic microstreaming considering the interaction
among EMBs and the interaction between EMBs and cells or
the blood vessel walls.
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Model of coupled pulsation and translation of a gas bubble and
rigid particle
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A model of the interaction of a spherical gas bubble and a rigid spherical particle is derived as a
coupled system of second-order differential equations using Lagrangian mechanics. The model
accounts for pulsation and translation of the bubble as well as translation of the particle in an
infinite, incompressible liquid. The model derived here is accurate to order R5 /d5, where R is a
characteristic radius and d is the separation distance between the bubble and particle. This order is
the minimum accuracy required to account for the interaction of the bubble and particle.
Dependence on the size and density of the particle is demonstrated through numerical integration of
the dynamical equations for both the free and forced response of the system. Numerical results are
presented for models accurate to orders higher than R5 /d5 to demonstrate the consequences of
truncating the equations at order R5 /d5.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3077216�

PACS number�s�: 43.25.Yw �ROC� Pages: 1331–1339

I. INTRODUCTION

Theoretical models describing the interaction of two or
many gas bubbles in liquid have been in development for
decades.1–11 In the present work, the theoretical framework
for one such model,11 previously utilized to describe bubble-
bubble interaction, is applied to the interaction between a
pulsating spherical bubble and a rigid spherical particle. Both
the bubble and particle are free to translate.

There currently exist several models for the interaction
between bubbles and immovable solid objects. Coakley and
Nyborg12 derived an expression for the time-averaged force
generated between a spherical bubble pulsating infinitesi-
mally and a rigid, immovable sphere. Their expression is
recovered as a special case of the present model. Theoretical,
numerical, and experimental analyses of bubble behavior
near rigid boundaries of infinite extent have shown that a
bubble in pulsation translates toward plane, convex, and con-
cave boundaries.13–17 Other investigations have focused on
bubble motion near rigid and deformable, but also immov-
able spheres.18,19 These latter studies have concentrated pri-
marily on modeling the violent aspherical collapse of the
bubble and have employed boundary integral or other nu-
merical techniques. In contrast, here we present an analytical
model valid for low amplitude spherical oscillations, but for
which both the bubble and particle are free to translate.

The present investigation was motivated initially by a
desire to account for the interaction of cavitation clusters and
kidney stone fragments produced during shock wave
lithotripsy.20 However, the extreme conditions of lithotripsy
require consideration of liquid compressibility, cluster dy-
namics, and aspherical bubble deformation. While liquid
compressibility corrections and dynamics of clusters contain-
ing arbitrary numbers of bubbles and particles are reported

elsewhere,21 the discussion here is limited for simplicity to a
system with a single bubble and single particle under condi-
tions where the liquid may be assumed incompressible. The
assumption of incompressibility is valid if the wavelength of
the acoustic excitation is much larger than the characteristic
separation distance between the objects. In addition, the
magnitudes of the radial and translational velocities in the
system must be much less than the speed of sound in the
liquid. Finally, it is assumed that the bubble remains spheri-
cal, and we thus ignore shape deformation requiring spheri-
cal harmonics of higher order than monopole �pulsation� and
dipole �translation�.

In comparison to bubble-bubble interaction, a higher-
order model is required to describe bubble-particle interac-
tion. The model equations must be accurate to at least order
R5 /d5, where R is a characteristic radius and d is the distance
separating the bubble and particle. In contrast, the corre-
sponding model equations for the coupled pulsation and
translation of bubbles need only contain terms up to order
R2 /d2.11 In practice, when the bubble and particle are in
close proximity, a model with accuracy beyond R5 /d5 is nec-
essary to obtain numerical convergence. This issue will be
addressed in detail.

This paper is structured as follows. The system energy
and model equations are derived in Sec. II, and appropriate
loss mechanisms are discussed in Sec. III. In Secs. IV and V,
the effects of size and density of the particle are investigated
for both free and forced responses of the system via numeri-
cal integration of the dynamical equations.

II. THEORY

The geometry of the problem is presented in Fig. 1.
Coordinates with subscript 1 correspond to the gas bubble,
and coordinates with subscript 2 correspond to the rigid par-
ticle. Both objects are assumed to be spherical at all times.
Their positions are defined in relation to a fixed origin by thea�Electronic mail: haymaker@mail.utexas.edu
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vectors r0i, i=1,2. The instantaneous and equilibrium radii
of the bubble are given by R1 and R01, respectively, while the
radius of the particle is fixed at R02. Motion is described by

the radial velocity of the bubble Ṙ1 and translational veloci-
ties Ui= ṙ0i, where dots over quantities indicate time deriva-
tives. Lagrange’s equations describing the dynamics of the
system are

d

dt� �L

�Ṙ1

� =
�L
�R1

,
d

dt
� �L

�Ui
� =

�L
�r0i

, �1�

where L=K−V is the Lagrangian, K is the kinetic energy,
and V is the potential energy of the system.

A. Potential energy

Potential energy is stored via compression or expansion
of the bubble. In differential form, it is expressed as

dV = �P0 − P1�dV1 = 4��P0 − P1�R1
2dR1,

where P0 is atmospheric pressure and V1= 4
3�R1

3 is the vol-
ume of the bubble. The pressure P1 in the liquid just outside
the bubble is taken to be

P1 = �P0 +
2�

R01
��R01

R1
�3�

−
2�

R1
, �2�

where � is the ratio of specific heats and � is surface tension.
Additional effects that contribute to this pressure, such as
heat transfer, gas diffusion, and condensation, are not consid-
ered here. Corrections for shear viscosity are discussed in
Sec. III.

B. Kinetic energy

The motion of the liquid, the particle, and the gas inside
the bubble all contribute to the kinetic energy of the system.
However, the gas density is negligible compared to the liquid
density, and kinetic energy associated with the motion of the
gas may be neglected. The kinetic energy due to translational
motion of the particle �Kpart� must be taken into account. The
total kinetic energy is thus

K = Kpart + Kliq, �3�

where Kliq is the kinetic energy of the surrounding liquid.
The kinetic energy due to particle translation is simply

Kpart =
1

2
m2U2

2, �4�

where m2 is the mass of the particle.
The remaining component of the total kinetic energy,

Kliq, accounts for the motion of the inviscid incompressible
liquid surrounding the bubble and particle. The liquid is as-
sumed to be irrotational, such that its motion is described by
a scalar velocity potential � which satisfies Laplace’s equa-
tion,

�2� = 0. �5�

The kinetic energy of the liquid is the integral

Kliq =
�

2
�

V

����2dV �6�

over the volume surrounding the bubble and particle, where
� is the liquid density. For a liquid at rest at infinity, Eq. �6�
can be rewritten as22

Kliq = −
�

2��S1

��r1�
���r1�

�r1
dS1 + �

S2

��r2�
���r2�

�r2
dS2� ,

�7�

where the surface Si coincides with the bubble or particle
wall, and ri= �ri� is the magnitude of the local coordinate
vector ri that defines position relative to the center of the
bubble or particle.

Calculation of the kinetic energy thus requires knowl-
edge of the velocity potential and its normal derivative on
the surface of the bubble and particle. The velocity potential
is expressed in the local coordinates of the bubble or particle.
The normal derivative of the velocity potential on the surface
of the bubble or particle is determined by the velocity bound-
ary conditions

	 ��

�r1
	

S1

= Ṙ1 + U1 · n1, �8�

	 ��

�r2
	

S2

= U2 · n2, �9�

where Ṙ1 accounts for pulsation of the bubble, Ui ·ni for
translation, and ni=ri /ri is the unit vector in the direction of
ri. Whereas Eq. �9� for the boundary condition on the surface
of the particle is exact because there can be no shape defor-
mation of a rigid particle, Eq. �8� ignores the possibility of
shape deformation of the bubble wall by the absence of
spherical harmonics beyond the monopole �pulsation� and
dipole �translation�.

There is no known expression for � that satisfies the
boundary condition on each sphere exactly. However, an ap-
proximate expression can be found that satisfies the bound-
ary conditions to a desired order of R /d. We determine � to
the required accuracy by following the iterative approach
used in Ref. 11. As shown in Sec. II C, it is necessary to
obtain an expression for � accurate to order R5 /d5. This
derivation is provided in the Appendix.

O

ρ2

r02

U2R02

r01

R1 U1

Ṙ1

d21

FIG. 1. Notation and geometry for bubble and particle with arbitrary trans-
lational motion.
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The kinetic energy of the liquid is calculated by evalu-
ating � on the surfaces of the bubble and particle and sub-
stituting them into Eq. �7�. The result of this calculation is

Kliq = 2��
R1
3Ṙ1

2 +
1

6
R1

3U1
2 +

1

6
R2

3U2
2 +

R2
3R1

2Ṙ1

d12
2 �U2 · n21�

+
1

2

R1
3R2

3

d21
3 ��U1 · U2� − 3�U1 · n21��U2 · n21��

+
1

2

R1
4R2

3Ṙ1
2

d21
4 +

1

2

R1
5R2

3Ṙ1

d21
5 �U1 · n12�� . �10�

At this point it is convenient to place the bubble and particle
in the orientation shown in Fig. 2. The bubble and particle lie
along the x axis such that the position vectors become r01

=X1nx and r02=X2nx, and the translational velocities are
U1=U1nx and U2=U2nx. Note that d12=nx, d21=−nx, and
d21=d12=d. In these coordinates, the total kinetic energy is

K = 2���R1
3Ṙ1

2 +
1

6
R1

3U1
2 +

1

6
R2

3U2
2 +

R2
3R1

2

d2 Ṙ1U2 −
R1

3R2
3

d3 U1U2

+
R1

4R2
3

2d4 Ṙ1
2 +

R1
5R2

3

2d5 Ṙ1U1� +
1

2
m2U2

2. �11�

C. Equations of motion

The equations of motion are obtained by substituting
Eqs. �2� and �11� into Eqs. �1�. The first of Eqs. �1� is the
radial equation of motion for the bubble:

R1R̈1 +
3

2
Ṙ1

2

=
P1 − P0

�
+

1

4
U1

2 +
3V02

8�

 U̇2

d2 −
U2

d3 �U1 + 2U2�

−
R1

d4 �R1R̈1 + 2Ṙ1
2� −

R1
2

d5 �R1U̇1 + 4Ṙ1�U1 − U2��� , �12�

where P1 is given by Eq. �2�. The second of Eqs. �1� pro-
duces the translational equations of motion:

Ṁ1 = − F, Ṁ2 = F , �13�

M1 =
1

2
�V1U1 −

3

2
�V02�R1

3

d3 U2 −
R1

5

d5 Ṙ1� , �14�

M2 = �1

2
� + �2�V02U2 −

3

2
�V02�R1

2

d2 Ṙ1 +
R1

3

d3 U1� , �15�

F = 3�V02�R1
2

d3 Ṙ1U2 +
R1

3

d4 U1U2 −
R1

4

d5 Ṙ1
2� , �16�

where M1 and M2 are the generalized momenta of the bubble
and particle and F is the translational force that acts equally
and oppositely on the bubble and particle. In Eqs. �12�–�16�
it proved convenient for interpretation to introduce the vol-
umes V1= 4

3�R1
3 and V02= 4

3�R02
3 and the particle density �2

=m2 /V02. Except for the terms of order R5 /d5 and those con-
taining the particle mass, Eqs. �12�–�16� coincide with the
corrected order R4 /d4 equations published by Harkin et al.7

describing coupled pulsation and translation of two bubbles

after setting the radial velocity of the second bubble Ṙ2 to
zero in their equation �see footnote 17 in Ref. 11 for discus-
sion of the corrections�.

It is straightforward, albeit tedious, to obtain expressions
for the velocity potential and model equations to higher or-
ders of accuracy than R5 /d5. The steps outlined in the Ap-
pendix were automated with the aid of the MAXIMA computer
algebra system to generate expressions for � to arbitrary
order in Rn /dn. Harkin et al.7 used a different approach to
derive the velocity potential and model equations, which we
also automated to arbitrary order Rn /dn to verify the present
method. The results are identical. For example, to order
R10 /d10 the interaction force is given by

F =
2

5
��R1

2R02
3 �10

d3 U2Ṙ1 + 15
R1

d4 U1U2 − 10
R1

2

d5 Ṙ1
2

− 25
R1

3

d6 Ṙ1U1 −
R1

d7 �15R1
3U1

2 + 15R02
3 U2

2 + 27R1
3Ṙ1U2

+ 20R1Ṙ1
2R02

2 � − 70
R1

3R02
4

d8 Ṙ1U1 − 2
R1

2

d9 �15R02
4 Ṙ1

2

+ 30R1
2R02

2 U1
2 + 30R1R02

3 U1
2 − 18R1

4Ṙ1
2 − 20R1R02

3 Ṙ1U2�

+
9

2

R1
3

d10U1�9R1
4Ṙ1 + 10R1R02

3 U2 − 30R02
4 Ṙ1� . �17�

An analytic expression for the time-averaged interaction
force �F� can be derived for infinitesimal bubble pulsation at
an instant when the translational velocities of the bubble and
particle are zero. At this instant M1=M2=0 and Eqs. �14�
and �15� can be rearranged to obtain

U2 =
3�

� + 2�2

R1
2

d2 Ṙ1 + O�R3

d3 � , �18�

U1 = 3
R02

3

d3 U2 =
9�

� + 2�2

R1
2R02

3

d5 Ṙ1 + O�R6

d6 � . �19�

Substitution of Eqs. �18� and �19� into Eq. �17�, assuming
small periodic bubble pulsations with

X1

U1

Ṙ1
R1 ρ2

d

x

X2

U2

R02

FIG. 2. Notation and geometry for bubble and particle with collinear trans-
lational motion.
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R1�t� = R01 + �0 sin �t, �0 � R01, �20�

and time-averaging over one acoustic cycle yields to leading
order in �0 the following contributions at fifth-, seventh-, and
ninth-orders, respectively:

�F5� = 4��� � − �2

� + 2�2
�R01

4 R02
3

d5 �2�0
2, �21�

�F7� = − 4��
R01

4 R02
5

d7 �2�0
2, �22�

�F9� = −
3

5
����15� − 24�2�R01

4

+ �10� + 20�2�R02
4 �

R01
4 R02

3

�� + 2�2�d9�2�0
2. �23�

There are no time-averaged contributions from terms at first
through fourth orders, or from any even-order terms in R /d.
Equation �21� is the expression derived by Coakley and
Nyborg,12,23 by an entirely different approach, for the force
acting between a bubble and a rigid, stationary particle.
Equation �21� indicates that, to leading order, for a particle
having density greater than that of the liquid, �2��, the
time-averaged interaction force is negative, and the bubble
and particle are attracted toward one another. For a less
dense particle, �2	�, the bubble and particle repel. The re-
sult also demonstrates why it is essential to retain terms
through fifth order in R /d in the equations of motion. Despite
the restrictive conditions under which Eq. �21� is derived, the
same trends are predicted by numerical solutions of Eqs.
�12�–�16� even for large bubble pulsations and with the par-
ticle in motion.

While it is true that the influence of terms at higher
orders, proportional to Rn /dn, tends to decrease with increas-
ing order n, the higher-order contributions to the translational
force may not be negligible for sufficiently small separation
distances. For a neutrally buoyant particle ��2=�� the contri-
bution of the fifth-order terms, given by Eq. �21�, vanishes.
This seems to suggest that a seventh-order model is needed
whenever considering neutrally buoyant particles, but we
will show in Sec. IV A that the contribution of the higher-
order terms is small unless the bubble and particle are ex-
tremely close. Note that the time-averaged contribution from
the seventh-order force terms is always attractive, regardless
of the relative particle density, while the contribution from
the ninth-order terms is attractive except in the case of very
dense, small particles.

III. SIMULATION PARAMETERS AND LOSSES

Inclusion of loss factors is guided by parameter values
used for the numerical simulations. The equilibrium radius of
the bubble was always taken to be R01=100 
m, the param-
eters for the surrounding liquid to be �=1000 kg /m3 and �
=0.073 N /m, and the ambient pressure and gas constant to
be P0=101 kPa and �=1.4, respectively, corresponding to an
air bubble in water at one standard atmosphere.

The natural frequency of the bubble in the absence of
viscosity, commonly called the Minnaert frequency, is
32 kHz. For all simulations the bubble is either released from
a non-equilibrium radius and allowed to ring down at its
natural frequency, or it is driven at its natural frequency by
an acoustic excitation. In this case it is sufficient for our
purposes to introduce a damping term in the radial equation
of motion that provides the correct attenuation at the natural
frequency. Damping of the radial motion of the bubble is

modeled via introduction of the quantity −4��eff /��Ṙ1 /R1 on
the right-hand side of Eq. �12�.24 Here, �eff is an effective
viscosity that is assigned the value �eff=20�=20 mPa s,
where �=1 mPa s is the viscosity of water. This choice of
�eff approximates the total damping, due to heat transfer and
radiation as well as viscosity, of a 100 
m bubble that pul-
sates at its natural frequency.23 Harkin et al.7 used the same
value in their simulations of interacting bubbles with radii on
the order of 100 
m. The translational velocity of the bubble
is small, and viscous drag on the translational motion was
taken into account by introducing the drag force −4��R1Ur1

on the right-hand side of Eq. �13� for M1, where Uri is the
translational velocity of the bubble �or particle� relative to
the local velocity of the surrounding liquid.11 Viscous drag
on the translational motion of the particle was taken into
account by introducing the Stokes drag term −6��R2Ur2 on
the right-hand side of Eq. �13� for M2. Further discussion of
drag is given in Ref. 11.

In the simulations that follow, the equations of motion
were integrated numerically with a standard backward differ-
entiation routine for different separation distances, acoustic
excitations, and values of equilibrium radius and density of
the particle. The case of free response, with no acoustic ex-
citation, is considered first. The reason for investigating the
free response is to avoid the primary Bjerknes forces pro-
duced by acoustic excitation and thus isolate the bubble-
particle interaction forces, i.e., the secondary Bjerknes
forces.

IV. FREE RESPONSE

The free response of the system is investigated by set-
ting the initial bubble radius to a non-equilibrium value
R1�0��R01 and releasing it from rest. The particle is initially
at rest in its equilibrium state. The simulations in this section
were run with the higher-order extensions of Eqs. �12�–�16�
that are accurate to order R9 /d9, where the numerical solu-
tion converges, as will be demonstrated in Sec. IV A.

Presented in Fig. 3 are results for a particle of equilib-
rium radius R02=2R01=200 
m. Larger particles are used to
emphasize interaction effects, because as seen from Eqs. �12�
and �16�, to leading order the interaction forces are propor-
tional to the volume of the particle. The initial positions of
the bubble and particle are, respectively, X1�0�=0 and
X2�0�=2.5R02=500 
m, when the bubble is released from its
initial radius R1�0�=120 
m, a value 20% greater than its
equilibrium radius. Responses are shown for three different
particle densities: �2=500, 1000, and 2000 kg /m3 ��2 /�
=0.5, 1, or 2�. To aid the reader, the indices i=1 and i=2 on
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parameters shown in the figures are replaced with the sub-
scripts “bub” and “part,” respectively, and the density of the
liquid is denoted by �liq.

The radial response of the bubble, which is independent
of the density ratio �part /�liq to within graphical resolution, is
shown in Fig. 3�a�. Figures 3�b�–3�d� display the positions of
the bubble and particle for the three density ratios �note the
split vertical axes�. Consistent with the approximate analyti-
cal result for the time-averaged interaction force given by
Eqs. �21�–�23�, the bubble and particle repel for �part /�liq

=0.5, while they attract for �part /�liq=2 and �part /�liq=1, al-
though the attractive force is less when the particle is neu-
trally buoyant. The attractive force in the case of a neutrally
buoyant particle is due only to the inclusion of the higher-
order terms which, as Eqs. �22� and �23� show, are both
attractive for this set of parameters. If instead the order R5 /d5

model equations were used, there would be virtually no
translation in the case of a neutrally buoyant particle. Note
that whereas the bubble is observed to come to rest within
the time frames shown, the inertia of the particle causes it to
drift for considerably longer times.

The dependence on particle size is illustrated in Fig. 4.
Figure 4�a� is repeated from Fig. 3�d� �on an expanded axis�,
and Fig. 4�b� shows the effect of increasing the particle ra-
dius by 50%. Equation �16� indicates that the interaction
force will increase for larger particles, although the actual
increase is stronger than the R02

3 dependence suggested by
Eq. �16� because of the inclusion of the higher-order terms in
the simulation model.

A. Truncation error

The order R5 /d5 model presented in Sec. II C is accurate
to the minimum order in R /d required to account for the
interaction force between the bubble and a rigid particle. As
described previously, the steps outlined in Sec. II were auto-
mated with the aid of a computer algebra system to generate
models of arbitrary accuracy in Rn /dn for the case of two
interacting spheres. Here we discuss higher-order models of
a bubble interacting with a rigid particle. Equation sets ac-
curate up to and including order R15 /d15 were solved numeri-
cally at various separation distances to determine the influ-
ence of higher-order terms on the system dynamics. Figure 5
shows cases of different initial separation distances for heavy
��part /�liq=2� and light ��part /�liq=0.5� rigid particles of ra-
dius R02=200 
m. The bubble and particle were initially
separated by d�0�=0.5 mm �Fig. 5�a�� or 1.5 mm �Figs. 5�b�
and 5�c�� �i.e., 2.5 or 7.5 particle radii�.

The time-averaged contributions of terms of higher or-
der than R5 /d5 in the interaction force are attractive for these
particle parameters �see Eqs. �22� and �23��. Therefore, we
expect the inclusion of these terms to result in greater trans-
lational motion in the case of a heavy particle �Fig. 5�c��, but
less translation in the case of a light particle �Fig. 5�b��. This
prediction is confirmed by the simulations. As Fig. 5�a�
shows, at large separation distances it is sufficient to truncate
the model at n=5 �Eqs. �12�–�16��. However, as the bubble
and particle move closer together the contribution of the
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FIG. 3. Response of a bubble with equilibrium radius 100 
m and initial
radius 120 
m with rigid particles of different densities. Bubble and particle
initially separated by 500 
m. �a� Radial response of the bubble �indepen-
dent of �part /�liq�. �b� Positions for a light particle ��part /�liq=0.5�. �c� Posi-
tions for a neutral particle ��part /�liq=1�. �d� Positions for a heavy particle
��part /�liq=2�.
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higher-order terms becomes significant. In the cases consid-
ered here the solution converges numerically at order n=9
for both light �Fig. 5�b�� and heavy �Fig. 5�c�� particles.

V. FORCED RESPONSE

The system may also be driven by an acoustic source.
The source was included in the model using the method of
Ilinskii et al.11 To summarize, the kinetic energy due to a
pulsating sphere with prescribed motion is interpreted in
terms of psrc and usrc, the pressure and particle velocity of an
external source. The source kinetic energy is calculated to
order R5 /d5 and is thus consistent with the free-response
model derived in Sec. II. This additional kinetic energy is
added to the system kinetic energy, Eq. �10�. The same pa-
rameter set outlined in Sec. IV was used, with an initial
separation distance between the bubble and particle of
500 
m and a sinusoidal acoustic pressure of amplitude p0

=1 kPa and frequency of 32 kHz �equal to the natural fre-
quency of the bubble�. Because the model is spatially one-
dimensional, the acoustic wave radiated by the source must
be planar and propagate along the x axis. While the inclusion
of source terms is an acknowledgment of finite liquid com-
pressibility, in this case the acoustic wavelength is much
larger than the separation distance between the bubble and
particle. Therefore the liquid may be assumed to be locally
incompressible from the standpoint of the bubble or particle.

While source interaction terms were included to order
R5 /d5, terms accounting for bubble-particle interaction were
included up to R9 /d9 as in Sec. IV. Simulation results for the
source parameters used in the present section suggest that
source interaction terms are negligible at R4 /d4, and there-
fore omission of the higher-order source terms will not affect
the system dynamics.

Figure 6 shows the positions and separation distances
between the bubble and particle for the three density ratios
��part /�liq=0.5,1 ,2� when the source is located at −10 cm
along the x axis, and Fig. 7 shows results for a source located
at +10 cm. In both figures the bubble position is plotted in
part �a�, the particle position in part �b�, and the distance
separating the bubble and particle in part �c�. For compari-
son, results for a two-bubble system �with a second bubble of
radius 100 
m replacing the particle� are shown with dashed
lines. Note that in both figures translation in the two-bubble
system is much greater than in the bubble-particle system.
This is because the secondary Bjerknes force acting between
two oscillating bubbles is of order R2 /d2, three orders larger
than the translational force in the bubble-particle system.

Notice that the direction of particle translation �Figs.
6�b� and 7�b�� is determined by the particle density �repul-
sive for a sufficiently light particle but attractive otherwise;
recall Eqs. �21�–�23��. However, the radiation force �primary
Bjerknes force� exerted on the bubble by the acoustic field
has a non-zero time average. Therefore, the direction of

ρpart/ρliq = 2

n = 5

n ≥ 9

(c)

n ≥ 9

0.4

0.45

0.5

X
p
a
rt
−

X
b
u
b

[m
m

]

0 250 500 750 1000

Time [µs]

ρpart/ρliq = 0.5

n = 5

(b)

0.5

0.52

0.54

X
p
a
rt
−

X
b
u
b

[m
m

]

ρpart/ρliq = 0.5

ρpart/ρliq = 2

n ≥ 5

(a)

1.4996

1.4998

1.5

X
p
a
rt
−

X
b
u
b

[m
m

]
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a bubble of equilibrium radius 100 
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m with
rigid particles of radius 200 
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ticle initially separated by 1.5 mm for models of order R5 /d5 and higher for
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FIG. 6. Translational motion of a bubble of equilibrium radius 100 
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interacting with a second bubble of radius 100 
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bubble translation �Figs. 6�a� and 7�a�� is also influenced by
the propagation direction of the acoustic excitation. In Fig. 6,
with the source located at −10 cm, the radiation force tends
to push the bubble toward the particle. This force, in combi-
nation with the higher-order interaction terms, causes the
bubble to move toward the particle �Fig. 6�a�� for neutrally-
buoyant and heavy particles, while in the case of a light
particle the bubble remains nearly stationary. In Fig. 7, with
the source located at +10 cm, the radiation force tends to
push the bubble away from the particle. For the light particle
its effect is sufficient to overcome the attractive force of the
higher-order contributions �see Eqs. �21�–�23�� and cause
overall repulsion of the bubble and particle. However, for
heavy and neutrally buoyant particles, forces due to bubble-
particle interaction dominate, resulting in attraction �Fig.
7�c��.

These results suggest that bubble-particle interaction
forces are certainly important for accurate description of
free-response translational dynamics. However, in the case of
a forced system the bubble-particle translational forces may
be overshadowed by the primary Bjerknes forces from an
acoustic source of sufficient amplitude.

VI. SUMMARY

Lagrangian mechanics were used to derive dynamical
equations describing the interaction of a gas bubble and a

rigid particle in an incompressible liquid. The derivations
were carried out through order R5 /d5 because this is the
minimum accuracy required to account for the interaction
force. Dynamical models accurate to higher orders of Rn /dn

were generated via a computer algebra system to illustrate
consequences of truncating the model at order R5 /d5. In the
case of a forced response, the presence of an external plane
wave source was included to an order consistent with the
model at order R5 /d5. The system dynamics exhibit depen-
dence on the density and size of the particle as well as the
direction of source propagation.
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APPENDIX: DERIVATION OF THE VELOCITY
POTENTIAL

Here an expression for the velocity potential, which sat-
isfies Eq. �5� to order R5 /d5 subject to the boundary condi-
tions �Eqs. �8� and �9��, is derived. The resulting expression
may then be substituted into Eq. �7� to obtain an expression
for the kinetic energy of the liquid. The total velocity poten-
tial is expressed as

��ri� = �r�ri� + �t�ri� , �A1�

where �r is the component due to radial pulsation of the
bubble and �t is the component due to translation. First, an
expression for the radial component of the velocity potential
is obtained. Although the particle is rigid and therefore does
not pulsate, for the moment we will proceed as though it

pulsates radially with velocity Ṙ2. We then specialize the
result for a rigid particle. For an isolated pulsating sphere

with radius Ri and wall velocity Ṙi in an infinite liquid, the
radial component of the velocity potential a distance ri from
the center of the sphere is

�0i
r �ri� = −

Ri
2

ri
Ṙi. �A2�

An initial approximation of the radial velocity potential for
an infinite liquid containing two pulsating spheres is the sum

�0
r = �01

r + �02
r . �A3�

While Eq. �A3� satisfies Eq. �5�, it does not obey the bound-
ary condition on either sphere. For example, let the velocity
potential be expressed in terms of the coordinates of the
bubble �ri=r1�, and calculate the liquid velocity at the
bubble wall for comparison with Eq. �8�. The velocity poten-
tial corresponding to the particle, �02

r �r2�, can be expressed
in terms of r1 by expanding �02

r in a Taylor series evaluated
at the bubble wall:
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FIG. 7. Translational motion of a bubble of equilibrium radius 100 
m
interacting with a second bubble of radius 100 
m �dashed line� or rigid
particles �solid lines� of radius 200 
m and density ratios �part /�liq=0.5, 1,
and 2 excited by a sinusoidal plane wave source of amplitude of 1 kPa
located at +10 cm along the x axis. Initial separation distance 500 
m. �a�
Bubble position. �b� Particle position. �c� Separation distance between
bubble and particle.
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�02
r �r2� = �02

r �d21 + r1�

� ��02
r �d21� + �r2

�02
r �r2��r2=d21

· r1

= −
R2

2

d21
Ṙ2 +

R2
2

d21
2 r1Ṙ2�n21 · n1� , �A4�

where d21=r01−r02 is the vector pointing from the center of
the particle to the center of the bubble �recall Fig. 1�, d21

= �d21�, and n21=d21 /d21. In Eq. �A4� and all subsequent ex-
pansions the series is truncated after the linear �dipole� term
because all higher-order terms are orthogonal to the mono-
pole and dipole terms in the integrand of Eq. �7�, and there-
fore cannot contribute to the kinetic energy, as a result of
including only monopole and dipole terms in boundary con-
ditions �Eqs. �8� and �9��.

Evaluating the velocity at the bubble wall due to �0
r ,

	 ��0
r

�r1
	

S1

= 	� ��01
r

�r1
+

��02
r

�r1
�	

S1

= Ṙ1 +
R2

2

d21
2 Ṙ2�n21 · n1� ,

�A5�

and comparing with Eq. �8� shows that the error in satisfying
the boundary condition on the radial motion is of order R2 /d2

�the dipole term Ui ·ni in Eq. �8� will be satisfied by �t in Eq.
�A1��. To counteract the second term in Eq. �A5� a correction
�1

r is added to �0
r which satisfies Eq. �5� as well as

	 ��1
r

�r1
	

S1

	 = −
��0

r

�r1
	

S1

+ Ṙ1 = −
R2

2

d21
2 Ṙ2�n21 + n1� . �A6�

The appropriate correction, applied to both the bubble and
particle and expressed in terms of the local coordinate r1 of
the bubble, is

�1
r = �11

r �r1� + �12
r �d21 + r1�

� ��11
r �r1� + �12

r �d21� + �r2
�12

r �r2��r2=d21
· r1

=
R2

2R1
3

2d21
2 r1

2 Ṙ2�n21 · n1� +
R1

2R2
3

2d21
4 Ṙ1 +

R1
2R2

3

d21
5 r1Ṙ1�n21 · n1� .

�A7�

Examining the velocity at the bubble wall due to terms �0
r

and �1
r ,

	 �

�r1
��0

r + �1
r�	

S1

= Ṙ1 +
R1

2R2
3

d21
5 Ṙ1�n21 · n1� , �A8�

shows that the error in satisfying the boundary condition for
the radial motion is of order R5 /d5, and therefore another
correction term, �2

r , must be added. The appropriate correc-
tion is

�2
r = �21

r �r1� + �22
r �d21 + r1�

=
R1

5R2
3

2d21
5 r1

2 Ṙ1�n21 · n1� + O�R7

d7 � . �A9�

The velocity at the bubble wall, based on the sum of �0
r

with correction terms �1
r and �2

r , is

	 �

�r1
��0

r + �1
r + �2

r�	
S1

= Ṙ1 + O�R8

d8 � . �A10�

Comparison with Eq. �8� shows that the expression is accu-
rate to the desired order R5 /d5. The final form of the velocity
potential for the radial motion, expressed in the local coor-
dinates of the bubble and consisting of terms �0

r , �1
r , and �2

r ,
is

�r�r1� = −
R1

2

r1
Ṙ1 −

R2
2

d21
Ṙ2 +

R2
2

d21
2 r1Ṙ2�n21 · n1�

+
R2

2R1
3

2d21
2 r1

2 Ṙ2�n21 · n1� −
R1

2R2
3

2d21
4 Ṙ1

+
R1

2R2
3

d21
5 r1Ṙ1�n21 · n1� +

R1
5R2

3

2d21
5 r1

2 Ṙ1�n21 · n1� .

�A11�

The corresponding expression in terms of the coordinates of
the particle, r2, is obtained simply by exchanging the sub-
scripts 1 and 2 in all quantities. Velocity potential expres-
sions for our specific case of a rigid particle with radius R02

and zero radial velocity are then obtained from Eq. �A11� by

setting R2=R02 and Ṙ2=0.
The translational component of the velocity potential is

obtained in a similar fashion. For an isolated translating
sphere with radius Ri and translational velocity Ui, the veloc-
ity potential at a distance ri from the center of the sphere is

�0i
t �ri� = −

Ri
3

2ri
2Ui · ni. �A12�

As with the radial component, the individual contributions
from each sphere are summed and then the contribution from
the particle is expressed in terms of the local coordinate of
the bubble:

�0
t = �01

t �r1� + �02
t �d21 + r1�

� ��01
t �r1� + �02

t �d21� + �r2
�02

t �r2��r2=d21
· r1

= −
R1

3

2r1
2 �U1 · n1� −

R2
3

2d21
2 U2 · n21

+
R2

3

2d21
3 r1�3�U2 · n21��n21 · n1� − U2 · n1� . �A13�

Evaluating the translational velocity at the wall of the
bubble,

	 ��0
t

�r1
	

S1

= U1 · n1 +
R2

3

2d21
3 �3�U2 · n21��n21 · n1� − U2 · n1� ,

�A14�

and comparing with Eq. �8� shows that the error is of order
R3 /d3. A correction term, �1

t , which satisfies Eq. �5� as well
as the condition
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	 ��1
t

�r1
	

S1

	 = −
��0

t

�r1
	

S1

+ U1 · n1

= −
R2

3

2d21
3 �3�U2 · n21��n21 · n1� − U2 · n1� ,

�A15�

is needed. The appropriate correction, applied to both the
bubble and particle and expressed in terms of r1, is

�1
t = �11

t �r1� + �12
t �d21 + r1�

� ��11
t �r1� + �12

t �d21� + �r2
�12

t �r2��r2=d21
· r1

=
R1

3R2
3

4r1
2d21

3 �3�U2 · n21��n21 · n1� − U2 · n1�

−
R2

3R1
3

d21
5 �U1 · n21� + O�R6

d6 � . �A16�

Evaluating the translational velocity at the wall of the bubble
yields

	 ��t

�r1
	

S1

= 	 �

�r1
��0

t + �1
t �	

S1

= U1 · n1 + O�R6

d6 � , �A17�

and therefore the expression for the translational velocity po-
tential is accurate to the desired order of R5 /d5. The final
form of the translational velocity potential, consisting of �0

t

and the correction term �1
t , is

�t�r1� = −
R1

3

2r1
2 �U1 · n1� −

R2
3

2d21
2 U2 · n21

+
R2

3

2d21
3 r1�3�U2 · n21��n21 · n1� − U2 · n1�

+
R1

3R2
3

4r1
2d21

3 �3�U2 · n21��n21 · n1� − U2 · n1�

−
R2

3R1
3

d21
5 �U1 · n21� . �A18�

As with Eq. �A11�, the expression for Eq. �A18� in terms of
the coordinates of the particle, r2, is obtained by exchanging
the subscripts 1 and 2. The total velocity potential �, the sum
of Eqs. �A11� and �A18�, may now be substituted into Eq. �7�
to obtain Eq. �10�.
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An analytical model for turbulence scattered rays in the shadow
zone for outdoor sound propagation calculation
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In outdoor sound propagation, an inherent problem of the ray tracing method is its inability to
determine the sound pressure level in the shadow zone, where geometrical rays do not penetrate.
This is a serious problem in a turbulent atmosphere where significant sound energy will be scattered
into the shadow. Empirical corrections that are determined from measurements or numerical
simulations are limited to situations within the bounds of the empirical corrections. This paper
describes a different approach where the ray tracing model is modified analytically into a scattered
ray model. Rays are first diffracted from the shadow boundary, which is determined by the
geometrical ray paths. The diffracted rays are then scattered by turbulence in their way to the
receiver. The amount of scatter is determined from turbulence statistics that are determined from a
Gaussian turbulence model. Most of the statistics are determined analytically except one element,
which is determined empirically from numerical simulations. This turbulence scattered ray model is
shown to have good accuracy against calculations based on the parabolic equation, and against
previously published measurement data. It was found that the agreement is good both with and
without turbulence, at distance up to 2 km from the shadow boundary.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3076928�
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I. INTRODUCTION

The calculation of outdoor sound propagation is an im-
portant element in environmental noise assessments. Since
the outdoor environment is complex, it is necessary for such
calculations to take into account a large number of environ-
mental factors, such as ground attenuation and atmospheric
effects. A number of significant advancements have been
made in the past few decades, and there now exist several
accurate methods for calculation.1–3 The parabolic equation
�PE� method is particularly useful for long range sound
propagation because of its accuracy and its ability to take
into account range dependent ground and atmospheric con-
ditions. Recent advancements in accelerating the calculation4

also greatly enhanced its practical applicability. However,
despite these advances, the method is still expensive to use at
high frequencies, and is not readily usable in complex sur-
roundings such as in urban cities where sharp changes in
topography, meteorology, or material conditions frequently
occur. For calculations in such surroundings, the ray tracing
method5 provides a more practical alternative approach. For
example, in the current noise mapping exercise in Europe,
most of the calculations are based on ray models.

Ray models in outdoor sound propagation come in dif-
ferent forms.6–9 All are based on geometrical considerations.
The variations come from the different degrees of approxi-
mation they place on the wave behavior along the propaga-
tion path. The ray tube approach and the semi-analytical ray
model take into account more of the wave behavior, but can
suffer from singularity effects such as caustics. The heuristic
ray approach and its variant, which only use the ray paths to
provide information on the phase and wave coherence, are
easier to use, and can provide acceptable accuracy for engi-

neering calculations. However, these ray models suffer from
the same inherent problem that they cannot determine the
propagation of sound into the shadow zone. By nature of
their geometrical assumption, it is not possible for rays to
penetrate into the shadow. There are various suggestions to
overcome this problem. If the atmosphere can be assumed to
be non-turbulent, range independent, and has a linear vertical
sound speed profile, then the residue series approach10 can be
used to calculate the diffraction of sound into the shadow.
However, this solution requires the determination of the roots
of a complex function, which is difficult to obtain accurately
deep in the shadow. Moreover, the inability to account for
turbulence is a serious limitation for calculations involving
real atmospheres. In realistic environments, a more practical
approach is to apply empirical adjustments to the sound level
in the shadow zone. For example, a recent suggestion11 uses
corrections that are determined empirically from a large
number of numerical simulations. However, purely empirical
corrections are fundamentally limited by the conditions un-
der which they are developed. In contrast, an analytical ap-
proach will be more flexible, and could provide a better un-
derstanding of the underlying problem.

This paper describes the development of an analytical
approach based on ray tracing to calculate the propagation of
sound into the shadow zone. The basic ray tracing model is
based on a discretized implementation of the heuristic
model.8 In an upward refracting case where a shadow is
formed, the diffraction of sound into the shadow is assumed
here to be analogous to the geometrical diffraction by an
equivalent barrier in a homogeneous atmosphere. The scat-
tering into the shadow zone due to turbulence is calculated
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from statistics that are determined from a Gaussian turbu-
lence model of the atmosphere. The accuracy of the model
will be tested against the PE using published cases in litera-
ture.

II. THE RAY TRACING MODEL

Our basic ray tracing is based largely on a numerical
approach. Once launched, rays are traced individually
through the atmosphere to find the trajectory of the ray that
forms the shadow boundary. The overall sound speed profile
in the atmosphere can be arbitrary. In our implementation,
the atmosphere is divided into a grid of small rectangular
cells. The cell division is chosen such that the change in the
sound speed within each cell is small enough to be approxi-
mated by a linear profile, so that an analytical solution8 can
be used within each cell to determine the ray propagation
trajectory. The rule of thumb is to set the grid size at 1 /10 of
the length scale of the fastest changing condition. In practice,
in the absence of turbulence, the grid size is typically 1 m in
the vertical direction to accommodate the expected logarith-
mic shape of the sound speed profile near ground. The grid
size in the horizontal direction is set at 5 m to accommodate
likely range dependent variations of the terrain and meteoro-
logical conditions. However, when simulating the scattering
of rays due to atmospheric turbulence, the grid size is set at
1 /10 of the smallest length scale of the turbulence structure.
Since the Gaussian turbulence spectrum used in this paper
has a length scale of 1.1 m, the grid size used is 0.11 m. The
ground terrain, which can be undulating, determines the
lower boundary of the computational grid. Once the reflec-
tion geometry is worked out by the numerical ray tracing, the
effect of the ground at each reflection can then be approxi-
mated by the Weyl–van der Pol formulation.12,13 The height
of the upper boundary of the computational grid is set using
the rule of thumb of 1 /10 of the maximum horizontal range.

In a downward refracting case where there are multiple
rays passing through a sampling area, the effect of turbulence
can be approximated by the reduction in coherence between
the rays using the mutual coherence function.8 However, as
is common in all geometrical ray tracing methods, the pro-
cedure will fail to predict the sound pressure in the shadow
zone of an upward refracting atmosphere. By definition no
geometrical rays can penetrate into the shadow. In literature,
several solutions to this problem have been suggested. In the
simple case of an atmosphere with a linear vertical sound
speed profile and has no turbulence, the sound field can be
represented by an analytical normal mode solution. The resi-
due series solution10 can then be derived for an upward re-
fracting case. However, this is not a practical solution in
view of its limitations concerning the sound speed profile
and turbulence. The comparisons published by L’Espérance
et al.8 show that it can substantially over-estimate the attenu-
ation in real life situations where turbulence is present. For
realistic atmospheric conditions that include turbulence, a
common approach is to introduce empirical scattering to the
ray trajectory9 or to use empirical estimates of the sound
pressure.11 The dependence on empirical values significantly
limits the applicability of such approaches. For example, in

the ray model of Heimann and Gross,9 the effect of shadow
diffraction is simulated by randomly changing the propaga-
tion direction of a ray when the ray is close to the ground,
where diffraction is thought to be most important. Unfortu-
nately, the physical mechanism for this ray diversion is not
fully formulated. Instead, the implementation relies on em-
pirical constants and assumed dependence on the height from
the ground. Although the model worked well in some cases,9

it is doubtful that it will work equally well in situations out-
side the range of conditions under which the empirical pa-
rameters were derived without a full understanding of the
physics involved. In this paper, we propose to address this
problem by means of an analytical ray diffraction model.

III. SHADOW BOUNDARY RAY DIFFRACTION
MODEL

In here, we use a shadow ray diffraction model that is
based on the analogy between a curved ray path in the pres-
ence of refraction, and a curved surface in a homogeneous
atmosphere in which there is no refraction. This analogy has
been used successfully in studies involving linear sound
speed profiles and analogous cylindrical surfaces.14 In here
we apply the concept to an arbitrary sound speed profile and
a generalized terrain with finite impedance cover. The anal-
ogy is illustrated in Fig. 1.

In the analogous virtual barrier configuration, the sound
level at the receiver is calculated from the diffraction path
from the barrier top to the receiver by applying simple thin
barrier diffraction formulas. Here, one significant point to
note is that the path difference cannot be calculated from the
physical source location in the analogous barrier configura-
tion. This is obvious if one considers the special case when
the source is close to the barrier top �or the ground reflection
point of the shadow boundary ray�. An example is a strong
upward refracting atmosphere where the shadow boundary is
close to the source. In this case the path difference between
the direct source to receiver path and the diffracted path over
the barrier top is always small no matter how deep the re-
ceiver is in the shadow. This will give rise to only small
attenuation even deep in the shadow. This is clearly incor-
rect. One would expect the attenuation to be higher with a
stronger upward refracting atmosphere and a shadow bound-
ary closer to the source. The explanation for this odd behav-
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shadow boundary
limiting ray
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(A)

(B)

FIG. 1. Turbulence scattering of the analogous shadow boundary diffraction
model. Upper half is the scattering of the original shadow boundary ray path
over a flat ground. Lower half is the resulting scattering in the analogous
model of a curved surface in a homogeneous atmosphere.
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ior is that the analogy is based on geometrical ray acoustics.
Since a ray is, in fact, an approximation of a plane wave, the
“equivalent straight ray” in the analogous virtual barrier con-
figuration should be considered as a plane wave. The propa-
gation should therefore be from a source that is far away.
Hence the path difference should be calculated with the
source placed at infinity, which is equivalent to calculating
the difference between r1 and d0 in Fig. 1.

In addition to the shadow boundary diffraction, the
sound level at the receiver is also affected by attenuation due
to ground reflection. This is clearly the case if one considers
the sound level just before and after the shadow boundary.
Before the boundary both direct and ground reflected rays
are present and therefore the sound level will suffer ground
attenuation, which can be as much as 20 dB at frequencies
where ground attenuation is strongest. Just after the bound-
ary, the shadowing �virtual barrier� effect is still small, and
the attenuation will be of the order of only 5 dB �the usual
line-of-sight barrier attenuation�. Obviously, one would not
expect the ground attenuation to just disappear when the re-
ceiver passes from one side to the other of the shadow
boundary into the shadow. Hence it is necessary to correct
for ground attenuation in the analogous virtual barrier model
as well. As a first approximation, the ground attenuation is
determined simply from the geometry of the geometrical re-
flection from the barrier top to the receiver. The local slope
of the ground near the reflection point is used to correct for
the ground reflection angle.

The prediction from this shadow boundary diffraction
model is compared against a standard Crank–Nicolson
PE15,16 prediction using the benchmark case 3.17 This bench-
mark case has a flat ground with finite impedance. The at-
mosphere is strongly upward refracting with a linear sound
speed profile of −0.1 /s, but has no turbulence. The refraction
is very strong. The shadow boundary at the receiver height is
about 300 m from the source. The PE solution is a well
established technique for outdoor sound propagation.17 It has
been shown to have very good accuracy in the benchmark
cases.17 It is therefore chosen to be the reference in this and
subsequent comparisons. Figures 2�a�, 2�b�, and 2�c� show
the comparisons at the frequencies of 10, 100, and 1000 Hz,
respectively. The y-axis is in terms of the transmission loss
�TL� as defined in the benchmark paper.17 The lower limit of
the y-axis is set at −80 dB as is set in the benchmark paper.
The horizontal distance is shown to be 10 km, which covers
a large range deep into the shadow. Also shown in the figures
is the predicted sound pressure in free field in a still atmo-
sphere �with air absorption�. This is to allow the attenuation
due to ground effect and atmospheric refraction alone to be
easily identified. The figures show that the simple model
proposed here for the shadow diffraction effect has good
accuracy in this benchmark case. On the whole, the predic-
tion agrees well with the prediction by the PE. The increases
in the TL due to ground attenuation �most dominant at
100 Hz in Fig. 2�b�� and due to frequency �Fig. 2�c�� are well
predicted. Given the simplicity of the shadow diffraction
model, the agreement is quite remarkable. The simple dif-
fraction model produces some artifacts at around the shadow
boundary �at around 300–400 m�. This is due to the simple

ground correction used in the model. The equivalent ground
is circular in this benchmark case. Since the ground reflec-
tion angle is determined by simple straight lines �see Fig. 1�,
the angle changes markedly near the shadow boundary �top
of the circular arc�, thus producing some sudden changes in
the sound attenuation. A more elaborate diffraction model
that takes into account the ground curvature could improve
the accuracy. Nevertheless, the simple model is thought to be
close enough to the PE solution to be usable in practice.

IV. TURBULENCE SCATTERING

The ray based shadow boundary diffraction model of
Sec. III provides a convenient basis for extending the calcu-
lation to account for the effect of turbulence scattering in the
shadow zone. Turbulence can be simulated as temporal and
spatial fluctuations of the sound speed along the propagation
path. Let the refractive index be n=c0 /c. c0 is a nominal
constant sound speed, typically taken as the mean speed on
the ground. c is the instantaneous sound speed at the position
of interest. The effect of turbulence can be represented as the
fluctuating part, �, of the refractive index at the position of
interest,
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FIG. 2. TL versus distance predicted by the shadow boundary ray diffraction
model �broken line� and PE �solid line� for the upward refracting benchmark
case 3. The dotted line is for free field in a homogeneous still atmosphere.
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n = n̄ + � , �1�

where n̄=c0 / c̄. c̄ is the mean sound speed at that position,
which is taken to be the value in the absence of turbulence.
The fluctuation � can be simulated by random realizations,
which can be generated based on known models of the tur-
bulence structure. Once � is realized, Eq. �1� can be used to
calculate the variation in the sound speed gradient due to
turbulence within each of the grid cells in the numerical ray
tracing algorithm. The ray trajectories will be scattered by
these variations. When averaged over a large number of re-
alizations, the result could be used to simulate the scattering
of the sound energy by turbulence. For shadow zone calcu-
lation, which is the main interest of this paper, the scattering
of the shadow boundary ray produces variations of the analo-
gous equivalent diffraction geometry that will in turn change
the attenuation detected at the receiver. However, even
though ray tracing is faster than other numerical techniques
such as the PE solution, performing a complete set of ray
tracing for each random realization over a large number of
realizations is still too time-consuming for practical use. We
will therefore proceed to develop a model that can simulate
the scattering of the rays at the receiver without tracing the
rays through all the realizations.

A. Sound speed gradient due to turbulence

Since the numerical ray tracing assumes that the sound
speed gradient is linear within each small grid cell in the
propagation domain, we will need to relate the change in the
gradient to the turbulence fluctuation �. Rewriting Eq. �1�
explicitly in terms of sound speeds, we have

c

c0
=

1

c0

c̄
+ �

�
c̄

c0
�1 −

c̄

c0
�� for � � 1. �2�

The vertical sound speed gradient is given by

�c

�z
=

�c̄

�z
− � c̄2

c0

��

�z
+

2�c̄

c0

�c̄

�z
� . �3�

In the absence of turbulence, the grid cells are assumed to be
small enough that the vertical sound speed gradient within
each is approximately linear. Therefore,

c̄ = c̄1�1 + a0z� , �4�

where c̄1 is the mean sound speed at the lower boundary of
the cell, and a0 is the linear gradient in the absence of tur-
bulence. Generally � is small and we may ignore the second
term in the parentheses in Eq. �3� compared with the first
term in the parentheses. Also, a0 and the cell height are small
enough such that c̄2 /c0� c̄1. The effect of turbulence is
therefore to modify the linear gradient by an extra term. The
total gradient, a, is then given by

a =
�c

�z
� a0 − c̄1

��

�z
. �5�

In the shadow diffraction calculation, the refracting atmo-
sphere is replaced with a still atmosphere with a modified

curved ground terrain. In this analogous case, a0 and c̄1 in
Eq. �5� are 0 and c0, respectively.

The value of � and its derivative can be determined for
specific turbulence structures. Here we will use the simple
Gaussian turbulence model.18,19 Although the Gaussian
model is not strictly correct for real atmospheres, it can be
adapted to specific frequency ranges to give acceptable
results.20 Later, we will also show that the Gaussian model
provides a convenient basis to simplify the simulation.

The random realization of ��r� where the position vec-
tor in 2 dimension is �x ,z� can be obtained by a spectral
decomposition21

��r� = �4��k	
n=1

N

cos�kn · r + �n��F�kn�n�k , �6�

where kn= �knx ,knz�= �kn cos �n ,kn sin �n� and kn=n�k for n
=1,2 , . . . ,N. N is the number of harmonics �or modes� used
in the superposition, �n and �n are independent random polar
angles between 0 and 2�, and �k is the spectral wavenumber
resolution.

For a Gaussian turbulence model, the spectral density
function depends on the standard deviations of the tempera-
ture and longitudinal wind velocity fluctuations, and the cor-
relation length of the Gaussian spectrum �. As an approxi-
mation, the standard deviation terms are commonly
represented by a single �0

2, the square of the standard devia-
tion of the fluctuating part of the index of refraction. We can
then write

F�kx,kz� = �0
2 �2

4�
e−�kx

2+kz
2��2/4. �7�

The derivative of ��r� is then

���r�
�z

= − �4��k	
n=1

N

knz sin�kn · r + �n��F�kn�n�k . �8�

This equation can be used to determine the sound speed gra-
dient within a grid cell in the presence of turbulence accord-
ing to Eq. �5�.

B. Turbulence scattered rays

In the presence of turbulence, the shadow boundary ray
is scattered as it propagates through the atmosphere. This is
illustrated in the upper part of Fig. 1. Each random realiza-
tion will produce a different scattered path. In principle, an
analogous equivalent curved ground can be used to calculate
the diffraction from each of this scattered boundary ray.
However, this will be very time-consuming since a complete
ray tracing will have to be done for each realization. Instead,
we note that the dominant effect on the diffraction amplitude
is due to the change in the height, denoted by hr in Fig. 1,
between the shadow boundary and the receiver. Hence our
objective is to find a simple way to simulate this change in
height due to turbulence.

Consider the propagation of a ray through a randomly
realized turbulent atmosphere. The ray is traced numerically
through a series of grid cells within each the sound speed
gradient is approximately linear, as calculated by Eq. �5� in
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the presence of turbulence. Note that the grid cell size in this
case is set at 1 /10 of the Gaussian correlation length � to
make sure that the randomly realized refraction index fluc-
tuations are properly sampled.

It can be shown8 analytically that the horizontal angle at
which the ray enters the cell, �1, is related to the angle at
which the ray exits the cell, �2, by the following equations:

sin �2 = sin �1 −
x2 − x1

R
�9�

and

cos �2 = cos �1 +
z2 − z1

R
, �10�

where �x1 ,z1� and �x2 ,z2� are, respectively, the coordinates of
the entry and exit points. R is the radius of the ray curvature
given by

R =
1

a cos �1
. �11�

The change in height, �z=z2−z1, after the ray passes through
this cell, is then

�z = R�cos �2 − cos �1� . �12�

Now, let us consider the analogous curved ground diffraction
model, in which the shadow boundary ray is equivalent to a
straight ray in the absence of turbulence. In this model, the
effective linear sound speed gradient in each of the grid cells
is created by the turbulence alone, i.e., a0=0 in Eq. �5�, and
is the sole cause of the scattering and the change in ray
height. The ray horizontal angle will be small, especially in
long range propagation, and we can approximate Eqs. �12�
and �9� by

�z � R��1
2 − �2

2

2
� � �x��2 + �1

2
� , �13�

where �x=x2−x1. In the numerical ray tracing procedure,
each cell has the same length �x. For the ith cell, and for
small horizontal angles, Eq. �9� gives

�i+1 � �i −
�x

Ri
. �14�

Note that the entry horizontal angle into cell i is the same as
the exit horizontal angle from cell i−1. Applying this for-
mula recursively, and taking the initial horizontal angle of
the ray at source to be �0, we have

�i+1 � �0 − 	
j=1

i
�x

Rj
. �15�

Substituting this into Eq. �13� for the ith cell gives the cu-
mulative height change at the exit of cell i to be

�zi+1 � �x
��i+1 + �i�

2

� �0 +
�x

2
�	

j=1

i
− �x

Rj
+ 	

j=1

i−1
− �x

Rj
�

= �0 − �x2�	
j=1

i
1

Rj
−

1

2Ri
� . �16�

Again, taking the assumption that the horizontal angles are
small, we can approximate Eq. �11� by Rj 
1 /aj. Equation
�16� then becomes

�zi+1 � �0 − �x2�	
j=1

i

aj −
ai

2
� . �17�

The gradient ai is different for each cell. However, for a
homogenous turbulence structure, all the ai’s are determined
from the same turbulence model, Eqs. �5� and �8�. They are
all proportional to the turbulence strength represented by the
square root of �0

2, i.e., the square of the standard deviation of
the fluctuating part of the index of refraction for a Gaussian
turbulence model. Hence we can write

aj = qj
��0

2, �18�

where the proportional factor qj is determined from Eq. �8�
for each cell. We can now rewrite Eq. �17� as

�zi+1 � �0 − ��0
2�x2�	

j=1

i

qj −
qi

2
� . �19�

This equation is independent of frequency. Moreover, all the
variables in the equation except �0

2 are independent of the
turbulence strength. For long range propagation, and for the
analogous shadow boundary diffraction model, the initial
horizontal ray angle �0 is small and close to zero. This
means that the ray tracing simulation needs only be done
once, for one turbulence strength, and the result can be ap-
plied to other turbulence strength through a simple scaling.
Although the factor qj is dependent on the Gaussian correla-
tion length �, in practice, � is generally taken as a constant
1.1 m in a Gaussian model.

C. Changes in shadow ray height due to turbulence

Since we are using a Gaussian turbulence model to gen-
erate the random realizations, we expect the resulting change
in height ��z� to exhibit Gaussian behavior. Figure 3 shows
the result of a simulation of the scattering of a horizontal ray
through a Gaussian turbulence atmosphere with �0

2 set to
3�10−6. The correlation length � is set to 1.1 m in this and
all subsequent calculations. The result is from 100 random
realizations of the turbulent atmosphere. The size of each
grid cell is set at 0.11 m, which is 1 /10 of the Gaussian
correlation length � to make sure that the randomly realized
refraction index fluctuations are properly sampled. The
changes in the ray height due to turbulence scattering at a
distance of 1 km were recorded. The cumulative probability
distribution function �CDF� of the height change is plotted in
the figure. It can be seen that the CDF looks similar to that of

1344 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Yiu Wai Lam: Turbulence scattered rays in shadow zone



an ideal Gaussian distribution of zero mean. From here on,
we assume that we could take the distribution of height
change ��z� in Eq. �19� over many random realizations to be
Gaussian with zero mean, and can be characterized by its
standard deviation.

We now need to determine the dependence of �z on
range. This comes out from the term in parentheses on the
right hand side of Eq. �19�. Again, the propagation of a hori-
zontal ray through 100 random realizations was used to
simulate the height changes due to turbulence. The turbu-
lence model is again Gaussian, with �0

2 set at 3�10−6. The
values of the standard deviation of the height change at every
20 m up to 10 km were calculated from the simulated real-
izations. Note that 0 m corresponds to the start of the shadow
zone. Figure 4 shows the result. The standard deviation’s
dependency with range is smooth, and is almost linear on a
log-log scale. The dependency is almost linear at short to
medium range up to 1 km. At longer range the standard de-
viation grows faster and a higher order curve is needed. It is

apparent that, up to the range of 10 km, the dependency on
range can be represented easily by simple regression curves.
This is a useful result since a simple regression curve would
allow us to calculate the standard deviation at any range
without needing to perform time-consuming ray tracing
through many random realizations again. Note that the size
of each grid cell in the numerical ray tracing is again set at
0.11 m, 1 /10 of the Gaussian correlation length �, in order to
sample the turbulence properly. Since the maximum range in
the simulation is 10 km, this requires calculation of ray re-
fractions over approximately 91 000 cells for each random
realization. This is obviously time-consuming, and the ability
to replace this with a simple regression formula is signifi-
cant.

As a simple choice, we used a linear regression for the
range from 0 to 1 km, and then a third order regression from
1 to 10 km. The resulting coefficients are listed in Table I.
An equation for the standard deviation of the height change,
�zSTD, for near horizontal propagation ��0
0� can now be
written as

�zSTD�x� =� �0
2

�ref
2 a11x for 0 	 x 
 1 km

=� �0
2

�ref
2 �a31x + a32x

2 + a33x
3� for x � 1 km.

�20�

The scaling, with respect to the turbulence strength, is taken
from Eq. �19�. The reference turbulence strength is set at
�ref

2 =3�10−5 to give more convenient values to the coeffi-
cients.

Equations �19� and �20� predict that �z can be described
by a Gaussian distribution and that it is proportional to ��0

2.
To test the dependence of the height changes on the strength
of turbulence, ray tracing simulations were repeated over a
range of �0

2 values from 1�10−6 to 7�10−5. The standard
deviations of the height changes at a number of distances
from the shadow boundary are plotted against the square root
of �0

2 in Fig. 5. It can be seen that the standard deviation
does indeed scale very well with ��0

2 at all the ranges. Also
shown in the graph as dotted lines are the standard deviations
that are calculated simply from Eq. �20�. The prediction from
the simple formula matches fairly well with the simulated
result from the full numerical ray tracing. The error is largely
less than 10%. In the 500 m case where the height change is
small the error can go up to 30%. There is also a tendency
for the simulated standard deviation to be slightly larger than
that from Eq. �20� at the extremes: when the range is �2 km
�very deep in shadow� and the turbulence strength is very
high ��5�10−5�. Overall, the simple equation is a good re-
placement of the time-consuming ray tracing simulation un-
der realistic conditions.
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ray after propagated 1 km through an atmosphere with a Gaussian turbu-
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FIG. 4. Dependence of the standard deviation of the scattered height statis-
tics with range. The turbulence model used to generate the 100 random
realizations is the same as that of Fig. 3.

TABLE I. Coefficients for the estimation of the standard deviation of height
changes in Eq. �20�.

Coefficient a11 a31 a32 a33

Value 0.13 0.10 3.2�10−5 −1.2�10−9
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V. TURBULENCE SCATTERED SHADOW RAY „TSSR…

MODEL

With the results from Sec. IV, we can now calculate the
shadow zone sound pressure in the presence of turbulence by
the following steps.

�1� The limiting ray that defines the shadow boundary in an
upward refracting atmosphere is first determined by a
single numerical ray tracing process in the absence of
turbulence.

�2� The shadow boundary geometry is replaced with an
equivalent configuration of a straight horizontal ray pass-
ing just above the top of a curved ground with geometry
defined by the original curve shadow boundary ray, as
shown in Fig. 1. This horizontal ray effectively defines
the line of sight in the modified ground geometry. In the
absence of turbulence, the sound pressure level in the
shadow zone is simply calculated as a barrier diffraction
problem with an impedance ground.

�3� In the presence of turbulence, the turbulence structure is
modeled as Gaussian, with the strength represented by
�0

2. The correlation length of the Gaussian spectrum � is
assumed to be fixed and equal to 1.1 m. The effect of
turbulence is to be represented by the scattering of the
ray height above the receiver.

�4� Equation �20� allows the standard deviation of the ray
height changes, �zSTD, due to turbulence to be calculated
at any range up to 10 km from the shadow boundary, and
for any turbulence strength �0

2.
�5� �zSTD is then used to generate random height changes

from a Gaussian distribution with zero mean. A positive
height change increases the height of the ray and there-
fore extends the height separation between the receiver
and the line of sight. This will then increase the attenu-
ation due to diffraction. Conversely, a negative height

change decreases the height of the ray and therefore re-
duces the height separation between the receiver and the
line of sight. The will then decrease the attenuation due
to diffraction. With each height change, a new diffracted
sound pressure level is calculated from the modified dif-
fraction geometry.

�6� Finally, the attenuation values calculated from all the
realizations are energy averaged to give the mean attenu-
ation due to shadowing in the presence of turbulence.

For simplicity, we abbreviate this procedure as the TSSR
model. To test the accuracy of the model, it was used to
calculate the sound pressure level in the shadow zone of
benchmark case 3 with the addition of turbulence. Since the
published benchmark case result does not include turbulence,
it is necessary to compare the result with a numerical calcu-
lation that has established accuracy. In this case, the standard
PE solution with the addition of the randomization procedure
of Gilbert et al.1 for the simulation of turbulence is used as
the reference. The same Gaussian turbulence structure is
used in both the PE calculation and the ray tracing calcula-
tion. The result for a moderate turbulence strength of �0

2=3
�10−6 is shown in Fig. 6. The PE prediction with no turbu-
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FIG. 6. Excess attenuation versus distance predicted by the TSSR model
�broken line� and PE �solid line� for the modified upward refracting bench-
mark case 3 with turbulence added. A Gaussian turbulence model is as-
sumed with a strength of �0

2=3�10−6. The dotted line is the PE prediction
for no turbulence. The vertical chained line indicates the estimated shadow
boundary at 300 m.
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lence is also shown in the figure to let the effect of turbu-
lence to be seen clearly. As mentioned before, this bench-
mark case is strongly upward refracting, with the shadow
boundary starts at about 300 m from the source, as shown by
the vertical chained line in the figure. Most of the range
shown in the figure is therefore in the shadow zone. At the
lowest frequency, 10 Hz, a sharp transition can be seen at the
shadow boundary at around 300 m where the calculation
changes from the normal ray tracing calculation before the
shadow boundary to the TSSR calculation beyond the
shadow boundary. The sharp change is of the order of 5 dB.
This change can be easily explained. Before the shadow, the
ground reflection detected by the ray tracing will be largely
in phase with the direct sound at this low frequency. Hence
the sound level increases by around 6 dB due to the ground.
Immediately behind the shadow boundary, the calculation
switches to the TSSR model since no rays arrive. Right at the
boundary, the diffracted ray is at line of sight between source
and the receiver. The attenuation given by the geometrical
diffraction model at line of sight is about 5 dB. Hence a
sudden increase in attenuation of about 5 dB is seen when
the calculation switches to the TSSR model at the shadow
boundary. Note that the 6 dB pressure level increase due to
ground reflection is still retained as the TSSR model also
accounts for the reflection by the ground behind the shadow
boundary. Hence the drop is only 5 dB. If the ground effect
is not included in the calculation behind the shadow, an
11 dB difference would have been seen. This shows the im-
portance of accounting for the ground effect even in the
shadow zone in this model. In principle, this sudden change

can be avoided if the effect of diffraction is introduced
gradually before the receiver hits the shadow boundary.
However, since the ray tracing model is not aimed at low
frequency applications, we have not made such adjustments
in our current model. Further into the shadow, the TSSR
prediction agrees very well with the PE prediction.

At the higher frequencies, 100 Hz and 1 kHz, the sud-
den change at the shadow boundary is no longer observable.
This is because the ground reflection is no longer in phase
with the direct sound at higher frequencies, and attenuation
starts to appear even before the shadow. At 100 Hz, the
TSSR prediction matches the PE prediction closely all the
way up to about 1 km. From then on, the PE result shows an
unexpected increase in level at ranges up to 4 km, then a
slight decrease afterwards. This variation resembles some
form of interference effect. Further testing of the PE suggests
that this is related to the combination of the specific 100 Hz
frequency and the particular Gaussian turbulence parameters
used, and is exaggerated by the extremely large sound speed
gradient of the benchmark case. For example, changing the
Gaussian length scale from 1.1 to 4 m changes the shape
notably, as shown in Fig. 7. Also, as shown later in Fig. 8,
this spurious increase is not seen when a higher turbulence
strength is used. Further investigation into this spurious be-
havior of the PE in combination with a Gaussian turbulence
model is, however, outside the scope of this paper, although
it could be an interesting subject for future work. Otherwise
the overall trends of the excessive attenuation predicted by
the two models appear to agree.
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FIG. 7. Same as Fig. 6�b� but with a Gaussian correlation length of 4 m.
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At 1 kHz, the TSSR predicts consistently smaller mag-
nitude of attenuation compared with the PE prediction. The
difference is around 5 dB up to 2 km, and increases to
around 10 dB or more at longer ranges.

The effect of larger turbulence is shown in Fig. 8, where
the turbulence strength is at a high level of �0

2=3�10−5.
This is considered to be the upper limit of turbulence that
one would normally encounter. With this high level of turbu-
lence, the attenuation in the shadow is severely limited,
reaching just over −10 to −20 dB at 10 Hz, and around
−20 dB at the higher frequencies even at 10 km into the
shadow. At 10 Hz, the TSSR prediction is still fairly close to
that of the PE model, but is consistently less than the PE
attenuation from about 1 km onwards. At 100 Hz, the agree-
ment is very good in the region up to about 5 km. The spu-
rious increase in sound level between 1 and 4 km, seen ear-
lier in the PE result in Fig. 6�b�, at this frequency does not
appear at this higher level of turbulence. From 5 km on-
wards, the TSSR predicted attenuation is again consistently
less than that from the PE. A similar trend is also observed in
the 1 kHz result. Overall, the results show that the TSSR
prediction has good agreement with the PE prediction at
short to medium range from the shadow boundary at all the
test frequencies. At ranges further than 3.5 km, the TSSR
predicts smaller attenuation values than the PE model.

As a further test of the reliability of the TSSR model,
predictions were made and compared against the measured

data of White and Gilbert.22 These data had been used by
L’Espérance et al.8 in their development of a heuristic ray
tracing model, although their comparison was not entirely
successful due to the absence of a proper turbulence model in
the shadow zone. Since the purpose of this paper is on the
diffraction and turbulence effect in the shadow zone, only the
upward refracting data are included in this comparison. The
meteorological parameters used are the estimated values
used by L’Espérance et al.8 �see Figs. 11 and 12 of Ref. 8�.
The estimated linear sound speed gradients for the two up-
ward refracting cases are −0.034 /s and −0.068 /s. The corre-
sponding values of �0

2 for the approximate Gaussian turbu-
lence are 1�10−6 and 2�10−6, respectively. The data set
includes two frequencies—a low frequency of 40 Hz and a
medium frequency of 630 Hz. The two cases are shown in
Figs. 9 and 10. In both cases the TSSR model predictions
agree well with the measured data, except at the shadow
boundary at 40 Hz where a sharp change of about 5 dB is
seen. This sharp change is due to the switch over at the
boundary from a hard ground effect at low frequency to a
diffraction calculation in the TSSR model. This has already
been discussed in detail earlier. It is interesting to note that
even with this sharp change, the predicted values are still
within the minimum to maximum range of the measured
values. This error is not seen at the higher frequency,
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FIG. 8. Same as Fig. 6 but with �0
2=3�10−5.
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FIG. 9. Excess attenuation versus distance predicted by the TSSR model
�thick broken line� and PE �solid line� against experimental data published
by White and Gilbert �Ref. 22�. The assumed sound speed gradient is
−0.034 /s, and �0

2=1�10−6. �, �, and � represent the maximum, mean,
and minimum experimental results of White and Gilbert �Ref. 22�.

1348 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Yiu Wai Lam: Turbulence scattered rays in shadow zone



630 Hz, where the agreement is very good. The agreement
between the TSSR model and the PE model in these realistic
cases is significantly better than that observed in the extreme
benchmark cases shown in Figs. 6 and 8 within the corre-
sponding horizontal ranges.

VI. CONCLUSIONS

In this paper, a simple analytical model has been devel-
oped for the scattering of rays due to turbulence in a shadow
zone. The model is based on the assumption of a Gaussian
turbulence structure, and makes use of the equivalence of ray
propagation in a refractive atmosphere over flat ground and
the propagation in a still atmosphere over a curved ground.
The equations are derived analytically in all but one aspect.
The equation for the standard deviation of the changes in ray
height due to turbulence is obtained from statistics generated
by numerical simulations. Nevertheless, this equation is
shown to be valid for a horizontal distance of 10 km over a
large range of turbulence strengths for an assumed Gaussian
turbulence structure.

This simple analytical model has been tested in a simu-
lated benchmark case and against previously published mea-
sured data at a variety of frequencies and turbulence
strengths. The excess attenuation predicted by the model in
the shadow zone has been shown to agree well with that
predicted by a standard PE solution in all the test cases at
distances up to 2 km from the shadow boundary. Right at the
shadow boundary, there is an error of up to 5 dB at low

frequency where the ground is effectively hard. This is due to
the step change of attenuation from hard ground pressure
doubling to a line-of-sight barrier screening effect in the
model. This error does not appear at frequencies higher than
100 Hz in the test cases. Further into the shadow zone, from
2 to 10 km, the model tends to predict less excess attenua-
tion than the PE.

The comparisons presented in this paper have shown
that the TSSR model provides fairly accurate predictions of
excess attenuation in the shadow zone at distances up to
2 km from the boundary under a variety of turbulence
strengths. The formulation of the model is based on ray trac-
ing, and is therefore well suited to such geometrical models,
which up to now have problems dealing with attenuation in
the shadow zone. The model can also be used as a simple,
standalone prediction tool for the attenuation in a shadow
zone due to turbulence.
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For the investigation of the physical processes of human phonation, inhomogeneous synthetic vocal
folds were developed to represent the full fluid-structure-acoustic coupling. They consisted of
polyurethane rubber with a stiffness in the range of human vocal folds and were mounted in a
channel, shaped like the vocal tract in the supraglottal region. This test facility permitted extensive
observations of flow-induced vocal fold vibrations, the periodic flow field, and the acoustic signals
in the far field of the channel. Detailed measurements were performed applying particle-image
velocimetry, a laser-scanning vibrometer, a microphone, unsteady pressure sensors, and a hot-wire
probe, with the aim of identifying the physical mechanisms in human phonation. The results support
the existence of the Coanda effect during phonation, with the flow attaching to one vocal fold and
separating from the other. This behavior is not linked to one vocal fold and changes stochastically
from cycle to cycle. The oscillating flow field generates a tonal sound. The broadband noise is
presumed to be caused by the interaction of the asymmetric flow with the downstream-facing
surfaces of the vocal folds, analogous to trailing-edge noise.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068444�

PACS number�s�: 43.28.Ra, 43.70.Gr, 43.50.Nm �AK� Pages: 1351–1361

I. INTRODUCTION

The interaction between applied airflow and the inner-
vated structure �i.e., oscillating vocal folds in the vocal tract,
see Fig. 1� is the basis for human phonation and therefore for
the resulting acoustic signal.1 Increased subglottal pressure
causes an airstream through the glottis and excites vocal fold
oscillations. The airstream is modulated and forms the pri-
mary voice signal. Subsequently, the voice signal is filtered
by the supraglottal tract and emitted as an acoustic signal
through the mouth.1

Identifying and analyzing the basic physical mecha-
nisms of sound production are of great interest for improving
medical treatment and for developing artificial vocal fold
implants in the future. On this account, many international
groups are engaged in experimental and theoretical ap-
proaches in voice research, with the common objective of
identifying the leading processes for the production of the

basic tone in human phonation. Therefore it is essential to
understand the behavior of the individual parts in this multi-
farious physic problem.

Experimental approaches can be divided into two main
groups, those using rigid models2 and those using oscillating
models.3,4

The major goal for experimental workers using rigid
models was the investigation of the flow field directly down-
stream of the vocal folds. Alipour et al.2 measured the veloc-
ity distributions in rigid glottal models and compared them
with the time-averaged velocity obtained in oscillating ex-
cised canine larynxes and also with numerical results. They
observed an asymmetric flow field downstream of the glottal
duct.

This asymmetry was also observed by Scherer et al.5

and Shinwari et al.6 who applied rigid vocal folds to inves-
tigate the pressure distribution of airflow within symmetric
and oblique glottal ducts. They compared divergent cross
sections at a steady inflow at different increasing transglottal
pressures and visualized the flow through the synthetic laryn-
geal model. Both the visualization and the pressure measure-
ments along the glottal duct showed asymmetric distributions
even within the symmetric glottal duct. Hence the results
supported the existence of the Coanda effect7 for the sym-
metric and the oblique glottal shape.

Due to the unsteady character of the flow through the
oscillating glottis Hofmans et al.8 applied an unsteady flow
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passing through a rigid glottal constriction with three differ-
ent pairs of vocal folds. During the experiments, the Coanda
effect occurred and the laminar jet downstream of the con-
striction became turbulent, but these two effects developed
very slowly. Therefore, for the dynamic process of oscillat-
ing vocal folds, the authors estimated a fully laminar and
symmetric flow within and downstream of the vocal folds
due to the unsteady flow behavior.

The conclusion of Hofmans et al.8 that the Coanda effect
and turbulence do not develop because of the long time
needed was disproved partially by Erath and Plesniak9,10 fol-
lowing a similar approach. They investigated static upscaled
models of the vocal folds with symmetric divergent glottal
ducts. In this work, the flow showed the Coanda effect for
low divergent angles and furthermore indicated a bimodal
flow state, i.e., the jet changed its attachment to a vocal fold
in a stochastic manner between cycles. They concluded that
this stochastic flow behavior causes the dipole nature of the
basic tone of the human voice.

The rigid model approach could not, however, provide
any certain information about the dynamic processes in the
larynx during phonation. Thus, new experimental setups
were developed, which included the oscillation of the vocal
folds, either externally driven or as self-sustained oscillating
vocal fold models.

The first approach was followed by Triep et al.4 who
developed an upscaled model of the vocal tract including
externally driven synthetic vocal folds. The working fluid
was water. Respecting the Reynolds and Strouhal numbers,
the investigated flow field showed that the Coanda effect
developed clearly. Additionally, large vortices were detected
developing in the shear layer of the jet and shedding down-
stream. The flow field was determined as fully three dimen-
sional. The vortex-shedding frequency was measured as five
times higher than the fundamental frequency of the glottis
displacement.

With a very similar setup Krane et al.11 analyzed in
more detail the unsteady behavior of the flow within an up-
scaled driven Plexiglas model, which also used water as the
working fluid. They observed a delayed onset of flow after
glottis opening and a flow breakdown before the total closure
of the glottis occurred. Furthermore, they showed strong de-
pendencies of the jet velocity, the volume flow, the vortex-

shedding rate, and the amplitude on the frequency of the
vocal fold oscillation behavior. They concluded that the os-
cillating flow is nonlinear in all phases of the vocal fold
oscillations and so cannot be assumed to be quasisteady at
any instant of the cycle. The results of Krane et al.11 imply
that all results obtained by using rigid vocal fold models for
the flow field have to be regarded with skepticism concern-
ing assumptions of the full fluid-structure-acoustic coupled
process.

In this context Park and Mongeau12 showed that the qua-
sisteady assumption seems to be valid for over 70% of the
oscillation cycle. Therefore they used a driven orifice model
with typical cross sections of the glottal duct and compared
the orifice discharge coefficients for steady and unsteady in-
flows. At the beginning and the end of a cycle the quasi-
steady assumptions became invalid because of an increasing
influence of viscous effects and the large acceleration of the
fluid and the synthetic vocal folds, which increased the un-
steady behavior. However, Zhang et al.13 measured the radi-
ated sound pressure and found good agreement with the pre-
dicted sound pressure, which was calculated on the
quasisteady assumption.

The above investigations show that for assumptions
about the fully coupled process of human phonation rigid
and driven models are only significant under certain condi-
tions. Whereas the fluid-structure-acoustic interaction is to-
tally neglected using rigid models, driven vocal folds fail to
satisfy the energy balance between the three physical do-
mains of fluid dynamics, structure dynamics, and acoustics.
It is certainly essential to develop a test setup for investigat-
ing the human phonation to reproduce the fully coupled vo-
cal fold vibration process including the acoustic sound pro-
duction. Therefore, Thomson et al.3 developed a synthetic
flexible model of a vocal fold in a hemilaryngeal configura-
tion. Applying a constant pressure gradient over the glottal
constriction, the vocal fold vibrated with a frequency of
about 89 Hz, which is almost in the range of typical human
phonation frequencies.

In recent work, Thomson et al.14 used a full glottis
model with two opposing synthetic vocal folds of the same
geometry and material as built before.3 They were able to
increase the oscillation frequency up to 120 Hz. In addition,
they simulated the flow problem two dimensionally with a
fully coupled numerical fluid-structure solver and obtained
good agreement with the results of experiments. The numeri-
cal results allowed detailed analysis of the transfer of energy
from the fluid to the moving structures by viscous forces and
pressure distribution at the surface. They supported the as-
sumptions that the periodic change from convergent to diver-
gent shape of the glottal duct is necessary for self-sustained
oscillations of the vocal folds.

Neubauer et al.15 investigated the near flow field just
downstream of synthetic vocal folds with the same physical
properties, which were developed by Thomson et al.,3 ap-
plying high-speed imaging, digital particle image velocim-
etry �DPIV� and statistical analysis, as well as principal
component analysis �also called empirical orthogonal
eigenfunctions16,17�, which enabled them to determine coher-
ent structures within a spatial-temporal dataset. They ob-
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plane

subglottal

supraglottal

FIG. 1. Schematic of the vocal larynx.
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served that the Coanda effect was forced by an asymmetry of
the glottal duct, caused by a released fixation of one vocal
fold as the authors described. Furthermore the jet changed
the vocal fold to which it is attached within one oscillation
cycle. In addition, Neubauer et al.15 detected a flapping of
the jet, which they related to vortex production. This dis-
played the transition from laminar to turbulent flow and to
vortex convection. They suggested that the flapping of the jet
is mainly caused by the vortices produced in the shear layers
of the jet.

The first aim of the present work is to reproduce the
human phonation process conserving the energy balance be-
tween the fluid, structure, and acoustic domain. Therefore it
was essential to produce self-sustained vocal fold vibrations
within a fluid-structure interaction, which generate a detect-
able acoustic signal in the far field of the experimental setup.
The authors are convinced that for imaging the human pho-
nation process with an experimental setup, a strong tonal
acoustic signal related to the basic tone of the human voice
has to be produced by the flow-induced vibrations of the
synthetic vocal folds.

Maintaining these basic conditions the second aim was
to investigate the full fluid-structure-acoustic interaction
within an experimental setup, which included synthetic vocal
folds similar to the models developed by Thomson et al.3

Therefore the process was investigated by high-speed visu-
alization of the flow and the oscillating vocal folds. The flow
field downstream of the artificial glottis was observed mainly
by using DPIV measurement techniques.

In a further step correlations between flow and structure
quantities and the acoustic pressure �AP� helped in identify-
ing the basic mechanism of the sound generation. Three
mechanisms important for sound production can be distin-
guished:

�I� the flow-induced structure vibration of the vocal
folds,

�II� the resulting pulsating mass flow downstream of the
glottis, and

�III� the stochastic turbulence in the flow region down-
stream of the vocal folds.

In this work, we neglected the first mechanism because
of the very high damping properties of the vocal folds. With
this experimental approach it was possible to identify the
leading structures in the dynamic flow field. Further the cor-
relation measurements gave a deeper insight in the processes
of the human sound production. It was possible to identify
the major acoustic source term.

II. EXPERIMENTAL SETUP

A. Physical parameters

To get a better understanding of the physical mecha-
nisms of voice generation, a special test facility has been
constructed. The basic design parameters of the synthetic
vocal folds are identical to those in the models used by
Thomson et al.3 Table I provides the main characteristic pa-

rameters, stating the dimensions of the human larynx, the
fluid parameters, and the dimensionless characteristic num-
bers.

B. Synthetic vocal folds

Figure 2 shows the design of the self-oscillating syn-
thetic vocal folds. The models were made by casting a liquid
polymer solution into a mold. The solution consists of a two-
part polyurethane composition: cure polymer Evergreen™
10 and Everflex™ for increased flexibility. The stiffness of
the cured rubber was varied by adjusting the mixing ratio of
the different compounds. The mixing ratio was set to 1: 3.33:
1 �Evergreen™ Part1: Everflex™: Evergreen™ Part2� to ob-
tain synthetic folds with Young’s modulus of E=6.5 kPa,
which is in the range of natural human vocal folds.3,18 How-
ever, the synthetic vocal folds, which were mounted in the
test channel, vibrated only at very small amplitudes. There-
fore, we additionally fabricated synthetic vocal folds with a
small mass body cast into each tip of the folds. The spherical
body consisted of lead with a weight of 0.433 g. Thereby the
synthetic vocal folds have an inhomogeneous material distri-
bution, which is also the case in real vocal folds.

C. Test channel

The geometric dimensions of the test channel were
adapted to the human vocal tract. Figure 3 shows a schematic
representation and also a photograph of the test rig. It con-
sists of an unsteady mass flow controller,19 which can deliver
both a constant and a pulsating mass flow rate comparable to
the human breathing process. A settling chamber with a
nozzle is connected to the mass flow engine followed by the
main test section, which is screwed over a flange. It contains
a honeycomb smoothing grid, which has the function of set-

TABLE I. Physical parameters for the investigation of the human voice.

Diameter of the larynx D=18–22 mm
Maximal glottis opening wG,max=1–3 mm
Pressure difference across the glottis �p=500–5000 Pa
Mean velocity Umean=20–40 m /s
Frequency f =100–200 Hz
Reynolds number

Re=
UmeanwG,max

�
=O�103�

Mach number
Ma=

Umean

c
=O�10−1�

Strouhal number
St=

fwG,max

Umean
=O�10−2�

Young’s modulus E=5–10 kPa

vocal folds

2

°

°

1

8
.9

11.45

50

3

FIG. 2. Geometry of the synthetic vocal folds �dimensions in millimeters�.
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tling down turbulence in the inflow of the main test channel
produced by the flow engine. The main test section with a
rectangular cross section of 15�17.8 mm2 includes the syn-
thetic vocal folds and consists of Plexiglas to allow optical
access. Downstream of the glottal duct there is a rectangular
extension of the same cross section as upstream with a length
of 230 mm, which corresponds to a simplified model of the
vocal tract. It guarantees that tracer particles do not disappear
into the environment. Additionally the flow field develops in
a more realistic way in comparison to the human physiology
than a model without extension. The length of the synthetic
vocal tract assured that the resonant back-coupling of stand-
ing acoustic waves can be neglected. Regarding the exten-

sion as a half open tube20 the resonant frequencies develop-
ing a standing wave can be calculated by fn=nc0 /4L with the
integer n, the speed of sound c0, and the length of the tube L,
which leads to the lowest resonant frequency of 373 Hz. This
frequency is higher than the dominant frequencies in the
present work by a factor of about 10. The synthetic vocal
folds were fixed at three sides to the test channel with a
two-component epoxy adhesive.

D. Measurement techniques

Several measurement techniques were used to investi-
gate both the flow field behind the synthetic vocal folds and
their oscillations, which are described in the following. Ad-
ditionally, the coherence of all signals was calculated with
the AP recorded by a microphone positioned outside the test
channel.

1. Pressure measurement

The unsteady pressure distribution was measured
12 mm upstream �UPU� and 7 mm downstream �UPD� of
the synthetic vocal folds. For this purpose, two pressure sen-
sors of type Sealed Gage 604 by Kulite21 were used. Their
signals were recorded at a sampling rate of 40 kHz. The
sensors are mounted in the bottom plate, each in a hole with
a diameter of 2.4 mm.

2. Optical measurements

By using the digital high-speed camera, Speedcam Visa-
rio 1500,22 we performed measurements both for the flow
field and the mechanical displacements of the vocal folds.

First, the flow field behind the vocal folds without the
additional mass �so the oscillations are just a few mi-
crometers� was recorded with a frame rate of 1 kHz and
a resolution of 1538�1024 pixels. A Nd:YAG �yttrium alu-
minum garnet� laser with doubled frequency �wavelength
�=532 nm� working in continuous mode was formed into a
thin laser sheet by a cylindrical lens and coupled into the test
channel via the outlet perpendicular to the synthetic glottis.
Tracer particles �water droplets� produced by a common
medical device for moistening the breathing air were inserted
over a drilling in the divergent part of the settling chamber.
The inner channel walls were cleaned after each measure-
ment point because of adhesion of the water droplets, which
obstructed the view on the laser sheet.

Second, the displacements of the vocal folds with addi-
tional mass were recorded with a frame rate of 4 kHz and a
resolution of 768�512 pixels. To obtain information about
the position within the oscillation cycle, the recordings were
triggered by the unsteady pressure signal of the sensor up-
stream of the glottis. Because of the very high frame rate and
the short exposure time for each picture, a special spotlight
was applied to obtain very strong and glimmer-free light.

3. Particle-image velocimetry „PIV…

PIV measurements were applied to determine the flow
field behind the oscillating vocal folds. For some basic ex-
planations of the PIV measurement technique, we refer to
Raffel et al.23 Each of the two frequency-doubled Nd:YAG
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lasers produced a thin laser sheet, which entered the test
channel via the outlet toward the main flow direction. They
were oriented perpendicular to the artificial glottis in the
middle of the channel dividing the vocal folds in transversal
direction. The lasers were operated in Q-switch mode. One
pulse lasted between 5 and 10 ns and the lasers worked with
a time delay of 2 �s. The generation of the tracer particles
was done analogously to the high-speed visualization of the
flow field except that the water was mixed with glycerin
�mixing ratio water to glycerin 4000:1� to prevent the water
droplets from evaporating. It was also necessary to clean the
inner walls of the channel walls after each measurement
point. A charge-coupled device camera was placed above the
test channel to record the flow field just behind the synthetic
vocal folds. The dimensions of the investigated area were
30.2�24.2 mm2. The whole test system was controlled via
the PIV processor, FlowMap 2550 �Dantec24�. The calcula-
tion of the vector plots of the flow velocity and the postpro-
cessing was performed by the software program FLOWMAN-

AGER �Dantec� and our own postprocessing tools based on
MATLAB.

Since the observed phenomena indicate a periodically
unsteady fluid-structure coupled problem, the PIV recordings
were triggered by the unsteady pressure sensor, which was
located 12 mm upstream of the artificial glottis. Thereby it
was possible to determine the flow field at a certain phase
angle within an oscillation cycle of the synthetic vocal folds.

4. Hot-wire anemometry/constant-temperature
anemometry „CTA…

For the time-resolved determination of the turbulent ve-
locity fluctuations, a one-wire probe was used. This probe
was positioned in the test channel 35 mm behind the syn-
thetic vocal folds in the center point of the cross section. The
probe was operated in the constant-temperature mode, that
is, the temperature of the wire and thus its electrical resis-
tance are held constant. Therefore, the wire is inserted in a
Wheatstone bridge circuit to readjust the resistance of the
wire by adjusting the bridge. Applying a probe with a 5 �m
diameter wire in the constant-temperature mode, a maximum
fluctuation frequency of the flow velocity of 1.2 MHz can be
resolved. The sampling rate during the measurements was
44 kHz. So, during each measurement, approximately 2.64
�106 data points were recorded and stored in a file, which is
equal to measurement time of 60 s. For more basic informa-
tion about the CTA, especially the calibration of the system,
see Ref. 25.

5. Laser-Doppler vibrometry „LDV…

To measure the oscillations of one synthetic vocal fold,
the laser-Doppler vibrometer of Polytec26 was used. The la-
ser beam was coupled into the test channel via the outlet. The
laser spot was located in the center of the frontal surface of
one synthetic vocal fold. To improve the reflective properties
of the synthetic fold, the frontal face was painted with a
silver lacquer pen. The laser beam was reflected at the
painted surfaces and interfered with a reference beam. Be-
cause of the interference signal due to the superposition of

the Doppler-shifted scattered laser beam and the reference
beam, the axial velocity and thus the displacement of the
laser-spotted point could be determined fully time resolved.

6. Microphone measurements

For measuring the acoustic sound, a microphone �Type
BK 2669� with spherical characteristics was placed 120 mm
behind the outlet and 30 mm above the test channel. Further-
more, the microphone was inclined at about 45° to the axis
of the test channel.

E. Analysis methods

1. Particle-image velocimetry

To increase the accuracy of the two-dimensional �2D�
velocity field of one phase angle, the flow field was calcu-
lated by averaging 300 single vector plots obtained by mea-
suring one phase angle over 600 times. Thereafter the single
plots were divided manually into those on which the jet was
attached to either the upper or the lower vocal fold. This
procedure was processed for six time points within an oscil-
lation cycle.

To investigate the positions of maximum deflection
within the 2D flow field, the standard deviation of the flow
velocity of one time point was calculated. In analogy with
the turbulent kinetic energy27 k= �1 /2�uiui, here the square of
the standard deviation � is regarded.

k = �2 =
1

2

�h=1
n ��u1

h�2 + �u2
h�2�

n − 1
. �1�

ui
h= Ūi−Ui

h denotes the turbulent fluctuations of the ve-

locity, Ūi denotes the sample-averaged velocity, Ui
h denotes

the instantaneous velocity, i=1,2 denotes the index of the
spatial directions in the plane, and n denotes the number of
measured values of the flow velocity at one position in the
2D plane for one phase angle. Equation �1� determines the
squared deflection of the flow velocity including the turbu-
lent fluctuations from cycle to cycle and the fluctuation of
the jet position just downstream of the artificial glottis.

2. Synchroneous measurement techniques

For determining the coherence between the acoustic
sound, the unsteady pressure, the flow velocity fluctuations,
and the mechanical surface velocity of the synthetic vocal
fold, all signals were measured synchronously. They were
amplified and controlled by our own software program based
on LABVIEW. The measurement time was 60 s using a sam-
pling rate of 44 kHz. The calculations of the coherence be-
tween time-discrete signals were done in MATLAB. From
these calculations, we obtained the coherence of the mea-
sured signals. The coherence reveals basic relations between
the different signals and therefore deliver important informa-
tions about the physics of the fluid-structure-acoustic inter-
actions occurring within human voice phonation.
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III. RESULTS

To give a short overview, Table II lists an outline of the
processed measurements with the associated flow rate and
Young’s modulus depending on the material configuration of
the synthetic vocal folds.

In a first step, a pair of homogeneous vocal folds with
Young’s modulus of E=6.5 kPa was used. It showed no rec-
ognizable oscillation and produced no tonal acoustic signal
in the far field. The glottal width was estimated to be be-
tween 0 and 2 mm depending on the flow rate passing the
vocal folds.

Due to these facts, the dynamic displacements were in-
vestigated applying LDV. The time signal of the velocity of
the observed vocal fold was transformed by fast Fourier
transform to obtain the spectral character of the structural
velocity. Figure 4 shows the amplitude spectra of the velocity
of the vocal fold for different flow rates. One can see that for
each flow rate, the velocity shows a clear maximum. Further-
more, the frequency of the oscillation at the maximum am-
plitude decreases with increasing flow rate, whereas the
value of the maximum amplitude simultaneously increases
nonlinearly. This behavior could be interpreted as a resonant
response of the vocal folds to the increasing flow rate. Even

if the fluctuations of the structural velocity were in the range
of 10−4 m /s for all flow rates, which leads to a displacement
in the range between 10 nm and 10 �m. Nevertheless, the
amplitude spectra show that the frequency of the vocal folds’
motion was well located in the range of frequency occurring
during human voice phonation.

To determine the quasisteady flow structures behind the
homogeneous vocal folds, the flow field was visualized two
dimensionally �Fig. 5�. A jet arose from the narrowest gap of
the artificial glottis, separated from one vocal fold, and at-
tached to the other. The phenomenon is characterized by the
Coanda effect and is well described in literature �see, e.g.,
Refs. 28, 9, and 10�. Furthermore, the jet stochastically
changed the side to which it was attached. Under these con-
ditions, two recirculation areas occurred in the wake, which
were not stationary but interacted with the surrounding flow
in a chaotic manner and therefore produced turbulent struc-
tures. The major vortex expanded over the whole width of
the channel whereas the smaller one is located between the
jet and the downstream-facing surface of the attached vocal
fold. The jet fluctuated in a small range although it attached
to one vocal fold. A similar behavior was reported by Shin-
wari et al.,6 who used rigid models of the vocal folds made
of Plexiglas to obtain full optical access into the artificial
glottis. They referred the flapping jet to small instabilities in
the shear layers of the jet. However, with the present experi-
mental setup, the flapping was mainly caused by the weak
oscillations of the vocal folds themself.

The reason for the low oscillation amplitudes could be
the lower pressure difference over the glottal duct because of
the synthetic vocal tract. Other models as that used by Neu-
bauer et al.15 did not have a synthetic vocal tract and pro-
duced vocal fold vibrations with higher amplitudes. In those
cases the pressure directly behind the glottal exit amounts
enviromental pressure. The vocal tract extension causes a
higher pressure than enviromental pressure at the glottal exit
and therefore a lower pressure difference over the glottal
constriction.

To increase the oscillation amplitude, a multilayer model
of the vocal folds was used, in which a rigid mass body had
been integrated in each tip of the synthetic vocal folds. This
mass body increased the inertia of the tip region and roughly
simulated the higher inertia of the mucous membrane �squa-
mous epithelium� and the lamina propria due to its high por-
tion of fluid. Thereby an oscillation of the vocal folds could
be generated with a maximum glottis width of 2 mm. Addi-
tionally they produced a clear hum in the acoustic far field.
The oscillation frequency was determined as 33 Hz using the

TABLE II. Outline of the measurements at the two material configurations.

Synthetic vocal folds

Homogeneous
Inhomogeneous/

multilayer

Visual. of the flow field Visual. of vocal fold oscillation
Q=15–25 1 /min Q=23.03 1 /min
E=6.5 kPa E=6.5 kPa

Structure oscillation �LDV� Supraglottal velocity field �PIV�
Q=9.72–33.06 1 /min Q=29.07 1 /min
E=6.5 kPa E=6.5 kPa

Synchroneous measurements
Unsteady pressure upstream and
downstream of the glottis
Unsteady flow velocity �CTA�
Structure oscillations �LDV�
Acoustic field �microphone�
Q=23.03 1 /min
E=6.5 kPa
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unsteady pressure signal upstream of the synthetic vocal
folds, which is lower than the characteristic frequency in
human voice production. It is assumed that the prestress in
synthetic models was significantly lower than in human vo-
cal folds. Nevertheless, the production of a clear tonal com-
ponent in the acoustic signal suggests that the physical pro-
cess of the sound production is similar to human sound
production. Furthermore, the glottal form of the synthetic
vocal folds showed a very good consistency with the real
folds during the whole oscillation process.

The oscillation frequency remained approximately con-
stant on increasing the flow rate, as Fig. 6 shows. The vibra-
tion started at a flow rate of about 5 l /min with a frequency
of approximately 33 Hz, where it stayed constant up to
15 l /min. Thereafter, the frequency further increased to
35 Hz at a flow rate of about 56 l /min. In contrast, the am-
plitude of the oscillating synthetic vocal folds was lower than
0.1 mm for flow rates up to Q=15 l /min, increased to ap-
proximately 0.6 mm at Q=20 l /min, and to about 1 mm at
Q=30 l /min before the amplitude slowly declined �Fig. 6�.
Note that the amplitude of the oscillation shown here is ori-
ented in the axial flow direction of the test channel and dis-
plays the amplitude of a point in the middle of the
downstream-facing surface of one vocal fold. The axial am-
plitude of a point near the artificial glottis was larger.

A time sequence of the oscillation process is displayed
in Fig. 7. It shows the periodic opening and closing of the
artificial glottis in selected pictures, recorded with the digital
high-speed camera. As synchronized reference value the
pressure fluctuation upstream of the glottis was used. The
temporal pressure distribution was characterized by a nearly
ideal sinusoidal behavior. The cycle started at the phase
angle �=0 with a fully closed glottis. A certain pressure
force was needed to open the glottis. Its value depended on
the stiffness of the vocal folds. Considering the different in-
ertias of the fluid and the folds, the pressure still increased
after opening until the flow was accelerated to a certain
amount and thus the pressure was reduced. The higher inertia
of the synthetic folds caused a further increase in the glottal
width to its maximum of wG,max=2 mm at a phase angle of
�=�. At this point, the pressure and the shear forces of the
fluid on the folds were in balance with the elastic forces of
the material of synthetic vocal folds. The pressure further
decreased because of the ongoing acceleration of the fluid
within the glottis, which initiated the closing process.

With continuing fluid acceleration, the pressure de-
creased until the pressure drop was too low and the glottal
area too small, so the flow decelerated. After that, the pres-
sure reached its minimum between �= 4

3� and �= 3
2�. Due to

the inertia of the synthetic vocal folds, the glottis completely
closed until the pressure achieved the value to open it again
and a new cycle started.

At this point, we emphasize that the whole process can-
not be explained without the complex fluid-structure interac-
tion. The phase shift between the glottis opening and the
pressure distribution downstream of the glottis is the result of
the energy flow between the fluid and structure domain. This
was also observed by Thomson et al.14 who calculated the
energy transfer between the flow and the synthetic vocal
folds within a 2D finite element simulation. It shows that
reproducing the whole process including the acoustic pro-
duction is necessary for artificial physical and also numerical
models, which are able show the full fluid-structure-acoustic
interactive behavior.

The investigation of the time-dependent flow structures
during the phonation process was done by using PIV at a
volume flow rate of Q=23.03 l /min �which represents a
characteristic human volume flow rate during phonation�.
Figure 8 displays two single vector plots at the same phase
angle for different oscillation cycles. In both cases the
Coanda effect occurs. However, the jet changes the side sto-
chastically to which it is attached. Therefore, the flow shows
a bifurcation, which means that the flow can take on two
stable states. Depending on small stochastic disturbances in
the oncoming flow, the jet is irregularly attached to one of
the vocal folds. To increase the accuracy an averaging of the
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vector plots at a certain phase angle was performed. How-
ever, averaging all single vector plots at one phase angle
would yield a flow field containing both stable states show-
ing two jets arising from the glottis, which would be sym-
metrical to the center line. Thus, it was done by using 300
selected pictures on which the flow is attached to the upper
vocal fold. For this task, we recorded over 600 single vector
plots. Figure 9 shows the phase-averaged flow field for four
phase angles. The contour shows the distribution of the tur-
bulent kinetic energy k. The phase averaging was done to
obtain a higher accuracy of the PIV data, in contrast to single
vector plots �see Fig. 8�.

Figure 9 shows the velocity distribution in the center
plane orthogonal to the glottis at four different time steps
during an oscillation cycle. Furthermore the deflected glottal
duct and the direction of the jet are schematically sketched at
the same phase angles in Fig. 10. Due to the complete clo-
sure of the glottis at �=0, the flow through the glottis almost
totally stopped. The maximum velocity in the measuring area
at this time was about u=6 m /s. The flow field of Fig. 9
showed a large recirculation area expanded over the whole
height of the channel. In the following phase angle �= 1

3�,
the glottis started to open and a jet was formed through the
glottis, which was attached to the upper vocal fold. The sepa-
ration point of the jet was located at the downstream-facing
edge of the vocal fold. This resulted in a large angle between
the jet axis and the center line of the channel. Due to the
movement of the separation point, the angle slightly in-

creased at �= 1
2�. Furthermore the jet velocity increased to

its maximum value of u=22.5 m /s at �=�, at which the jet
was fully accelerated. The changed geometry of the glottal
duct and the higher velocity resulted in a movement of
the separation point in the upstream direction �see �=� /2,
�=�, and �= 5

3� in Figs. 9 and 10�. The jet axis rotated
toward the center line because the separation point from the
upper vocal fold went further upstream. That is, the angle
between the jet axis and the center line became sharper with
time and was nearly zero shortly before the full closure of
the glottis occurred.

Summarizing, we can state that the separation point of
the attached jet moved during the phonation process. Hence,
the pulsating jet interacted with the back side of the vocal
folds and generated an unsteady oscillating pressure distribu-
tion on it. Similar sound generation processes can be ob-
served in trailing-edge noise29,30 or the aeolian tone produc-
tion around cylinder-shaped geometries �see Ref. 31�. As a
result of the Coanda effect, the pressure distributions on the
downstream-facing surfaces of the vocal folds were not sym-
metrical. Furthermore, the pressure difference over the chan-
nel height at the orthogonal faces of the vocal folds was
much larger during the cycle in comparison with the case of
a symmetric jet through the glottis. This could be due to the
Coanda effect interacting with the vocal folds as the sound
generation mechanism at higher frequencies similar to
trailing-edge noise. However, these observations require fur-
ther detailed investigations.

As already mentioned above, Fig. 9 shows the distribu-
tion of the square of the standard deviation of the velocity
described as the turbulent kinetic energy k �Eq. �1�� at dif-
ferent time steps. The value k contains several effects. In
addition to the uncertainties, there were differences in the
flow distribution for the same phase angle in different oscil-
lation cycles. Only selected PIV data, for which the jet at-
tached to the same vocal fold, were used to calculate k. The
reasons for the fluctuations of the flow field can be explained
on the one hand by the stochastical fluctuations of the flow
velocity produced in the shear layers of the jet and on the
other hand by the different jet positions from one cycle to
another. The highest amount of turbulent kinetic energy de-
veloped in the core region of the jet just after entering the
supraglottal area �see, e.g., �=� /2 in Fig. 9�. This means
that the largest contribution to the energy of the fluctuations
results from the differences in the jet angle. The reasons for
this behavior are small instabilities of the exact position of
the separation point at each phase angle from cycle to cycle.

In the present study, we could not observe a change in
the jet from one vocal fold to the other within the same cycle
as was found in the work of Neubauer et al.15 The jet is
attached to the same vocal fold during the whole cycle. How-
ever, the jet changed its position stochastically from one
cycle to the following. The oscillations of the vocal folds are
nearly symmetrical. This is in agreement with measurements
on patients with healthy voice phonation �see Ref. 32�.

During the investigations of the oscillation of the syn-
thetic vocal folds and the flow field downstream of the glot-
tis, a clear tonal sound could be detected in the test rig.
Superimposed on this aeolian sound, a broadband sound oc-

FIG. 8. Velocity vector plots of single PIV measurements with the jet at-
tached either to the upper or lower synthetic vocal fold; the y ordinate
displays the transversal and the x ordinate the longitudinal direction of the
supraglottal region in human anatomy.
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curred. To identify their acoustic source processes, simulta-
neous measurements for determining were performed. There-
fore, the coherence of the UPU and UPD of the synthetic
glottis, and the unsteady flow velocity �CTA� at the center
point of the channel in the downstream region of the vocal
folds, with the AP in the far field was calculated.

Figure 11 displays the amplitude spectra of all measure-
ments. The acoustic signal contained oscillations with high
intensities at frequencies lower than 10 Hz. The reason for
these high intensity oscillations can be explained by the en-
vironmental noise. The major peak in all signals occurred at
33 Hz, which is directly related to the oscillation of the vocal
folds, which is confirmed by the amplitude spectra of the
vocal folds’ velocity �black dashed line in Fig. 11�. This sig-
nal was measured by LDV. Furthermore, the higher harmon-
ics of the fundamental frequency are present and clearly vis-
ible in all spectra. Except for the spectrum of the unsteady
flow velocity, the major peaks are equal to the oscillation of
highest intensity at the fundamental frequency of f =33 Hz.
This discrepancy resulted from the location of the hot-wire
sensor within the flow field. The probe was located outside
of the large recirculation area, which was formed during the
opening phase of the cycle just downstream of the glottis.
The wire was placed perpendicular to the synthetic glottis.
Because of the increase in the volume flow rate after glottis

opening, the shedding of the recirculation area, and the limi-
tation of the hot-wire sensor due to the oncoming flow
angle,25 the major peak in the spectrum of the flow velocity
occurs at the third harmonic frequency of 99 Hz. Addition-
ally to the harmonic results, some sharp peaks at frequencies
between f =50 and 700 Hz occurred with a frequency step of
50 Hz. They are caused by the voltage supply. Moreover, a
broadband sound contribution at higher frequencies �f
	1000 Hz� could be observed.

Figure 12 shows the coherence of the three signals mea-
sured in the flow region �UPU, UPD, and CTA� with the AP
in the far field. Here, a coherence of 0 means no correlation
and a coherence of 1 full correlation of the regarded signal
with the AP at a certain frequency. The pressure upstream
�solid black line� and downstream �solid gray line� of the
glottis conform very well with the acoustic sound radiation at
the fundamental frequency and their higher harmonics with a
coherence of over 0.9. Also, at higher frequencies, there is a
high coherence of partially over 0.9 due to the broadband
noise for frequencies larger than 1000 Hz. In contrast, the
unsteady velocity �dashed black line� only correlates well
with the acoustic signal at the oscillation frequency and its
higher harmonics. For f 	1000 Hz there is no coherence.
Considering the acoustic analogy of Lighthill33,34 the turbu-

FIG. 9. Vector plot of the phase-averaged flow velocity and contour plot of the turbulent kinetic energy k behind the oscillating vocal folds’ models at four
instants of an oscillation cycle.
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lent sound generation is related to turbulent fluctuations of
the flow velocity. The lack of coherence between the flow
velocity and the AP indicates that the turbulent structures
produced in the shear layer of the jet did not make a domi-

nant contribution to the noise generation in the phonation
process. Furthermore the maximum velocity of 22.5 m /s
�Ma
0.1 within the jet� was to low that it created a deter-
minative acoustic source term in the shear layer.

IV. CONCLUSION

The paper reports an investigations of flow-induced vi-
brations of artificial vocal folds. They are integrated in a
channel, which partly simulated the vocal tract in the supra-
glottal region. This extension of the channel results in a
lower pressure difference across the vocal folds, which is
suggested to be the cause for the small vibration amplitudes.
To increase these amplitudes, we included mass body made
of lead in our synthetic vocal folds a spherical, which re-
sulted in a lower frequency of the oscillations compared with
the real human phonation process. Besides this discrepancy,
the present test rig could reproduce the whole flow-induced
phonation process in a channel. The complex interaction be-
tween the fluid and the structure of the artificial vocal folds
turned out to be important. It shows a phase shift between
the unsteady pressure distribution upstream of the glottis and
the structural oscillations of the vocal folds, which depended
on the elasticity forces within the material and the inertia of
the fluid and the vocal folds. The jet through the glottis was
attached to one vocal fold and therefore separated from the
other. Hence, it is bent to one side at the exit of the glottal
duct and formed an asymmetric flow distribution in the su-
praglottal region. The separation point moved during one
cycle along the surface of the vocal folds, which resulted in
a flapping jet angle between the axis of the jet and the center
line of the channel. Moreover, the jet stayed attached to one
vocal fold during one cycle but changed the sides in different
cycles in a stochastical manner. The sound production is as-
sumed to be caused by the interaction of the separated un-
steady jet flow with the downstream-facing surfaces ot the
vocal folds. The authors suggested that the oscillating pres-
sure field at the surfaces generate a broadband noise analogi-
cally to trailing-edge noise concerning aircraft. It produces
an oscillating pressure field. The high-frequency vortex
structures in the shear layers of the jet played a minor role in
the sound-generating process. The tonal sound was directly
related to oscillation frequency of the synthetic vocal folds.
It was produced by the oscillating flow rate due to the peri-
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FIG. 10. Schematics of the glottal duct at different phase angles in the
oscillation cycle of the vocal folds with the location of the separation point
of the jet.
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odic opening and closing of the glottis. This tonal sound is
the major sound-generating process in the test rig.

Future investigations will include detailed studies with
different material parameters of multilayer vocal folds and
the inclusion of the longitudinal tension within the vocal
folds with the aim of imitating the human phonation process
in a more realistic way.
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I. INTRODUCTION

The objective of the present study is the derivation of an
approximate analytical description of the modal structure in
a deep ocean acoustic waveguide. Traditionally this issue is
addressed proceeding from the mode coupling equations.1–5

These equations are complicated and therefore usually they
should be treated numerically. In this paper, an alternative
approach is discussed. We argue that a simple �albeit rough�
analytical description of the modal structure in a fluctuating
ocean can be obtained by combining �i� ray-mode relations
expressing the mode amplitude through solutions of ray
equations6–9 and �ii� stochastic ray theory.10–12

Neglecting the horizontal refraction, we consider a two-
dimensional environmental model with the sound speed field
c�r ,z� �r is range, and z is depth� presented in the form
c�r ,z�=c0�z�+�c�r ,z�, where c0�z� is a smooth �background�
sound speed profile, and �c�r ,z� is a weak perturbation in-
duced by random internal waves with statistics determined
by the empirical Garrett–Munk spectrum.13 In the presence
of perturbation, the ray paths exhibit chaotic behavior.14–16

They become very sensitive to small variations in starting
parameters: the difference between vertical coordinates of
two initially close paths grows with range �on the average� as
exp��r�, where ��0 is the Lyapunov exponent. In the deep
sea �=O�0.01 km−1� and at megameter ranges, the ray
chaos is well developed.14,16 Manifestation of ray chaos at a
finite wavelength is called the wave chaos. The complicated
range dependence of the modal structure is an important as-
pect of this phenomenon.

In recent years it has been demonstrated that, even under
condition of ray chaos, the ray-based description of the
sound field in a deep ocean can properly predict many im-
portant features of the arrival pattern at megameter
ranges.16,17 What is especially important in the context of the
present study, the statistics of chaotic rays can be approxi-
mately described analytically. In Refs. 10–12 and 18, it is

shown that such a description can be obtained by replacing
the Hamilton �ray� equations expressed in terms of the
action-angle canonical variables with stochastic Langevin
equations. Earlier a similar approach was derived in Ref. 19
in terms of the momentum-position variables.

Our idea consists in applying the stochastic ray theory
for investigating the modal structure. This is done using the
known analytical relations that allow one to express the
mode amplitude through parameters of the ray paths. The
ray-mode relations are based on the fact that the normal
mode is formed by contributions from rays whose action
variables at the range of observation are determined by the
quantization rule.6–9 These rays we call the mode rays. They
play the same role in evaluating the mode amplitude as the
eigenrays play in evaluating the wave field at the given ob-
servation point.

Under conditions of ray chaos the number of mode rays
contributing to the given mode grows with range exponen-
tially and rapidly becomes very large. Assuming that their
phases are independent we sum up these rays incoherently.
The sum has been estimated using the stochastic ray theory
from Refs. 10–12 and 18. As a result an approximate ana-
lytical expression for a coarse-grained distribution of acous-
tic energy between normal modes has been obtained.

When considering a transient wave field, our attention is
focused on the mode pulses, that is, sound pulses carried by
individual modes. It is shown that the temporal structure of
the mode pulse to a significant extent is determined by the
travel times of mode rays. The use of stochastic ray theory
has made it possible to estimate the spread and bias of the
mode pulse caused by internal waves. It turns out that for
high modes the spread and bias grow with range like r3/2 and
r2, respectively. First these range dependencies were found in
Ref. 20 on the basis of numerical simulations. Later an ana-
lytical estimate for the spread was derived in Refs. 11, 21,
and 22.
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II. RAY STRUCTURE OF THE WAVE FIELD

A. Parabolic equation

Consider a monochromatic sound field at an angular car-
rier frequency �. In the parabolic equation approximation,
its complex amplitude is presented in the form

v�r,z,�� = r−1/2u�r,z,��eikr, �1�

where k=� /cr is a wave number in a reference medium with
the sound speed cr, and u�r ,z ,�� is an envelope function. It
is assumed that u�r ,z ,�� obeys the standard parabolic
equation23,24

2ik
�u

�r
+

�2u

�z2 − 2k2�U�z� + V�r,z��u = 0, �2�

where

U�z� =
1

2
�1 −

cr
2

c0
2�z�

�, V�r,z� =
�c�r,z�

cr
. �3�

The z-axis is directed upward and the sea surface is located
at z=0.

A transient wave field excited by a pulse source can be
synthesized out of solutions of Eq. �2� at different carrier
frequencies as

ṽ�r,z,t� = r−1/2� d��u�r,z,���s����ei���r/cr−t�, �4�

where s��� is the spectrum of an initially radiated pulse.

B. Geometrical optics

In the geometrical optics approximation, the solution to
Eq. �2� is expressed through parameters of ray
trajectories.14,16,19,25 In the unperturbed waveguide �V=0�,
the ray path obeys the Hamilton equations dz /dr=�H /�p
and dp /dr=−�H /�z, where H= p2 /2+U�z� is an unperturbed
Hamiltonian and p is the momentum. The latter is related to
the ray grazing angle � through p=tan �. In the presence of
perturbation, H should be replaced by H+V.

The contribution from a single ray to the total wave field
is

u�r,z,�� = A�r,z�exp�ikS�r,z�� , �5�

where A and S are the ray amplitude and eikonal, respec-
tively. The eikonal S is an analog to Hamilton’s principal
function in classical mechanics and it is given by an integral

S =� �pdz − �H + V�dr� �6�

running over the ray path.14,26

1. Action-angle variables

Consider an unperturbed waveguide and for simplicity
assume that the function U�z� has a single minimum. In this
�range-independent� waveguide, each ray is periodic and the
Hamiltonian H remains constant along the trajectory. The
action variable I is defined as an integral over a cycle of the
ray path25,26

I =
1

2�
� pdz =

1

�
�

zmin

zmax

dz	2�H − U�z�� , �7�

where zmin and zmax are the lower and upper turning depths,
respectively, satisfying the condition U�z�=H. Equation �7�
defines function H�I� expressing the Hamiltonian as a func-
tion of action. The canonical transformation

p = p�I,��, z = z�I,�� �8�

connecting the position-momentum and action-angle vari-
ables is defined by equations p=�G /�z and �=�G /�I, where
G�I ,z� is a generating function. For p�0,

G�I,z� = �
zmin

z

dzP�I,z�, P�I,z� = 	2�H�I� − U�z�� . �9�

If p�0, G�I ,z� should be replaced by 2�I−G�I ,z�. The
angle variable � can be interpreted as a phase of the ray path.
According to the above definition, it belongs to the interval
from 0 to 2�. To make � continuous, its value should be
increased by 2� at the beginning of each new cycle. This is
a standard procedure.26

The canonical transformation determined for the unper-
turbed waveguide, formally, can be used in the perturbed
waveguide �with V�0� as well. In the presence of perturba-
tion, the ray equations take the form

dI

dr
= −

�V

��
,

d�

dr
= 	 +

�V

�I
, �10�

where 	�I�=dH�I� /dI is the spatial angular frequency of the
ray path oscillation in the unperturbed waveguide. The cycle
length of the unperturbed path is D�I�=2� /	�I�.

In what follows, we will use functions I�r , I0 ,�0� and
��r , I0 ,�0� to denote the action and angle of the ray path at
range r. Arguments I0 and �0 are initial values of these vari-
ables at r=0. Sometimes it will be more convenient to use
similar functions I�r , p0 ,z0� and ��r , p0 ,z0�, where p0 and z0

are initial momentum and coordinate of the ray path, respec-
tively.

2. Ray travel times

A signal arriving at the observation point through a par-
ticular ray path—we call it the ray pulse—can be evaluated
by substituting Eq. �5� into Eq. �4�. Since both A and S do
not depend on �, it is easy to see that the travel time of a ray
pulse is

t = �r + S�/cr. �11�

Properties of travel times for both regular and chaotic rays
are described in detail in many publications �see, e.g., Refs.
11, 14, 16, 23, and 27�. In this section, we present only two
formulas that will be used below.

The first of them is a simple estimate of the ray travel
time in a range-independent waveguide �V=0�. It follows
from Eqs. �6�–�9� that at 1 cycle of oscillations the eikonal of
a ray with action I increases by 2��I−H�I� /	�I��. Therefore
at range r the travel time is approximately equal to
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t̄�I,r� = �1 + I	�I� − H�I��r/cr. �12�

In what follows, the argument r of function t̄�I ,r� will be
omitted.

The second formula gives an estimate for the difference
between travel times of two rays escaping a point source
with close launch angles. Then the starting actions of both
rays are also close and we denote their mean value by I0. Let
N1 and N2 be the numbers of cycles of these two rays, and t1

and t2 be their travel times at the range of observation. At a
long range where N1,2
1 and �N=N2−N1=O�1�, the differ-
ence �t= t2− t1 can be roughly estimated as

�t = 2�I0�N/cr. �13�

Initially, this result was derived for the range-independent
waveguide.27–29 But recently it has been found that Eq. �13�
remains valid �as a rough estimate� even under conditions of
ray chaos.10–12,30 This fact is important for our subsequent
analysis.

C. Environmental model

In numerical simulations presented below, we use an
environmental model with an unperturbed profile c0�z� �bor-
rowed from Ref. 20� shown in the left panel of Fig. 1. It
represents the Munk profile:13,23

c0�z� = cr�1 + ��e −  − 1��,  = 2�z − za�/Q , �14�

with parameters cr=1.5 km /s, �=0.00238, Q=0.485 km,
and za=−0.7 km.

It is assumed that the weak perturbation �c�r ,z� is
caused by random internal waves with statistics determined
by the empirical Garrett–Munk spectrum.13 To generate real-
izations of a random field �c�r ,z�, we apply a numerical
technique developed by Colosi and Brown.31 Realizations of
�c�r ,z� have been computed using Eq. �19� from Ref. 31.
Components of wave number vectors in the horizontal plane
belong to the interval from 2� /100 km−1 to 2� /4 km−1. A
rms amplitude of the perturbation scales in depth like

exp�3z /2L�, where L=1 km, and its surface-extrapolated
value is about 0.5 m/s. Depth dependencies of �c at three
different ranges are shown in the right panel of Fig. 1.

D. Statistical description of chaotic rays

Consider functions I�r , I0 ,�0� and ��r , I0 ,�0� describing
a ray path in the action-angle phase plane. In the presence of
perturbation �c�r ,z�, the path exhibits stochastic behavior
and both functions become extremely complicated. There-
fore, they should be described by means of statistical meth-
ods. A traditional approach is associated with ideas of theory
of wave propagation in random media. It is based on the
notion of statistical ensemble consisting of infinitely many
realizations of the waveguide specified by different �c�r ,z�.
Statistical characteristics of a ray with given starting param-
eters are determined by averaging over rays with the same
initial parameters in all realizations.

In the present paper, we apply an alternative approach
derived in Refs. 11, 12, 18, and 32. It deals with a single
realization of random perturbation and is based on the theory
of ray chaos. The idea of this approach is as follows. At
ranges r
�−1, initially, close ray paths become practically
independent and the averaging over their starting parameters
can be considered as the statistical averaging. Statistical
characteristics of a path escaping point �I0 ,�0� are deter-
mined by considering a bundle of rays starting from a small
area of the phase plane R �it may be one-dimensional� cen-
tered at �I0 ,�0�. At a long enough range where the chaos is
well developed, the bundle plays the role of a statistical en-
semble. The function

PI��I,�,r
I0,�0� =
1

SR
�

R
dI0d�0��I − I�r,I0,�0��

���� − ��r,I0,�0�� , �15�

where SR is the square of R, may be interpreted as a prob-
ability density function �PDF� of I and � at range r. This
definition makes sense only at long enough ranges where the
result of averaging weakly depends on the size and shape of
R. Moreover, in Refs. 11, 12, 18, and 32, we argue that the
PDF defined by Eq. �15� may weakly depend on a particular
realization of the waveguide. At long ranges, initially, close
ray paths diverge so significantly that they are spaced apart
by intervals exceeding correlation scales of the medium.
Then the rays travel through practically independent inhomo-
geneities and behave as if they propagate in different realiza-
tions of the medium. Therefore, it is natural to expect that the
averaging over initial conditions may give results that �i�
weakly depend on a particular realization and �ii� are close to
those obtained by ensemble averaging.

In Refs. 11, 12, 18, and 32, it is shown that an analytical
estimate of the above PDF can be obtained by replacing the
Hamilton �ray� equations �10� with simple stochastic Lange-
vin equations. In this approach, the action and angle of a ray
path are presented in the form
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FIG. 1. Unperturbed sound speed profile c0�z� �left panel� and perturbation
�c in vertical sections of the waveguide at three different ranges �right
panel�.
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I�r,I0,�0� = I0 + x�r�, ��r,I0,�0� = �0 + 	�I0�r + y�r� ,

�16�

where x�r� and y�r� are random functions describing the de-
viation of the ray path from its unperturbed position. The
deviation of action, x�r�, can be approximated by a random
Wiener process.33 It is a zero mean Gaussian process whose
statistical characteristics are defined by the correlation func-
tion �x�r�x�r���=B min�r ,r��, where B is a coefficient of dif-
fusion. The value of B was estimated numerically for a few
typical deep water waveguides.11,12,18,22,32 It turned out to be
of order 10−7 km. For the environmental model described in
Sec. II C, B=1.4�10−7 km.

The deviation of the angle variable is given by relations

y�r� = 	��I0��r�, �r� = �
0

r

dr�x�r�� . �17�

Using the standard relations of the probability theory, it is
easy to show that the joint PDF of x and  is

Px�x,,r� =
	3

�Br2exp−
x2

2Br
−

6

Br3� −
xr

2
�2� . �18�

Substituting I− I0 and �−�0−	�I0�r for x and y, respec-
tively, yields an explicit expression for the PDF
PI�
I0�0

�I ,� ,r 
 I0 ,�0� defined by Eq. �15�. As it follows from
Eq. �18�, the conditional PDF of action I at range r, i.e., the
PDF of I given that at r=0 this variable equals I0, is

PI�I,r
I0� =
1

	2�Br
exp−

�I − I0�2

2Br
� . �19�

In the scope of our approach, statistical characteristics of the
action variable do not depend on the starting angle �0.

Note that Eqs. �18� and �19� are valid only for steep
rays, i.e., for rays with large enough I0. The point is that the
action I is non-negative by definition. According to Eq. �19�,
this condition is met for most rays if I0 exceeds 	Br. At
megameter ranges, this occurs for rays with grazing angles at
the sound channel axis


�a
 � 5 ° . �20�

For treating flat rays, our approach should be modified as it
is discussed in Refs. 11, 12, 18, and 32.

The above formulas can be used for averaging over all
rays escaping a source exciting the wave field. To explain
this statement, consider a point source set at a depth zs. Ini-
tial momenta, p0, of rays leaving the source lie within inter-
val �−pmax, pmax�. Consider the quantity

F�I,�� � �
−pmax

pmax

dp0F�I�r,p0,zs�,��r,p0,zs�� , �21�

where F�I ,�� is a given function. Divide the interval of in-
tegration into a set of small subintervals with end points pj,
j=1, . . . ,N. Then Eq. �21� can be rewritten as

F�I,�� =� dI�d��F�I�,���

��
j=1

N−1 �
pj

pj+1

dp0��I� − I�r,p0,zs��

����� − ��r,p0,zs�� . �22�

But each integral over p0 in this sum is a particular case of
Eq. �15� with an interval �pj , pj+1� playing the role of R.
From Eqs. �15�–�18�, we find

1

pj+1 − pj
�

pj

pj+1

dp0��I� − I�r,p0,zs������ − ��r,p0,zs��

=
1

	��I0�
Px�I� − I0,

�� − �0 − 	�I0�r
	��I0�

,r� , �23�

where I0 and �0 are starting action and angle of a ray with
p0= �pj + pj+1� /2. Substituting this into Eq. �22� and replacing
the summation over j by integration over p0 �with pj+1− pj

replaced by dp0� yields

F�I,�� = �
−pmax

pmax

dp0� dxdF�I0 + x,�0 + 	�I0�r

+ 	��I0��Px�x,,r� . �24�

If function F does not depend on �, Eq. �24� reduces to

F�I� = �
−pmax

pmax

dp0� dIF�I�PI
I0
�I,r
I0� . �25�

The above expressions for F�I ,�� and F�I�, as well as ex-
pressions for both PDFs, Px�x , ,r� and PI�I ,r 
 I0�, do not
depend on a particular realization of perturbation �c.

III. MODAL STRUCTURE OF A MONOCHROMATIC
WAVE FIELD

A. Normal modes in the WKB approximation

The wave field at any range point can be presented in the
form of decomposition

u�r,z,�� = �
m

am�r,���m�z,�� , �26�

where �m�z ,�� are eigenfunctions of the Sturm–Liouville
problem in the unperturbed waveguide.23,34 Each term in this
sum describes a normal mode. For simplicity, we restrict our
attention to modes with turning points within the water bulk.
In the WKB approximation, the mth eigenfunction is deter-
mined by parameters of an unperturbed ray path whose ac-
tion variable—we denote it by Im�—satisfies the quantiza-
tion rule23,34,35

Im� =
m − 1/2

k
=

m − 1/2
�

cr, m = 1,2, . . . . �27�

The eigenfunction of the mth mode between its turning
points can be presented as23,34,35

�m�z,�� = �m
+ �z,�� + �m

− �z,�� , �28�

where
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�m
��z,�� = �D�Im��P�Im�,z��−1/2

�exp��i�kG�Im�,z� − �/4�� . �29�

B. Ray-based evaluation of mode amplitudes

The ray-based description of mode amplitudes am�r ,��
can be derived by projecting the ray representation of the
wave field onto normal modes and evaluating the corre-
sponding integrals using the stationary phase technique. A
detailed discussion of this issue is given in Refs. 6–9 and 11.
It turns out that each mode is formed by contributions from
rays—we will call them the mode rays—whose actions at the
observation range r satisfy the condition

I�r,I0,�0� = Im�. �30�

It should be emphasized that at different frequencies, this
condition singles out different rays. In this sense, rays con-
tributing to the mode with the given number m are frequency
dependent.

If the action of the ray path is expressed by function
I�r , p0 ,z0� Eq. �30� translates to

I�r,p0,z0� = Im�. �31�

We will consider two types of sources.
Point source. In this case, the wave field is a solution of

Eq. �2� with an initial condition

u�0,z,�� = ��z − zs� , �32�

where zs is the source depth. At x=0 all rays start from z0

=zs. Then according to Eq. �31� we get the condition

I�r,p0,zs� = Im�, �33�

defining the starting momenta of mode rays. Take one of
these rays and denote its coordinate at the range of observa-
tion by Zm�. Its contribution to the mode amplitude is7–9,11

am�r,�� = Q exp�i�� + ��� , �34�

where

� = k�S�r,Zm�� + �G�Im�,Zm��� , �35�

�=−sgn p, p is the momentum of the mode ray,

Q =
1

	2�
�I�r,p0,zs�/�p0

, �36�

where � is a constant that does not depend on frequency. An
explicit expression for � is given in Refs. 7–9 and 11. In the
present work, it will not be used.

Single-mode source. In this case,

u�0,z,�� = �m0
�z,�� . �37�

Rays escape from depths z0 between turning points of the
m0th mode. There are two rays escaping each z0 with starting
momenta p0= � P�Im0� ,z0�. All rays have the same initial
action Im0�. The condition that singles out mode rays follows
from Eq. �30� as

I�r,Im0�,�0� = Im�. �38�

It determines �0 �hence z0� corresponding to mode rays. A
contribution from an individual mode ray to am again has the
form of Eq. �34� with the same expression for the phase �
and

Q =
1

	2�k
�I�r,Im0�,�0�/��0

exp��ikG�Im0�,z0�� . �39�

The mode amplitude is evaluated by summing up con-
tributions from all the mode rays.

C. Redistribution of acoustic energy between normal
modes under conditions of ray chaos

Let us consider squared mode amplitudes 
am�r ,��
2
which we call the mode intensities. Our task will be to derive
an analytical expression for a smoothed mode intensity

Jm�r,�� = �
m�


am��r,��
2e−�m − m��2/2�2��
m�

e−�m − m��2/2�2
,

�40�

where � is a smoothing scale. Under conditions of ray chaos,
the number of mode rays contributing to a given mode at a
long range becomes very large. Then it is natural to expect
that a rough estimate of Jm�r ,�� may be obtained by inco-
herent summation of these rays. Numerical results presented
in Refs. 8 and 36 support this expectation. Analytical evalu-
ation of an incoherent sum of mode rays expressing Jm�r ,��
may be performed on the basis of approach from Sec. II D
that allows one to replace the summation of rays by statisti-
cal averaging.

For a single mode source determined by Eq. �37�, an
incoherent sum of mode rays representing the mode inten-
sity, according to Eqs. �34� and �39�, can be presented in the
form


am�r,��
2 =
1

2�k
�

n

1


�I�r,Im0�,�0�/��0
�0=�0,n

=
1

2�k
�

0

2�

d�0��Im� − I�r,Im0�,�0�� , �41�

where the index n in the middle expression numbers the
contributing mode rays. The integral in the last expression
has the form of Eq. �21� with F=const ��Im�− I� and the
integration over �0 instead of p0. It can be treated in the same
manner as the integral on the right of Eq. �21�. Dividing the
interval of integration into small subintervals, we note that
the integral over each subinterval once again has the form of
Eq. �15�. For a subinterval ��0 ,�0+���, we have

1

��
�

�0

�0+��

d�0��Im� − I�r,Im0�,�0�� = PI�Im�,r
Im0�� .

�42�

Since the right hand side does not depend on �0, we get
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am�r,��
2 =
1

k
PI�r,Im�
Im0�� . �43�

According to Eq. �27�, the summation over m in Eq. �40�
may be approximately replaced by an integration over the
action variable. Assuming m
�, we can formally extend the
integration over m� to the infinite limits. Then

�
m�

e−�m − m��2/2�2
= �

−�

�

dm�e−�m − m��2/2�2

= k�
−�

�

dI�e−k2�Im� − I��2/2�2
= 	2�� .

�44�

Substituting this in Eq. �40� and replacing the summa-
tion over m by integration over I, as in Eq. �44�, we get

Jm�r,�� =
1

	2��
� dI�PI�r,I�
Im0��

�exp−
k2�Im� − I��2

2�2 � . �45�

Substituting Eq. �19� yields

Jm�r,�� =
1

	2���2 + k2Br�
exp−

�m − m0�2

2��2 + k2Br�� . �46�

This result is valid only for high modes. At a carrier fre-
quency of 75 Hz, the condition �20� in our environmental
model is met only for mode rays corresponding to m�7. For
treating low modes, one should use Eq. �45� with a general-
ized version of formula for PI�r , I 
 I0� that describes both
steep and flat rays.11,12 Note that according to Eq. �46� at
very long ranges, the number of effectively excited modes
grows like r1/2. In Ref. 5, a similar range dependence was
observed in numerical simulations.

To check the validity of Eq. �46�, we have solved �nu-
merically� the parabolic equation �2� at a carrier frequency of
75 Hz with an initial condition u�0,z�=�24�z�. Mode inten-
sities at range r=3000 km are shown in the upper panel of
Fig. 2 for two realizations of random perturbation. The lower
panel presents results for the smoothed mode intensities
evaluated with a smoothing scale �=4. Thin solid lines
graph Jm for four realizations of perturbation �values of 
am
2
for two of them are presented in the upper panel�. The heavy
dashed line shows the prediction of Eq. �46�. It is seen that
the smoothed mode intensity weakly depends on a particular
realization of perturbation and our analytical estimate is in a
reasonable agreement with simulations.

In Ref. 11, it is shown that the wave field excited by a
point source can be treated in a similar way.

IV. TRANSIENT WAVE FIELD

We now turn our attention to studying the modal struc-
ture of a narrowband pulse signal radiated by a point source.
Our task is to derive a ray-based description of what we call
the mode pulses, that is, pulses carried by individual modes.
The mode pulse is defined as

�m�t,r,�� =� d��am�r,���w�� − ���ei���r/cr−t�, �47�

where am�r ,��� are mode amplitudes of the wave field sat-
isfying the parabolic equation �2� with an initial condition
�32�, and

w��� =
1

	2���

exp�−
�2

2��
2 � �48�

is a weighting function. This definition implies that the point
source emits sound pulse g�t�=exp�−i�t−��

2 t2 /2�, whose
bandwidth and duration we estimate as ��=	2��� and �s

=2� /��=	2� /��, respectively. It is assumed that the radi-
ated wave field is recorded on a long vertical array and at
each frequency is decomposed into a sum of normal
modes.37 Then the mode pulses are synthesized in accord
with Eq. �47�. The argument � of function �m indicates the
central frequency of an emitted signal. Each mode pulse is a
wave packet spreading with range.

A. Arrival time of an instantaneous frequency

As in the case of monochromatic source, we will pro-
ceed from the ray-based representation of the mode ampli-
tude described in Sec. III B. Take a mode ray contributing to
the mth mode at a central frequency of emitted pulse �. Its
starting momentum—denote it by p0

�—satisfies the condition
�33� I�r , p0

� ,zs�= Im�. It is natural to assume that there exists
a bundle of rays with starting momenta from a small interval
centered at p0

� which are mode rays for the mth mode at
frequencies close to �: for a ray escaping the source with
momentum p0

�+�p, there exists frequency �� such that
I�r , p0

�+�p ,zs�= Im��. The contribution from this bundle to
the mode pulse is given by an integral

10 20 30 40 50
0

0.05

0.1

|a
m

|2

10 20 30 40 50
0
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m

J m

FIG. 2. Mode intensities at range 3000 km for a single mode source exciting
the 24th mode �u�0,z�=�24�z�� at a carrier frequency of 75 Hz. �Upper
panel� Open and solid circles show mode intensities for two realizations of
perturbation. �Lower panel� Smoothed mode intensities computed for four
realizations of perturbation �thin solid lines� and prediction of Eq. �46�
�heavy dashed line�. The smoothing scale �=4.
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��m�r,t� =� d��w�� − ���Q exp�i� − i��t + i�� �49�

obtained by insertion of Eq. �34� into Eq. �47�. At long
ranges, the phase � rapidly varies with �� and the spreading
of the wave packet ��m�r , t� can be investigated using the
stationary phase technique. The stationary phase point is de-
termined by condition

t = ��/���. �50�

Frequency �� satisfying this equation is interpreted as an
instantaneous frequency of the wave packet at time t. For a
given ��, Eq. �50� predicts the arrival time of a constituent
of the mode pulse with this instantaneous frequency.

Since � does not depend on frequency, from Eqs. �35�
and �27�, we find

��

���
=

1

cr
�r + S�r,Zm���� + t1 + t2, �51�

where

t1 =
1

cr
 �S�r,z�

�z
+ �

�G�z,I�
�z

�
z=Zm��, I=Im��

�Zm��

���
�52�

and

t2 =
�

cr
G�Zm��,Im��� − Im��� �G�Zm��,I�

�I
�

I=Im��
� .

�53�

Term t1 vanishes because, as it is shown in Refs. 9 and 11,
the quantity in square brackets in Eq. �52� is identically zero.
According to Eqs. �7�, �9�, and �27�, G�z , I� is a monotonic
function of I and G�Zm�� , Im��� is always less than mT�cr /2,
where T�=2� /��. Therefore, typically, the magnitude of t2

is a few times less than mT� /2. We will see that this is
significantly less than the mode pulse length. Therefore, the
arrival time of a fragment of the wave packet ��m�r , t� with
an instantaneous frequency �� can be estimated as

t�r,��,m� =
1

cr
�r + S�r,Zm���� . �54�

We will call this quantity the arrival time of an instantaneous
frequency ��. It is the travel time of a sound pulse through
the mode ray corresponding to given r, m, and ��.

Two comments concerning this result are noteworthy.
First, a geometrical ray may be the mode ray for more than
one mode. This occurs if its action I at the observation range
satisfies the condition I= Im1�1

= Im2�2
, where m1�m2 and

both �1 and �2 belong to the frequency band of a radiated
signal. Second, generally at the observation range, there are
several rays with equal travel times and different actions. It
means that, typically, the instantaneous frequency of the
mode pulse cannot be defined: at any moment t, the pulse is
a superposition of signals with different instantaneous fre-
quencies.

B. Mode pulses in the presence of internal waves

At long ranges where the chaos is well developed, the
mode pulse is formed by many mode rays. We will sum up
their contributions incoherently. Our task will be to derive an
approximate analytical description of a smoothed mode pulse
defined as

Ym�r,�,t� =
1

	2��t
� dt�
�m�r,�,t��
2

� exp−
�t − t��2

2�t
2 � , �55�

where �t is a smoothing scale. Substituting Eqs. �47� and
�48� into Eq. �55�, we get

Ym�r,�,t� =
1

2���
2 � d�1d�2am�r,�1 + �2/2�

�am
� �r,�1 − �2/2�exp− i�rt −

�� − �1�2

��
2

−
1

2
� 1

2��
2 + �t

2��2
2� . �56�

Once again we present the mode amplitude am�r ,�� as a
sum of contributions from mode rays expressed by Eq. �34�.
An interval of integration over �2 is of order max��� ,�t

−1�.
Assuming that this interval is small enough, we will use an
approximation

am�r,�1 + �2/2�am
� �r,�1 − �2/2�

=
1

2�
�I�r,p0,zs�/�p0
p0=p0�1

ei�2����1�/��1, �57�

where the symbol p0�1
denotes the starting momentum of a

mode ray contributing to the mth mode at frequency �1. The
action variable of this ray at the range of observation, ac-
cording to Eq. �27� �for short, we replace m−1 /2 by m�, is

I = mcr/�1. �58�

Equation �57� is our main approximation. It implies that �i�
the mode pulse is a superposition of �practically indepen-
dent� pulses associated with bundles of mode rays described
in Sec. IV A and �ii� contributions from these pulses are
summed up incoherently.

Substituting Eq. �57� in Eq. �56� and integrating over �2

yield

Ym�r,�,t� =
1

�2��3/2��
	1/2 + ��

2 �t
2� d�1


�I/�p0
p0=p0�1

�exp−
�t − t�r,�1,m��2

2�t
2 + ��

−2 −
�� − �1�2

��
2 � .

�59�

From Eq. �58�, it follows that d�1=−mcrI
−2dI. Using this

relation, we can change the variable of integration in Eq.
�59� from �1 to p0. Then
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Ym�r,�,t� =
crm

�2��3/2��
	1/2 + ��

2 �t
2� dp0

I2�r,p0,zs�

�exp−
�t − t�r,p0,zs��2

2�t
2 + ��

−2

−
�� − mcr/I�r,p0,zs��2

��
2 � . �60�

Equation �60� presents the smoothed mode pulse as an
integral over all paths escaping the point source. This inte-
gral has the form of Eq. �21� and therefore it can be approxi-
mately evaluated by means of Eq. �24�. Making use of rela-
tion

t�r,p0,zs� = t̄�I0� + �r���I0� , �61�

where

��I� =
I

cr

d	�I�
dI

, �62�

that follows from Eq. �13� �2��N is approximated by y�, we
find

Ym�r,�,t� =
crm

�2��3/2��
	1/2 + ��

2 �t
2

�� dp0dxd

�I0 + x�2 Px,�x,,r�

�exp−
�t − t̄�I0� − ��2

2�t
2 + ��

−2 −
�� −

mcr

I0+x�2

��
2 � ,

�63�

where I0 is the starting action of ray escaping the point
source with initial momentum p0.

To simplify this expression, consider function

��I� = exp−
�� − mcr/I�2

��
2 � �64�

and expand its argument in powers about the point I= Im�

=mcr /�. This yields

��I� = exp�−
m2cr

2

Im�
4 ��

2 �I2 +
2m2cr

2

Im�
5 ��

2 �I3 + O��I4�� , �65�

where �I= I− Im�. If only the first term in the argument of
the exponential is retained, then ��I� is of order unity for

�I
��Icr, where �Icr= Im�

2 �� / �mcr�=mcr�� /�2. Substi-
tuting �Icr for �I into the second term in the exponential, we
conclude that for our narrowband pulses satisfying the con-
dition ���� this term is small compared to unity and there-
fore it can be neglected. The same is true of all terms of
higher order. Therefore, we can retain only the first term in
the argument of the exponential in Eq. �65�.

A further simplification of ��I� is possible if �Icr

�	Br. Then an effective interval of integration over x in Eq.
�63� is small compared with the corresponding scale of func-
tion Px,�x , ,r�, and ��I� can be approximated by delta-
function

��I� =
	�Im���

�
��I − Im�� . �66�

In this approximation, Eq. �63� reduces to

Ym�r,�,t� =
1

2�	1 + 2��
2 �t

2� dp0dPx,�Im� − I0,,r�

�exp−
�t − t̄�I0� − ��2

2�t
2 + ��

−2 � . �67�

Substituting Eq. �18� and evaluating a Gaussian integral over
 yield

Ym�r,�,t� =
1

�2��3/2��
	Br

� dp0

	2�t
2 + ��

−2 + Br3�2�I0�/6

�exp−
�Im� − I0�2

2Br
�

�exp�−
�t − t̄�I0� − ��I0�r�Im� − I0�/2�2

2�t
2 + ��

−2 + �2�I0�Br3/6 � .

�68�

Since Eq. �68� is derived using Eq. �18� at frequencies of
about 75 Hz it is valid �like Eq. �46�� only for m�7.

Thus, we have two approximate formulas for the
smoothed mode pulse given by Eqs. �60� and �68�. Equation
�60� expresses Ym�r ,� , t� through solutions of the ray equa-
tions �ray paths� and it depends on a particular realization of
perturbation. In contrast, Eq. �68� is an analytical estimate
independent of a particular realization of �c. In Fig. 3, pre-
dictions of Eqs. �60� and �68� are compared to results of
simulations performed by solving �numerically� the para-
bolic equation �2�. A point source has been set at the sound
channel axis z=za. The simulations have a center frequency
of 75 Hz, and a smoothing scale �t=0.1 s. The envelope of
an emitted signal is determined by Eq. �48� with �� / �2��
=2 Hz. The effective bandwidth of the emitted pulse is
about 5 Hz. Smoothed mode pulses for m=11, 21, 31, and 41

0.05Y
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0.02

Y
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m

1990 1992 1994 1996 1998 2000

0.01Y
m
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m=21

m=31
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FIG. 3. The smoothed mode pulses at 3000 km for m=11, 21, 31, and 41.
Parabolic equation based simulations �thin solid lines� are compared to pre-
dictions of Eqs. �60� �dashed lines� and �68� �heavy solid lines�.
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at the observation range 3000 km are shown by thin solid
lines. In order to apply Eq. �60� we have traced numerically
50 000 rays leaving the point source with initial momenta p0

uniformly filling an interval corresponding to launch angles
�14°. Replacing the integral over p0 in Eq. �60� with a sum
over the computed ray paths yields pulses shown in Fig. 3 by
dashed lines. Predictions of Eq. �68� in Fig. 3 are presented
by thick solid lines. It is seen that both our approximate
formulas are too rough and cannot give a detailed description
of the smoothed mode pulse. Nevertheless, they are able to
predict the spread of the pulse and its bias caused by the
random perturbation. In Sec. IV C, we will consider this is-
sue.

C. Bias and spread of a mode pulse

Introduce symbol �. . .�m� which denotes the averaging
over the smoothed mode pulse:

�g�t��m� �� dtg�t�Ym�r,�,t��� dtYm�r,�,t� . �69�

Our task is to estimate the bias of the mean travel time of the
mth mode pulse relative t̄�Im��, arrival time of this pulse in
the unperturbed waveguide,

�tm� � �t − t̄�Im���m� = �t�m� − t̄�Im�� , �70�

and the spread �m� defined as

�m�
2 � ��t − t̄�Im���2�m� = �t2�m� − t̄2�Im�� . �71�

The quantities �t�m� and �t2�m� can be evaluated in two
ways: using Eq. �60� or Eq. �68�.

Ray tracing. From Eq. �60�, we find

�t�m� =� dp0

I2�r,p0,zs�
t�r,p0,zs�

�exp−
�� − mcr/I�r,p0,zs��2

��
2 ���m,� �72�

and

�t2�m� =� dp0

I2�r,p0,zs�
�t2�r,p0,zs� + �t

2 + ��
−2/2�

�exp−
�� − mcr/I��r,p0,zs���2

��
2 ���m,�,

�73�

where

�m,� =� dp0

I2�r,p0,zs�
exp−

�� − mcr/I2�r,p0,zs��2

��
2 � .

�74�

Equations �72�–�74� allow one to calculate the bias and
spread of the mode pulse on the basis of numerical ray trac-
ing.

Analytical estimates. They follow from Eq. �68� as

�t�m� =� dp0�t̄�I0� + ��I0��Im − I0�r/2�

�exp−
�Im − I0�2

2Br
��Km �75�

and

�t2�m� =� dp0��t̄�I0� + ��I0��Im − I0�r/2�2 + �t
2 + ��

−2/2

+ �2�I0�Br3/12�exp−
�Im − I0�2

2Br
��Km, �76�

where

Km =� dp0 exp−
�Im − I0�2

2Br
� . �77�

Simplified analytical estimates. In order to simplify Eqs.
�75� and �76�, we first change the integration variable from
p0 to I0. Then dp0 is replaced by q�I0�dI0, where

q�I0� =
dp0

dI0
. �78�

Due to the exponential present in Eqs. �75�–�77�, the main
contributions to these integrals come from I0 located within a
small interval of order 	Br centered at Im. Equations
�75�–�77� can be simplified if variations in q�I0� and ��I0� at
this interval are negligible, that is, if


	Brq��I0�/q�I0�
 � 1, 
	Br���I0�/��I0�
 � 1, �79�

then we get a simple expression for Km,

Km =� dI0q�I0�exp−
�Im� − I0�2

2Br
� = 	2�Brq�Im�� .

�80�

From Eqs. �70� and �75�, it follows

�tm� =� dI0q�I0��t̄�I0� + ��I0��Im − I0�r/2 − t̄�Im���

�exp−
�Im� − I0�2

2Br
��Km�. �81�

Using the condition �79�, we may expand the pre-exponential
term in the above integral in a power series about Im�. From
expansions

t̄�I0� +
r

2
��I0��Im − I0� = t̄�Im�� +

r

2
��Im���I + O��I3�

�82�

and

q�I0� = q�Im�� + q��Im���I + O��I2� , �83�

where �I= I0− Im�, and neglecting terms O��I3�, we get

�tm� =
q��Im���Im�B

2q�Im�
r2. �84�
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Now we turn our attention to the pulse spread. We sub-
stitute Eq. �82� into Eq. �76�, change the integration variable
to I0, and approximately replace q�I0� and ��I0� by q�Im��
and ��Im��, respectively. This yields

�t2�m� = t̄2�Im�� + �t
2 + ��

−2/2 +
�2�Im��Br3

3
. �85�

Correspondingly,

�m�
2 = �t

2 + ��
−2/2 +

�2�Im��Br3

3
. �86�

Due to restrictions imposed by the condition �79�, the esti-
mates �84� and �86� in our environmental model at the fre-
quency of 75 Hz can be used only for modes with m�14.
Note also that at the range 3000 km, the last term in the right
hand side of Eq. �86� strongly dominates. Therefore, this
equation can be further simplified to

�m� =

��Im��
B1/2r3/2

	3
. �87�

In a slightly different way, this result was derived in Refs. 11
and 21. An alternative derivation was given in Ref. 22.

Numerical example. To check the applicability of the
above results, we have performed the parabolic equation
simulation of 100 sound pulses with equal envelope func-
tions w��� but different central frequencies uniformly filling
an interval of 66–84 Hz. The bandwidth of each pulse is
determined by the same constant �� / �2��=2 Hz as in Fig.
3. This simulation has been performed for four realizations
of perturbation �c. Then we have evaluated the biases, �tm�,
and spreads, �m�, at the range 3000 km for m=1, . . . ,50, and
for 100 values of � corresponding to the above central fre-
quencies. We will call the values of �tm,� and �m,� averaged
over the 100 frequencies the frequency averaged bias and
spread and denote by �tm and �m, respectively.

The estimates of �tm� and �m� for the same m and �
have been obtained on the basis of ray tracing. In each of the
four realizations of our random waveguide, 50 000 rays with

the same starting parameters as indicated in Sec. IV B have
been traced numerically. Then estimates of �tm�, �m�, �tm,
and �m have been calculated using Eqs. �70�–�74�.

Thin solid lines in Figs. 4�a� and 4�b� show the fre-
quency averaged bias �tm obtained using the parabolic equa-
tion simulation and numerical ray tracing, respectively, for
four realizations of �c. A heavy solid line, the same in both
plots, depicts an analytical estimates of �tm� at a frequency
of 75 Hz predicted by Eqs. �70�, �75�, and �77�. The simpli-
fied analytical estimate �84� at 75 Hz is shown by a heavy
dashed line. Figures 4�c� and 4�d� present similar results for
the spread. A heavy solid line is an analytical estimate of �m�

at 75 Hz given by Eqs. �71� and �75�–�77�. A heavy dashed
line is a simplified analytical estimate given by Eq. �87�.

In Fig. 5, we see the same dependencies as in Fig. 4 but
the thin solid lines present not only frequency averaged re-
sults but also results obtained for a single frequency of 75
Hz.

The agreement between simulations and theory based
estimates is seen to be good for the spread. It is somewhat
surprising that in spite of the restriction indicated after Eq.
�68� the analytical estimate based on Eqs. �70�, �75�, and �77�
are valid not only for the high modes. The predictions of bias
are less accurate. They can be considered only as order-of-
magnitude estimates.

V. CONCLUSION

In the present paper, we discuss a simple analytical ap-
proach that allows one to derive rough estimates character-
izing the modal structure of the sound field. In the scope of
our approach, the mode amplitude is given by a sum of terms
�34� representing contributions from individual mode rays.
Thus, we have an analog of the geometrical optics for modes
with mode rays playing the role of eigenrays.6–9

From the viewpoint of stochastic ray theory derived in
Refs. 10–12 and 18, and shortly described in Sec. II D, an
incoherent summation of chaotic mode rays can be treated as
statistical averaging. Moreover, it may be expected that at
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FIG. 4. Biases �upper row of plots� and spreads �lower
row� of mode pulses at 3000 km. Heavy solid lines
present analytical predictions for the bias ��a� and �b��
and spread ��c� and �d�� at 75 Hz. Heavy dashed line
shows simplified analytical estimates for the same
quantities. Thin solid lines graph frequency averaged
biases, �tm, and spreads, �m, obtained by parabolic
equation simulation ��a� and �c�� and predicted on the
basis of a numerical ray tracing ��b� and �d�� for four
realizations of perturbation.
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long ranges the result of this averaging weakly depends on a
particular realization of the random perturbation. This expec-
tation is suggested by the law of large numbers: contribu-
tions from mode rays are considered as independent random
variables with more or less similar PDFs. In Sec. III C, we
have derived an approximate analytical expression for a
smoothed mode intensity. The smoothing over mode number
m increases the number of mode rays to be summed up. The
larger the smoothing scale �, the better are satisfied the ap-
plicability conditions of the law of large numbers. This con-
jecture is supported by results presented in Fig. 2. The
smoothed mode intensity depends much less on a particular
realization of random perturbation than intensities of indi-
vidual modes.

The travel time of a mode ray corresponding to the
given pair �m ,�� is interpreted as an arrival time of a frag-
ment of the mth mode pulse with an instantaneous frequency
�. At a megameter range in a fluctuating ocean, there may be
a lot of rays with equal travel times corresponding to pairs
�m ,�� with the same m and different �. Therefore, the mode
pulse at each moment is formed by contributions from a
large number of mode rays. As in the case of a monochro-
matic source, we sum up their contributions incoherently
and, once again, replace summation by statistical averaging.

We have derived formulas of two types for the spread
and bias of the mode pulse caused by internal waves. Equa-
tions �70�–�74� express these quantities through integrals
over ray paths escaping the source. In order to exploit these
results, one should perform numerical ray tracing. In con-
trast, Eqs. �75�–�77� give analytical estimates that do not
depend on a particular realization of perturbation. For high
modes, the analytical estimates may be further simplified
yielding Eqs. �84� and �87�. These equations show the same
range dependencies of bias and spread as those observed in
numerical simulations presented in Ref. 20. Note that while
the ray-based predictions of spread are in a reasonable agree-
ment with results of the parabolic equation simulations, the
predictions of bias give only order-of-magnitude estimates.

A major limitation of our approach is an insufficient
understanding of its applicability conditions. This is a com-
mon problem for practically all ray-based approaches. But in
our case an additional difficulty arises due to the conjecture
that the averaging over ray starting parameters may be re-
placed by the statistical averaging. Obviously, this may be
done only when evaluating smoothed characteristics of the
wave field. However, the question of selecting proper
smoothing scales remains open and requires a further inves-
tigation. The smoothing scales used in our calculations ��,
�t, and ��� have been selected empirically.
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This paper presents a computational technique using the boundary element method for prediction of
radiated acoustic waves from axisymmetric surfaces with nonaxisymmetric boundary conditions.
The aim is to predict the far-field behavior of underwater acoustic transducers based on their
measured behavior in the near-field. The technique is valid for all wavenumbers and uses a volume
integral method to calculate the singular integrals required by the boundary element formulation.
The technique has been implemented on a distributed computing system to take advantage of its
parallel nature, which has led to significant reductions in the time required to generate results.
Measurement data generated by a pair of free-flooding underwater acoustic transducers
encapsulated in a polyurethane polymer have been used to validate the technique against
experiment. The dimensions of the outer surface of the transducers �including the polymer coating�
were an outer diameter of 98 mm with an 18 mm wall thickness and a length of 92 mm. The
transducers were mounted coaxially, giving an overall length of 185 mm. The cylinders had
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I. INTRODUCTION

The work described in this paper uses boundary element
methods to predict the far-field response from discrete
samples of the complex near-field acoustic pressure mea-
sured on cylindrical surfaces. The aim of the work has been
to develop a methodology that can be applied to real mea-
surement data gathered from underwater acoustic transducers
with a minimum of preprocessing. This paper focuses on the
numerical technique used to evaluate the integrals that result
from reformulating the problem as a two-dimensional axi-
symmetric problem, explains the implementation of the
methodology on a distributed computing system, and pre-
sents some results that have been generated using measured
data. Many of the details of the measurement procedure and
the numerical approach are not described in detail in this
paper. More extensive descriptions of these aspects can be
found in Refs. 1–4.

The generation and detection of acoustic fields in water
are typically undertaken using electroacoustic transducers,
either deployed individually or in arrays. Such devices are
most often characterized in terms of absolute sensitivity lev-

els �which is important since source level and receive sensi-
tivity are often used to determine range or detection limits�
and device directivity �which is important for beam forming
and for ambient noise rejection�.5

Measurement of the transmit and receive sensitivity of
transducers and arrays may be carried out in a variety of
types of facility, for example, laboratory tanks or open-water
sites. At NPL, such facilities include laboratory tanks, the
largest of which is a cylindrical wooden tank of 5.5 m diam-
eter and 5 m depth; an open-water facility located on a res-
ervoir with 20 m water depth; and an acoustic pressure ves-
sel, which can simulate ocean conditions for depths of up to
700 m and water temperatures from 2 to 35 °C.

The sensitivities and directional response are usually re-
quired to be determined in the acoustic far-field. However, if
the array or transducer is physically large when measured in
acoustic wavelengths �i.e., the value of ka is high, where k is
the wavenumber and a is the largest physical dimension�, it
may be impossible for far-field conditions to be achieved in a
facility of finite size while maintaining a free-field environ-
ment and preserving steady state conditions. An open-water
facility will, in general, enable a greater source-receiver
separation to be used, but such facilities have the disadvan-
tage that there is little or no control of environmental condi-
tions, and, in any case, even an open-water facility will place

a�Electronic mail: louise.wright@npl.co.uk
b�URL: www.npl.co.uk/ssfm
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some limit on the maximum separation achievable. Making
measurements at sea is extremely expensive �often an order
of magnitude more expensive than any tank or open-water
measurements�, provides no environmental control, and is
usually reserved for evaluation of full system performance.
There is consequently a strong motivation to maximize the
range of acoustic testing possible in laboratory tanks.6

An approach to overcome the restrictions posed by
finite-sized laboratory tanks is to undertake measurements in
the acoustic near-field and then predict the acoustic far-field
response from the near-field data.7,8 Several general ap-
proaches to calibration in the near-field have been reported in
the literature, including the use of Fourier acoustic methods,9

the use of near-field calibration arrays,10,11 and an approach
that solves the integral form of the Helmholtz equation by
the use of boundary element methods.12,13 The latter ap-
proach has been adopted in this paper.

Section II describes the measurement process used to
collect the data for validation of the numerical technique.
Section III outlines the initial problem formulation and iden-
tifies some difficulties associated with the solution of the
problem in its simplest form. Section IV explains a reformu-
lation of the problem that avoids some of the difficulties and
describes how the application of distributed computing can
improve the efficiency of the solution of the reformulated
problem. Section V gives details of methods of evaluation
for some of the singular integrals required for the solution of
the problem. Section VI describes the validation procedure
for the computation, shows some calculated results, and
compares them with measured data. Finally, Sec. VII sum-
marizes the paper and presents the conclusions drawn from
the work.

II. DETAILS OF THE MEASUREMENT PROCESS

Measurements of acoustic pressure amplitude and phase
are gathered in water on open-ended cylindrical surfaces
within NPL’s largest open tank. The axes of the source trans-
ducer and the receiving hydrophone are fixed parallel a set
distance apart, as shown in Fig. 1. This distance is the radius
of the cylinder. For each scan line, the vertical distance be-
tween the transducer and the hydrophone is fixed, and data
are gathered as the transducer is slowly rotated incremen-

tally, so that the hydrophone measures the pressure field at
set angles around a circle at a height relative to the trans-
ducer. Measurements are made along arcs at different
heights, with the transducer both above and below the hydro-
phone, and a cylindrical surface scan similar to that shown in
Fig. 2 is assembled from the scan lines.

Table I shows the separations between near-field mea-
surements in the vertical and azimuthal directions for the two
frequencies considered in this paper. Sound speed throughout
is taken to be 1477 ms−1. The measurements made on these
surfaces are used as input data for the computational tech-

FIG. 1. Sketch showing the arrangement and relative motion of transducer
�sound source� and hydrophone �receiver� during the measurement process.

(a)

(b)

FIG. 2. �Color online� Two typical sets of pressure amplitude data from a
transducer configuration with a reflecting plate, as described in Sec. VI A.
�a� was measured at a frequency of 13.9 kHz, and �b� was measured at
27.5 kHz. The data were gathered on cylinders that are shown unwrapped in
this figure. Both cylinder radii were 0.338 m, and scan lines were made
between −0.49 and 0.49 m, where the transducer is at depth 0 m.

TABLE I. Summary of the measurement surfaces for the near-field mea-
surements.

Frequency �kHz� 13.9 27.5
Wavelength �mm� 106 53.7
Cylinder radius �m� 0.338 0.338
Total cylinder height �m� 0.98 0.98
Vertical separation
between scan lines �mm�

10 5

Angular separation
between scan points �deg�

2 1

Angular separation
between scan points �mm�

12 6
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nique for calculating far-field behavior. The table shows that
measurements were taken approximately every � /10. The
same hydrophone and measurement system were used for all
measurements, and gain settings were not altered between
near-field and far-field scans. However, all amplitude data
presented in this paper are in units of volts rather than pas-
cals �described in the plots as “scaled pressure amplitude”�.
Therefore, the data shown represent a scaled version of the
acoustic pressure amplitudes, the scaling factor being the
sensitivity of the hydrophone and preamplifier. Notwith-
standing the common scaling factor, the results allow com-
parison to be made of the absolute amplitudes of the mea-
sured and computed far-field acoustic pressures.

III. INITIAL PROBLEM FORMULATION

Small amplitude time-harmonic acoustic waves of con-
stant frequency f �and corresponding wavenumber k� in ho-
mogeneous media can be described using the boundary inte-
gral formulation of the Helmholtz wave equation1

�
S

��q�
�Gk�p;q�

�nq
− Gk�p;q�

���q�
�nq

dSq�q� = ��p���p� ,

�1�

where S is a closed surface, ��p�=1 if p lies inside S in the
internal domain D, ��p�= 1

2 if p lies on S, and ��p�=0 if p is
outside of S, in the external domain E, and

Gk�p;q� =
eikr

4�r
, �2�

where

r = �p − q� = ���p
2 + �q

2 − 2�p�q cos��p − �q�� + �zp − zq�2,

�3�

and the coordinates of point p in a cylindrical polar system
are ��p ,�p ,zp	. Since the value of � on the closed surface S is
known from measurement, in theory �� /�nq can be deter-
mined for p�S from Eq. �1� and can be used to calculate �
for points in D and E. For an arbitrary surface S, this equa-
tion must be solved numerically. The formulation of Eq. �1�
does not have a unique solution for p�S for all values of k.
If k is such that there is a nontrivial solution to the related
homogeneous problem,

�2� + k2� = 0, p � D , �4�

��p� = 0, p � S , �5�

then the solution to Eq. �1� is nonunique. These critical val-
ues of k are not known analytically for an arbitrary surface.
In addition, the numerical solution to Eq. �1� becomes ill
conditioned for values of k close to the critical values. As
frequency increases, the critical values become more dense
amongst the real numbers, independent of the shape of S, and
solving Eq. �1� becomes more difficult.

A number of methods have been used to get around the
problems described above, for example, the so-called com-
bined Helmholtz integral equation formulation method,14–16

but for the work described here we have used the Burton–

Miller method.1 This method reformulates the problem as a
linear combination of Eq. �1� for p�S and its derivative with
respect to the normal at p, giving


�−
1

2
I + Mk + �Nk���p�

= 
�Lk + ��1

2
I + Mk

T�� ��

�nq
�p�, p � S , �6�

where

��Lk�f��p� = �
S

f�q�Gk�p;q�dSq�q� , �7�

��Mk�f��p� = �
S

f�q�
�Gk�p;q�

�nq
dSq�q� , �8�

��Mk
T�f��p� = �

S

f�q�
�Gk�p;q�

�np
dSq�q� , �9�

��Nk�f��p� = �
S

f�q�
�2Gk�p;q�

�np�nq
dSq�q� , �10�

and � is a constant chosen to give good conditioning �gen-
erally �� i / �1+k��. Equation �6� can be solved numerically
using the boundary element method. This method approxi-
mates the surface S with a set of disjoint elements Sj, j
=1,2 , . . . ,n, called the mesh, such that the elements form a
closed surface approximation to the surface S, and approxi-
mates � and its derivative as

��q� = pj,
���q�
�nq

= v j, q � Sj , �11�

where the values of pj and v j are constant within each ele-
ment. More complicated formulations for the dependence of
��q� and ���q� /�nq on position within the element Sj are
possible, but constant values within each element have been
chosen in order to simplify the calculations as much as pos-
sible. The elements are designed such that the points at
which measurements were made, the points pi, lie at the
center of the elements. Either pi, vi, or some linear combina-
tion of the two is known �from measurement, assumption, or
other expert knowledge� for each value of i. Then Eq. �6� can
be written as

�
j=1

n

pj�−
1

2
I + Mk,j + �Nk,j��pi�

= �
j=1

n

v j�Lk,j + ��1

2
I + Mk,j

T ���pi�,

pi � Si, i = 1,2, . . . ,n , �12�

where

�Lk,j��p� = �
Sj

Gk�p;q�dSq�q� , �13�
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�Mk,j��p� = �
Sj

�Gk�p;q�
�nq

dSq�q� , �14�

�Mk,j
T ��p� = �

Sj

�Gk�p;q�
�np

dSq�q� , �15�

�Nk,j��p� = �
Sj

�2Gk�p;q�
�np�nq

dSq�q� . �16�

This formulation of the problem leads to an n�n matrix of
equations of the form Aijv j =Bijpj �i=1,2 , . . . ,n, j
=1,2 , . . . ,n�, where the pj are known from measurement,
and the Aij and Bij are calculated from Lk,j, Mk,j, Mk,j

T , and
Nk,j. Unlike the finite element formulation of the problem,
the matrices A and B are not sparse, so for a general surface
the algorithm used for the solution of the problem cannot
take advantage of a special matrix structure to speed-up cal-
culation.

The boundary element methodology can be applied to
the external problem to obtain

�
j=1

n

pj�Mk,j��p� − v j�Lk,j��p� = ��p�, p � E , �17�

which can be used to calculate acoustic pressures in the far-
field.

In general it is necessary to choose the Sj such that the
maximum dimension of each element is less than 1 /6 of the
wavelength of the acoustic wave. This choice ensures that
the pressure distribution is described adequately by the
boundary conditions. For a fully three-dimensional problem
and a high frequency, this requirement leads to very large
values of n and hence very large matrices for the numerical
computation. Problems of this type rapidly become very ex-
pensive in terms of computation time and memory storage,
making calculations on a desktop PC impractical. An alter-
native formulation is described in Sec. IV that avoids this
issue by rewriting equation Eq. �6� as a set of independent
two-dimensional problems.

Another difficulty with the numerical calculation is that
if p=q, then the integrals used in the calculation of Lk,j and
Nk,j become singular, and so numerical calculations become
problematic as p→q. This is true of the reformulation de-
scribed in Sec. IV as well as the form in Eq. �12�. Section V
describes the approach taken to avoid this singularity and
make the calculation possible.

IV. REFORMULATION

As has been shown by other authors,2,12,17–21 significant
savings in computation time and complexity can be achieved
by reducing the full three-dimensional problem to an axi-
symmetric two-dimensional problem. Since the measurement
data used in this work are gathered on a cylinder, such an
approach is possible here. The reduction is achieved by writ-
ing the measurement data as a Fourier series in terms of the
azimuthal cylindrical polar coordinate,

p��,�,z� = �
m=0

	

�am��,z�sin�m�� + bm��,z�cos�m��� , �18�

where the cylindrical polar coordinates of a point are
�� ,� ,z�.

It can be shown2,12,17–21 that if cm is one of the am�� ,z�
or bm�� ,z�, then cm satisfies

�



cm�q�
�Gk

m�p;q�
�nq

− Gk
m�p;q�

�cm�q�
�nq

d
�q� = ��p�cm�p� ,

�19�

where the axisymmetric surface S is generated by rotating
the curve 
 about the z axis, and

Gk
m��p,zp;�q,zq� = �

−�

�

cos�m��Gk��p,0,zp;�q,�,zq�d� .

�20�

In practice the sum of Eq. �18� is truncated after N
terms. N is chosen such that the Fourier series is a suffi-
ciently good representation of the input data and is ultimately
limited by the number of discrete azimuthal points at which
the measurements were made �although in general N can be
significantly smaller than this limit and still be a good ap-
proximation to the input data�. The similarity of Eq. �19� to a
two-dimensional form of Eq. �1� means that the boundary
element method with the Burton–Miller approach can be
adopted. Each boundary element is now an axisymmetric
surface, flat in the �� ,z� plane, rather than a general flat
surface in three-dimensional space, so that the element now
has a center line p j = �� j ,0���2� ,zj� rather than a unique
center point. Writing

p�� j,�,zj� = �
m=0

	

�am,j sin�m�� + bm,j cos�m��� , �21�

v�� j,�,zj� = �
m=0

	

�dm,j sin�m�� + em,j cos�m��� �22�

and letting

cm,j = �am,j , m = 1, . . . ,N − 1

bm−N,j , m = N, . . . ,2N − 1,
� �23�

fm,j = �dm,j , m = 1, . . . ,N − 1

em−N,j , m = N, . . . ,2N − 1,
� �24�

for all values of j, the equivalents to Eqs. �12�–�16� are

�
j=1

n

cm,j�−
1

2
I + Mk,j

m + �Nk,j
m ��pi�

= �
j=1

n

fm,j�Lk,j
m + ��1

2
I + Mk,j

mT���pi�, pi � Si,

i = 1,2, . . . ,n, m = 1,2, . . . ,2N − 1, �25�
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�Lk,j
m ��p� = �

Sj

Gk
m�p;q�dSq�q� , �26�

�Mk,j
m ��p� = �

Sj

�Gk
m�p;q�
�nq

dSq�q� , �27�

�Mk,j
mT��p� = �

Sj

�Gk
m�p;q�
�np

dSq�q� , �28�

�Nk,j
m ��p� = �

Sj

�2Gk
m�p;q�

�np�nq
dSq�q� . �29�

A similarly formulated version of Eq. �17� can be used
to calculate each of the components of the Fourier series in
the external domain, and the pressure value can be obtained
by summing as in Eq. �18�. Note that the equations above are
a set of 2N−1 independent two-dimensional equations, and
so the numerical solution of these equations will require the
solution of 2N−1 matrix problems of the type outlined in
Sec. III. Since each problem is two dimensional, the number
of elements needed is smaller, and hence the memory and
storage problems mentioned in Sec. III are less likely to
arise.

The remarks made in Sec. III regarding the singularity
of the integrals Lk,j and Nk,j are also true of the integrals Lk,j

m

and Nk,j
m . The numerical evaluation of these integrals will be

addressed in Sec. V.

A. Distributed computation

As the sophistication of mathematical models increases,
so does their computational complexity. This increase in
complexity leads to a requirement for increased computing
power. In recent years the concept of distributed �or parallel�
computing, where multiple processors carry out different
parts of a computational task, has become increasingly popu-
lar as a way of getting the necessary computing power. Since
many organizations have a large number of desktop PCs
whose processors are not used to their maximum capacity at
all times �for instance, most PCs are not used overnight�,
interest has grown in exploiting this spare processor capacity
for distributed computing applications.

The speed at which a distributed computation can be
carried out depends on two main factors: the speed of the
individual processors and the amount of intercommunication
required between the processors. Intercommunication slows
the computation down since transferring large amounts of
data takes time, and sometimes a fast computer will have to
wait for the results from a slower one. Intercommunication
can cause usability problems if the network used is not solely
dedicated to the communication. Many common modeling
tasks, in particular the solution of very large sets of linear
equations, require intercommunication between different
processors. Another class of tasks, called “ludicrously paral-
lel” processes, does not require any intercommunication:
each part of the computation is independent of the other
parts. Common examples of applications that can be imple-

mented as ludicrously parallel processes include Monte
Carlo simulation, image analysis, database and text search-
ing, and data mining.

The formulation of the problem given in Eq. �25� is a
ludicrously parallel formulation because each of the compo-
nents in Eq. �18� is propagated independently of the others,
and so the calculations using each component can be carried
out in parallel. This parallel computation can result in a re-
duction in computation time by a factor of 2N−1.

A distributed computing system has been installed at
NPL that uses the spare capacity of 200 desktop PCs to carry
out computationally expensive calculations.22 In order to
avoid network problems for other users, attention has largely
been restricted to ludicrously parallel processes. The system
has been successfully used to solve problems involving elec-
tron transport in quantum dots, adiabatic energy transfer in
cesium atoms, sensitivity analysis of finite element models,
and Monte Carlo calculations for ionizing radiation applica-
tions.

The software implementation of the method outlined in
this paper has been designed to run on the NPL distributed
computing system, and the results presented in Sec. VI were
all generated on the system. The most extensive calculation,
using N=179, took 7 h 20 min to carry out 359 calculations,
each of which would normally take around 2.75 h to com-
plete. This reduced the overall computational time from
nearly 6 weeks by a factor of about 140, making calculations
with measurement data tractable.

V. NUMERICAL INTEGRATION

This section addresses the numerical evaluation of the
integrals Lk,j

m and Nk,j
m as p→q for two-dimensional axisym-

metric elements. It adopts the approach outlined by Kirkup3

for axisymmetric problems but adapts his methodology to
account for the new form of the Green’s function Gk

m.
From Eqs. �2� and �3�, Gk is a function of cos��p−�q�,

and since the normal to an axisymmetric surface has no �
component, the derivatives of Gk with respect to np and nq

are also functions of cos��p−�q�. In the evaluation of Gk
m, the

limits of integration with respect to �q are −� and �. Hence
for a fixed value of �p, a periodic function of �p−�q is inte-
grated over one full cycle, and so the value of �p is arbitrary
and can be set to zero �as has been done in Eq. �20��. As
shown in Ref. 3, the quantities

Gk�p;q� − G0�p;q� �30�

and

�2Gk

�np�nq
�p;q� −

�2G0

�np�nq
�p;q� −

k2

2
G0�p;q� �31�

are bounded as p→q. Hence, from Eqs. �26� and �29�, the
integrals can be written as

Lk,j
m �p� = L0,j

m �p� + �
Sj

T1�p;q�dSj�q� , �32�

where
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T1 = �Gk�p;q� − G0�p;q��cos�m�q� , �33�

and

Nk,j
m �p� = N0,j

m �p� +
k2

2
L0,m�p� + �

Sj

T2�p;q�dSj�q� , �34�

where

T2 = cos�m�q�� �2Gk

�np�nq
�p;q� −

�2G0

�np�nq
�p;q�

−
k2

2
G0�p;q�� , �35�

and the terms T1 and T2 are regular as p→q and can be
evaluated using standard surface quadrature techniques.
Hence the remaining challenge is to evaluate L0,j

m and N0,j
m .

L0,j
m �r−1 as p→q. This is a sufficiently mild singularity

that the integral can be evaluated using standard quadrature
techniques, provided the situation p=q is avoided. The
implementation at NPL splits the element Sj along the line
�=�p, 0���2�, z=zp and evaluates the two halves of the
integral separately using quadrature rules that avoid the di-
viding line.

N0,j
m �r−3 as p→q, which is too severe a singularity for

regular quadrature. Instead, the surface integral is reformu-
lated as the sum of two regular surface integrals and a regu-
lar volume integral.3 Consider a closed surface Sjc that en-
closes a volume Vjc,

�
Sjc

�G0

�nq
�p;q�cos�m�q�dSjc�q�

= �
Sjc

�cos�m�q� � G0�p;q�� · nqdSjc�q� �36�

=�
Vjc

� · �cos�m�q� � G0�p;q��dVjc�q� , �37�

by the divergence theorem. Furthermore,

�
Vjc

� · �cos�m�q� � G0�p;q��dVjc�q�

= �
Vjc

� �cos�m�q�� · �G0�p;q�dVjc�q�

+ �
Vjc

�cos�m�q��2G0�p;q��dVjc�q� . �38�

G0 is defined as the solution to

�2G0�p;q� = − ��p − q�� , �39�

and so

�
Vjc

�cos�m�q��2G0�p;q��dVjc�q� = − cos�m�p� = − 1

�40�

because �p has been set to 0. Considering the first term on
the right-hand side of Eq. �38�,

��cos�m�q�� = �0,
m

�q
sin�m�q�,0� , �41�

�G0�p;q� =
− 1

4�r2� �r

��q
,

1

�q

�r

��q
,

�r

�zq
� , �42�

and so

��cos�m�q�� · �G0�p;q� =
− m sin�m�q�

4�r2�q
2

�r

��q
. �43�

Now consider the derivative of Eq. �38� with respect to np.
Substituting Eqs. �40� and �43� into Eq. �38� gives

�

�np
�

Sjc

�G0

�nq
�p;q�cos�m�q�dSjc�q�

=
�

�np
�− 1 + �

Vjc

− m sin�m�q�
4�r2�q

2

�r

��q
dVjc�

=
�

�np
�

Vjc

− m sin�m�q�
4�r2�q

2

�r

��q
dVjc. �44�

This integrand is regular strictly inside the volume Vjc for
�q�0 and is sufficiently well behaved as p→q that it can be
evaluated for points close to �but not lying on� the bounding
surface Sjc. Since �r /��q��q /r, the singularity at �q=0 is
sufficiently weak that it can be avoided with a suitable
choice of quadrature rule. If Sjc is made up of the boundary
element Sj, on which N0,j

m is singular, and Sj1 and Sj2, which
are two surfaces chosen to close the volume Vjc on which the
integral Eq. �38� is regular, then

N0,j
m =

�

�np
�

Sj

�G0

�nq
�p;q�cos�m�q�dSj�q�

=
�

�np
�

Vjc

− m sin�m�q�
4�r2�q

2

�r

��q
dVjc

−
�

�np
�

Sj1

�G0

�nq
�p;q�cos�m�q�dSj1�q�

−
�

�np
�

Sj2

�G0

�nq
�p;q�cos�m�q�dSj2�q� . �45�

The implementation of this calculation at NPL uses constant
collocation elements, so that all elements are flat. Sj1 and Sj2

are chosen to be right-angled cones that close the volume
partially defined by the element since the surface integrals
are easily evaluated on such surfaces and because cones of
this type create a closed volume with any flat element, no
matter how it is oriented. An example of this closure is
shown in Fig. 3.

All the terms on the right-hand side of Eq. �45� can be
calculated using standard quadrature methods. In our imple-
mentation, all linear integrals used the standard Gaussian
eight-point rule, and all integrals over a triangle used a
seven-point Gaussian quadrature rule over a standard
triangle.23 This expression makes calculations using Eq. �25�
numerically viable, and, as was stated previously, the paral-
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lelization of the calculation makes high-frequency calcula-
tions with a large number of elements possible within a rea-
sonable amount of time.

VI. RESULTS

This section presents some of the results that have been
obtained using the software. For all data sets, the maximum
possible number of Fourier coefficients has been used based
on the number of circumferential measurement points since
earlier computational problems led to attempts to minimize
all possible sources of error.

As has been described, the measurement data were gath-
ered on open-ended cylindrical surfaces. The boundary ele-
ment method requires a closed surface for calculations. All
the results presented here were generated using disks to close
the measurement surface, so that the closed surface was a
cylinder in all cases. The extra disks were populated with
data by decreasing the Fourier coefficient on the perimeter to
zero at the center of the disk linearly. Trials run using prob-
lems with known solutions showed that this method gave
good agreement.

Alternatives to this closure method were investigated,
including hemispherical closures and conical closures. The
investigations suggested that, provided the closure surfaces
were populated with data in a way that reflected the likely
behavior of the transducer, the closure surfaces had little ef-
fect on accuracy. Flat closures were chosen because they are
the closing surfaces with the smallest area and hence require
fewest elements to mesh them. Use of flat closure surfaces
minimizes the overall size of the matrix. Various methods of
populating the closure surfaces were tested. Besides tests us-
ing a linear decrease in amplitude, tests were run where all
pressure values on the closure surfaces were assumed to be
zero, and some tests were run using a Tukey window to
gradually decrease the pressure to zero on the line r=0. The
tests showed that the linear decrease gave the best results
both for model problems with known solutions and for mea-
surement data.

As an initial simple check, the software was tested by
simulating monopole and dipole sources at a range of fre-
quencies between 1 and 10 kHz. Agreement between the nu-

merical solution and the analytic solution was excellent for
all tests. Further details of the results can be found in Ref. 4.
Once the software had passed the initial tests, it was applied
to measurement data.

A. Experimental configuration

The measurement data were generated from a pair of
free-flooding hollow cylindrical piezoelectric projectors. The
transducers used were a pair of EDO Western Corporation
model 249 free-flooding ring transducers. Each transducer
was 98 mm in outer diameter with an 18 mm wall thickness
and was 92 mm long. The transducers were mounted coaxi-
ally, giving an overall length of 185 mm, and were encapsu-
lated in a polyurethane polymer. All dimensions are of the
outer surface including the coating, rather than the dimen-
sions of the active elements. The cylinders had resonance
frequencies at both 13.9 and 27.5 kHz �where the transmit-
ting voltage response reached a local maximum�.

The transducers were mounted in two different configu-
rations to provide two different sources and were driven to-
gether, in parallel, with a voltage of approximately 10 V.
Each configuration was operated at the two resonance fre-
quencies of the cylindrical projectors. For both configura-
tions and both frequencies, cylindrical measurement scans
were made over tall cylinders in the near-field for use as
input data, and at various radii and depths for validation data.

The first configuration mounted the transducers coaxi-
ally. With both transducers driven in phase, this provided
some directionality in the vertical orientation with a maxi-
mum output in the far-field produced in an orthogonal plane
passing through the midpoint of the source �the plane bisect-
ing the two transducers�. In general this configuration re-
quired few Fourier components in the sum of Eq. �21� and
hence was not computationally challenging. Results for this
configuration are shown in Ref. 4, but in all cases the mea-
surements and calculated values showed good agreement,
and excellent agreement in the far-field.

To provide some directionality in the azimuthal direc-
tion, a reflector was positioned close to the pair of coaxially
mounted transducers to create sufficient interference between
the reflected and directly radiated fields to produce lobes in
the azimuth direction in the far-field response. The reflector
was made from a thin steel plate coated on the inner surface
with a 3 mm thick layer of closed-cell neoprene rubber. The
air-filled cavities within the neoprene ensured that a strong
reflection was obtained, producing significant interference
and well-defined lobes. Typical scans obtained from this con-
figuration are shown in Fig. 2. Use of the steel plate alone
did not provide a strong reflection for sound at 13.9 kHz
�where the wavelength is 53 mm�. Only results created using
the second configuration are shown here because they are
computationally more challenging and hence of more inter-
est. Note that the measured values and calculated results us-
ing this configuration are not the same as those in Ref. 4
since concern about the integrity of the original data and
results led to measurement and calculations being repeated.
Measurements were made at frequencies of 13.9 and
27.5 kHz, and at each frequency cylindrical scans with radii

FIG. 3. Sketch showing a typical boundary element �flat annulus� and the
two right-angled cones used to generate a closed volume in conjunction with
the element in order to evaluate the singular integrals.
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of 0.338 and 3.5 m were made, with the scan depth varying
between −0.49 and 0.49 m in all cases. The transducers were
driven with long tone bursts, and the amplitude and phase of
the received signal were extracted from the steady state part
of the signal under effectively free-field conditions.

It is thought that a slight change in the rotational align-
ment occurred between the near and far-field measurements
at each frequency. The near-field and far-field scans were
gathered at different times, and the experimental setup was
dismantled between these times as the measurement tank
was required for other tasks. When the equipment was reas-
sembled, the only method available for the alignment of the
cylindrical array was manual adjustment based on visual
alignment. The uncertainty associated with this alignment
method during hydrophone calibration is usually �3°. The
hydrophone calibration procedure uses a marked pole and
custom-built mounts, whereas the array used in this work has
used an unmarked pole and a less snugly fitting mount, so it
is possible that the alignment procedure is more susceptible
to error in this case. The misalignment has not been cor-
rected for in the plots in this paper as there was no indepen-
dent way of determining the appropriate correction.

B. Typical computed results

As was stated above, the transducers were driven at fre-
quencies of 13.9 and 27.5 kHz with corresponding wave-
lengths of 106 and 54 mm, respectively. The mesh sizes,
number of frequencies, and number of elements are shown in
Table II. Two different mesh sizes were used for each fre-
quency. The mesh sizes correspond to � /12 and � /6, en-
abling the results to be checked for convergence. A generally
applied rule of thumb �see, for example, Foote and Francis24�
suggests that � /6 should give reasonably accurate results.
The results with � /6 were virtually indistinguishable from
those with � /12, and so � /6 will be used in any subsequent
work.

Table II also shows the elapsed time and computational
time taken to obtain results for each of the jobs. The total
computational time for the 27.5 kHz data was approximately
23 days for the � /6 mesh and 42 days �6 weeks� for the
� /12 mesh, but the corresponding elapsed times were ap-

proximately 6 and 7 h, respectively. This shows the impor-
tance of distributed computing to this work. The speed-up
factors of the lower frequency jobs are less impressive be-
cause the two jobs were started simultaneously and thus had
to compete for computational resources. Despite this compe-
tition, the elapsed time of both jobs decreased by a factor of
more than 17.

In Figs. 4–9, the results plotted represent a comparison
of the absolute amplitudes of the acoustic fields. The ordinate
axes in Figs. 5, 6, 8, and 9 are labeled scaled pressure am-
plitude since the data have not been scaled for the sensitivity
of the hydrophone and preamplifier, the data shown being
equivalent to the received voltage amplitudes.

Figure 4 shows calculated and measured far-field acous-
tic pressure amplitudes at 13.9 kHz. The radius of the cylin-
ders is 3.5 m, the depths ranged from −0.49 to 0.49 m in
steps of 0.01 m, and data were gathered every 2° in the an-
gular direction. Figures 5 and 6 show a comparison between
two sets of measured and calculated pressure amplitude scan
lines. Calculated results using both mesh densities are
shown, but the lines overlay one another in both cases, show-
ing that convergent results have been obtained. Lines at

TABLE II. Details of the frequencies, wavelengths, and boundary element
meshes used to calculate results and of the computational time and elapsed
time required to generated each set of results.

Frequency
�kHz� 13.9 13.9 27.5 27.5

Wavelength �mm� 106 106 53.7 53.7
Elements per wavelength 6 12 6 12
Element length �mm� 17.7 8.9 9.0 4.5
Value of N used 89 89 179 179
Total number of elements 139 189 275 374
Approximate total
computational time �h�

42 74 561 1002

Approximate elapsed time
for calculation �h�

2 3 6 7

Average computational time
per component �min�

14 24 93 167
(a)

(b)

FIG. 4. �Color online� Comparison of �a� measured and �b� calculated
acoustic pressure amplitudes at 13.9 kHz. Cylinder has a radius of 3.5 m
and depths between −0.49 and 0.49 m, where the transducer is at depth 0 m.
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depths of −0.25 and 0.25 m were chosen, but agreement be-
tween measurement and calculation is about the same at all
depths.

These figures indicate that, in general, the agreement
between the measured and calculated pressure amplitudes is
good at this frequency. The main and side lobes are in the
correct positions, and the sizes of the lobes agree well, al-
though there is a slight angular misalignment between mea-
sured and calculated values. The probable cause of this mis-
alignment was described in the previous section. Visual
assessment of the results suggests that the misalignment is
approximately 5°.

Calculated and measured far-field acoustic pressure am-
plitudes at 27.5 kHz, under identical conditions of measure-
ment, are shown similarly in Figs. 7–9. Again, good agree-
ment is achieved, with the positions and sizes of the main
and side lobes closely matched. As at 13.9 kHz, there is an
angular shift of approximately 5° between predicted values
and measurements. The shifts between measured and calcu-

lated results at the two frequencies are in good agreement,
suggesting that the shifts are caused by a systematic error,
such as that caused by the misalignment between near-field
and far-field measurements as described in the previous sec-
tion.
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FIG. 5. �Color online� Line plot of measured and calculated acoustic pres-
sure amplitudes vs azimuthal coordinate at a frequency of 13.9 kHz. Results
are shown for a radius of 3.5 m and a depth of −0.25 m relative to the
transducer’s midpoint.

−180 −135 −90 −45 0 45 90 135 180
0

0.002

0.004

0.006

0.008

0.01

0.012

Angular coordinate (degrees)

S
ca

le
d

pr
es

su
re

am
pl

itu
de

Calculated pressure amplitude, 6 elements per wavelength, depth = 0.25 m
Calculated pressure amplitude, 12 elements per wavelength, depth = 0.25 m
Measured pressure amplitude, depth = 0.25 m

FIG. 6. �Color online� Same as in Fig. 5, but at a depth of 0.25 m relative to
the transducer’s midpoint.

(a)

(b)

FIG. 7. �Color online� Comparison of �a� measured and �b� calculated
acoustic pressure amplitudes at 27.5 kHz. Cylinder has a radius of 3.5 m
and depths between −0.49 and 0.49 m, where the transducer is at depth 0 m.
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FIG. 8. �Color online� Line plot of measured and calculated acoustic pres-
sure amplitudes versus azimuthal coordinate at a frequency of 27.5 kHz.
Results are shown for a radius of 3.5 m and a depth of −0.25 m relative to
the transducer’s midpoint.
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VII. CONCLUSIONS

The Fourier series formulation of the boundary integral
form of the Helmholtz equation on an axisymmetric surface
has been used to calculate the far-field response of underwa-
ter acoustic transducers from the measurement of their be-
havior in the near-field. The use of a Fourier series formula-
tion has meant that the calculation could be run on a
distributed computing system, thus significantly reducing the
run time and rendering the problem computationally trac-
table. The reformulation has ensured numerical stability of
the calculation for all wavenumbers and has used volume
integrals to avoid the need for numerical evaluation of sin-
gular surface integrals. The results of calculations have been
validated against measured data, and the agreement has been
good at frequencies of 13.9 and 27.5 kHz. As distributed
computation becomes more widespread, it is hoped that simi-
lar methodologies will be applied to other problems in com-
putational acoustics.
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The possibility of exploiting low-resolution acoustic signals used for the navigation of Lagrangian
floats to simultaneously estimate the speed of sound is studied. Acoustic navigation of Lagrangian
floats is regularly carried out by measuring travel times from three fixed stations assuming a known
value for the speed of sound. The sound speed is considered here as a variable of the problem to be
estimated from the travel-time data simultaneously with the horizontal location of the float. The
estimation problem is linearized and solved analytically, and closed-form expressions for the
sound-speed estimation errors are derived. Typical acoustic navigation �RAFOS� signals are
characterized by limited time resolution �0.2 s� challenging the accuracy of sound-speed estimation,
depending on the location of the float with respect to the fixed stations. By exploiting travel-time
data from multiple floats, the sound-speed estimation accuracy can be increased, which reflects in
higher localization accuracy as well. In the case of a single float improved sound-speed estimates
and localization results can be obtained by combining travel-time data from different float locations.
Numerical results verify the theoretical error estimates and demonstrate the efficiency of the
method. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3076202�
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I. INTRODUCTION

Lagrangian floats play a significant role for the study of
ocean currents and have been successfully used in the
world’s oceans and seas.1–5 They are neutrally buoyant free
drifting instruments which settle at a predetermined depth
and follow the trajectory of the corresponding water
parcel.6,7 Long-range navigation of Lagrangian floats is com-
monly performed using acoustics: pulsed acoustic signals are
emitted from moored sources and received on the floats
�RAFOS floats8,9�, or alternatively emitted from the floats
and received at moored hydrophones �original tracking
concept10�, and acoustic travel times are measured. Assum-
ing a value for the speed of sound the measured travel times
are converted into ranges and the horizontal location of the
floats is calculated by triangulation.

The advent of the ARGO system11 has established a
worldwide network of Lagrangian floats at large depths
�2000 m�, which every 10 days profile the water column by
ascending to the sea surface from where they transmit
temperature/salinity and position data through satellite and
then return back to their parking depth to start another cycle.
The deployment of ARGO floats at high latitudes is seriously
hindered because of the presence of sea ice. In this connec-
tion, the enhancement of ARGO floats with a RAFOS receiv-
ing capability has been addressed.12,13 This additional func-
tionality will allow tracking of the floats at arbitrarily short
intervals, e.g., two to three times a day �instead of every
10 days�, and optimization of the surfacing process.

The signals used for acoustic navigation of Lagrangian
floats are usually narrowband signals resulting in simple
source design, at the cost of reduced time resolution, whereas
the temporal sampling is also performed with low

resolution—sampling period of the order of 0.2 s. This res-
olution can provide accuracy of �300 m in range estimation
assuming that the sound speed is precisely known. In reality,
however, there are uncertainties in the sound speed, which
result in additional localization errors. The aim of the present
work is to study the feasibility of simultaneously estimating
the sound speed and solving the localization problem from
the low-resolution travel times. The anticipation is that be-
sides the sound-speed estimation this approach will also in-
crease localization accuracy.

To estimate the horizontal location of a RAFOS float,
three sources �fixed stations�—all synchronized—are com-
monly used. The first two sources are used to estimate the
location of the float subject to left-right ambiguity, with re-
spect to the interconnecting line of the sources. The third
source is used to resolve this ambiguity by providing addi-
tional travel-time �range� information.8 This additional infor-
mation from the third source is used here not only to remove
the left-right ambiguity but also to make an estimation of the
sound speed, simultaneously with solving the localization
problem. The present study takes place in the framework of
the Damocles Arctic research project,14 and, in this connec-
tion, the main interest is in high-latitude areas. The
Damocles project has recently deployed a group of RAFOS
floats in the Arctic ocean. For their tracking pulsed acoustic
signals emitted from a number of ice-tethered platforms are
used. The frequency of the emitted pulses is 780 Hz and the
pulse duration is �0.1 s, whereas the sampling period on the
floats is 0.18 s.

Localization problems relying on measured travel times
and simultaneously improving the environmental informa-
tion have been addressed by Dosso et al., with application in
array element localization,15–17 including optimization of the
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source geometry,18 as well as in acoustic tracking of
sonobuoys.19 These are short-range applications with time-
measurement accuracy of the order of 0.001 s and normally
distributed errors, whereas the solution of the non-linear lo-
calization problem relies on optimization algorithms, Monte
Carlo methods, or iterative approaches combined with linear-
ization. In long-range ocean acoustic tomography combined
localization and environmental inversion problems arise in
the case of untracked moving sources and/or receivers; such
problems have been addressed in actual experiments20 and
simulation studies21–23 in which the measurement of travel
times has been sufficiently accurate to resolve and exploit
multipath structure.

In the case of RAFOS transmissions the challenging fac-
tor is the low temporal resolution, of the order of 0.2 s. With
such a resolution it is impossible to analyze the fine structure
of the received signals and exploit multipath for the retrieval
of the depth structure of the sound-speed distribution. Ex-
ploitation of multipath would require a higher temporal res-
olution, by at least one order of magnitude, as, e.g., in to-
mography experiments.24,25 Besides, at high latitudes the
variability of the sound speed with depth is small �10 m /s or
less over the entire water column�, resulting in temporal con-
gestion of arrivals at the receiver for ranges up to a few
hundred kilometers.26 At lower latitudes the variability of
sound speed with depth is larger resulting in larger time
spread; this does not necessarily lead to an increase in travel-
time uncertainty if robust observables are used, such as the
arrival finale.24

As for the horizontal variability, range independence is a
common assumption in ocean acoustic tomography experi-
ments for areas away from ocean fronts. The information
content of RAFOS data is very limited to retrieve the hori-
zontal variability of the sound speed in addition to the float
location. In this connection, a zero-order approach is adopted
here focusing on the estimation of variable but constant
sound speed. Although simple, this is an improvement com-
pared to conventional RAFOS localization using a priori
fixed sound-speed values. Based on the assumption of uni-
formity the estimation problem can be treated analytically in
a linear framework. This approach leads to closed-form ex-
pressions for the sound-speed estimates and the associated
estimation errors.

The main source of travel-time error considered here is
the low-resolution discretization process, with typical step
size of the order of 0.2 s. Further sources of error include the
modeling approach, in particular, the assumption of uniform
sound-speed distribution neglecting multipath along a sec-
tion or differentiation of the sound speed between the differ-
ent sections, and the measurement process including signal
characteristics and signal processing.24,27 For RAFOS signals
the large size of the temporal discretization steps is consid-
ered to be the dominant factor behind travel-time errors. In
this connection, the remaining error sources are not ac-
counted for in the present analysis.

The contents of the work are organized as follows. Sec-
tion II addresses the estimation of sound speed from travel
times between floats and fixed stations in a linear analytic
framework, and provides closed-form expressions for the

sound-speed errors in the cases of one or several floats. In
Sec. III some numerical examples are presented for sound-
speed estimation and float localization and the validity of the
theoretical predictions is assessed. In Sec. IV the results of
the work are discussed and conclusions are drawn.

II. SOUND-SPEED ESTIMATION

In this section the case of one or several floats of un-
known location communicating with three fixed stations in a
medium of unknown uniform sound speed is considered.

A. Single float

For a float at �unknown� distances ri, i=1,2 ,3, from
three fixed stations, the corresponding exact travel times ti

will be

ti =
ri

c
, �1�

where c is the true sound speed. Assuming that the float and
the fixed stations are synchronized, the measured travel times
are considered as truncated versions of ti with discretization
step �� equal to the temporal resolution �typically 0.2 s in
RAFOS transmissions�

�i = �ti���, �2�

where the brackets �·��� denote truncation to the nearest dis-
crete value, with discretization step ��.

Even though the distances ri are unknown, an approxi-
mate reference location �F0� of the float can be estimated by
making a guess of the sound speed and using the measured
travel times, see Fig. 1. This reference location may in gen-
eral not comply with all measured travel times, still it can be
assumed to be close to the true location �F� of the float.
Displacements about the reference location are described in
terms of a rectangular coordinate system �x ,y� with origin at
the reference location F0. If the distance between the float
and the fixed stations is much larger than the float displace-
ment �x ,y� then the directions between the float and the fixed
stations remain approximately the same as the float moves
from the reference to the true location, such that the resulting
change in the corresponding ranges can be approximated by
the projection of the displacement vector on the reference
directions �i,0,20

ri = ri,0 − x cos �i,0 − y sin �i,0, i = 1,2,3, �3�

where ri,0, i=1,2 ,3, are the reference ranges �the ranges
from the fixed stations to the reference float location�. This
is, in fact, a linear approximation of the range ri as a function
of the displacement vector �x ,y�.

An estimate of the sound speed �ĉ� and the float dis-
placement �x̂ , ŷ� can be obtained by substituting Eq. �1� into
Eq. �3� and replacing the exact with the discrete travel times.
The resulting equations form a system of three linear equa-
tions with three unknowns

ĉ�i + x̂ cos �i,0 + ŷ sin �i,0 = ri,0, i = 1,2,3. �4�

The solution of this system for the sound speed is
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ĉ =
r1,0A32 + r2,0A13 + r3,0A21

�1A32 + �2A13 + �3A21
, �5�

where Aij =sin��i,0−� j,0�, i , j=1,2 ,3. The estimate ĉ will in
general deviate from the true sound speed c due to the de-
viation of the discrete travel times from the exact ones. In-
troducing the travel-time errors

�i = �i − ti, where ��i� �
��

2
, i = 1,2,3, �6�

the measured travel time �i can be written as

�i =
ri

c
+ �i. �7�

Substituting this relation into the expression �5� for ĉ,
the latter can be written in terms of the true sound speed and
the travel-time errors as follows:

ĉ =
r1,0A32 + r2,0A13 + r3,0A21

�1A32 + �2A13 + �3A21 + �r1A32 + r2A13 + r3A21�/c
.

�8�

In the Appendix it is shown that, as long as Eq. �3� is
valid, the following identity holds:

r1A32 + r2A13 + r3A21 = r1,0A32 + r2,0A13 + r3,0A21. �9�

This means that the expression r1A32+r2A13+r3A21 is invari-
ant for small displacements about the reference location.
Thus, the expression in parentheses in the denominator in

Eq. �8� is identical to the numerator. Assuming that the
travel-time errors are small and expanding the right-hand
side of Eq. �8� to the first order with respect to �i the sound-
speed estimate ĉ can be written as

ĉ = c −
c2��1A32 + �2A13 + �3A21�
r1,0A32 + r2,0A13 + r3,0A21

+ O��2� . �10�

For modeling purposes the travel-time errors �i are consid-
ered in the following as random variables uniformly distrib-
uted over the interval �−�� /2,�� /2�. In this case the expec-
tation and variance of �i will be ��i�=0 and ��i

2�=��2 /12,
respectively. Hence, the expectation of ĉ becomes

�ĉ� = c , �11�

which means that ĉ is an unbiased estimator of c to the first
order. This should be expected from a first-order expansion
and zero-mean errors �i. Interestingly, second-order calcula-
tions also result in negligible bias, much smaller than the
corresponding rms-error. Assuming that the errors �i are pair-
wise uncorrelated the variance of the sound-speed estimate ĉ
to the first order will be

��ĉ − �ĉ��2� =
c4���1

2�A32
2 + ��2

2�A13
2 + ��3

2�A21
2 �

�r1,0A32 + r2,0A13 + r3,0A21�2

=
��2

12

c4�A32
2 + A13

2 + A21
2 �

�r1,0A32 + r2,0A13 + r3,0A21�2 , �12�

and the corresponding rms-error will be

�ĉrms =
c2��

2	3

	A32
2 + A13

2 + A21
2

r1,0A32 + r2,0A13 + r3,0A21
. �13�

In this expression the quantities Aij have to do with the gross
geometry of the problem whereas the denominator, although
involving the reference ranges, is invariant to perturbations
of the reference position, Eq. �9�, as shown in the Appendix.
This means that the above estimate, Eq. �13�, for the rms-
error is independent from the reference position used. The
error is proportional to the time discretization step, inversely
proportional to the distances between the float and the fixed
stations, and depends on the gross geometrical configuration.

B. Multiple floats

In the following the case of multiple floats n=1, . . . ,N is
considered, each communicating with three fixed stations.
The fixed stations communicating with each float may be
different, i.e., the fixed stations may be more than 3 in gen-
eral. The previous analysis can be applied to the individual
floats resulting in sound-speed estimates

ĉn =
rn1,0An,32 + rn2,0An,13 + rn3,0An,21

�n1An,32 + �n2An,13 + �n3An,21
, �14�

where rni,0, i=1,2 ,3, are the reference ranges, �ni,0 the ref-
erence angles, An,ij =sin��ni,0−�nj,0�, i , j=1,2 ,3, and �ni the
measured travel times for the nth float. While the index n
describes a particular float, the index i does not describe a
particular fixed station on its own but in association with n.
The corresponding sound-speed error is given by
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FIG. 1. �a� Geometrical configuration of fixed stations �S1, S2, and S3� and
float �F�. The origin of the Cartesian coordinate system is taken at the
reference position �F0� of the float. �b� Detail of float displacement from the
reference �F0� to the true position �F� preserving directions to the fixed
stations.
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�ĉn,rms =
c2��

2	3

	An,32
2 + An,13

2 + An,21
2

rn1,0An,32 + rn2,0An,13 + rn3,0An,21
, �15�

and will be different for each different float, depending on
the particular geometry.

The minimum-variance unbiased linear estimator of the
sound speed c can be shown to be the weighted average of
the individual sound-speed estimates ĉn with inverse vari-
ance weighting

cMV = 

n=1

N

wnĉn, wn =
1/�ĉn,rms

2


m=1
N 1/�ĉm,rms

2 . �16�

Assuming that the errors �ni=�ni− tni, n=1, . . . ,N, i=1,2 ,3,
are uniformly distributed in �−�� /2,�� /2� the expectation of
cMV is clearly equal to c to the first order. Further, assuming
that the errors �ni are pairwise uncorrelated the rms-error of
the above sound-speed estimate takes the form

�cMV,rms

=
1

	N

c2��

2	3
n=1
N 1/�ĉn,rms

2

�	N

n=1

N
An,32

2 + An,13
2 + An,21

2

�rn1,0An,32 + rn2,0An,13 + rn3,0An,21�2�ĉn,rms
4 .

�17�

Assuming that all floats communicate with the same three
fixed stations and that they are close to each other, such that
the same reference position can be used for all of them
�rni,0=ri,0�, the rms-error in sound-speed estimation becomes

�cMV,rms =
1

	N

c2��

2	3
	 A32

2 + A13
2 + A21

2

�r1,0A32 + r2,0A13 + r3,0A21�2

=
1

	N
�ĉrms, �18�

i.e., using a set of N moving floats reduces the rms-error by
a factor 1 /	N. This is compatible with the behavior of the
rms-error of a number of independent observations.

III. NUMERICAL RESULTS

In this section some numerical results are presented for
sound-speed estimation and float localization, assuming one
or several floats communicating with three fixed stations. In
all examples the temporal resolution is considered 0.2 s and
the true sound-speed value is 1506.2 m /s, whereas the floats
and the fixed stations are considered synchronized. From the
exact ranges and the true sound-speed value the exact travel
times are calculated, and then they are discretized to the
nearest 0.2 s increment. The resulting discrete travel times
are considered as the measured data, from which the sound-
speed and float locations are estimated.

A. Effects of float location

In the first example the fixed stations form an orthogonal
triangle of side 100 km in the two orthogonal directions.
Figure 2 shows the theoretically predicted errors in sound-

speed estimation �upper panel� and the actual sound-speed
estimates �lower panel� as functions of the float location in
the horizontal plane. In particular, the upper panel shows the
theoretical error bound, given by the rms-error estimate, Eq.
�13�, multiplied by 	3. This corresponds to a uniform distri-
bution and represents the theoretical limit for the sound-
speed error, which to the first order follows uniform distri-
bution, cf. Eq. �10�. From this figure it is seen that the
predicted errors are small in the interior of the triangle de-
fined by the three fixed stations and become large for float
locations close to the circumcircle of the triangle �black
line�. Outside the circumcircle the errors drop with distance;
nevertheless the decay is slower across the hypotenuse than
across the other two sides.

The lower panel in Fig. 2 shows the actual sound-speed
estimates from the discrete travel times, Eq. �5�, at the vari-
ous float locations. The yellow color in this figure represents
the true sound-speed value �1506.2 m /s�. The deviations
from this value are compatible with the theoretical error es-
timates and behavior shown in the upper panel. In general
the errors appear to be smaller inside the circumcircle than
outside, and largest in the vicinity of the circle. The three
straight lines defined by the fixed stations can be discrimi-

FIG. 2. Top: Theoretical error bounds as function of the location of the float
communicating with three fixed stations �white squares� in orthogonal con-
figuration. The black line denotes the circle through the fixed stations. Bot-
tom: Actual sound-speed estimates for various float locations. The fixed
stations are denoted by black squares.
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nated in this figure �one at x=100 km, one at y=200 km, and
one corresponding to the hypotenuse�. When the float lies on
one of those lines the problem of sound-speed estimation
becomes one-dimensional. The reason is that the two in-line
stations are sufficient in this case for estimating the sound-
speed, and this is what Eq. �5� does neglecting the travel-
time information from the third station.

In Fig. 2 the sound-speed errors increase as the float
location approaches the circumcircle defined by the three
fixed stations. The equation of that circle is

r1A32 + r2A13 + r3A21 = 0. �19�

This explains the above-mentioned behavior since by
virtue of Eq. �19� the predicted error, Eq. �13�, becomes in-
finite for float locations lying on the circle. From another
point of view, the denominator in Eq. �5�, i.e., the determi-
nant of the linear system �4�, becomes very close to zero for
float locations in the vicinity of the circumcircle, which ren-
ders the three equations �4� linearly dependent. This means
that only two equations are left for the three unknowns
�ĉ , x̂ , ŷ�, such that they accept a solution �an acceptable float
location� for any arbitrary value of the sound speed ĉ. This
indefinitiveness is shown in Fig. 3 for the case of a float
whose true location �heavy dot� is on the circumcircle. The
figure shows 11 float locations �open circles� resulting from
Eq. �4� for 11 different sound-speed values, from
1300 to 1700 m /s. The indefinitiveness for float locations on
the circumcircle does not mean singularity of the localization
problem. In fact, if the true sound-speed value is known then
the true float location can be correctly estimated, even for
locations on the circumcircle. The singularity refers to the
simultaneous localization and sound-speed estimation prob-
lem.

In the following examples, a configuration of three fixed
stations forming an equilateral triangle of side 100 km is
considered. Figure 4 presents the theoretical error bounds in
sound-speed estimation �upper panel� and the actual sound-
speed estimates �lower panel� as functions of the float loca-

tion. The triangle symmetry in this case reflects in the pre-
dicted errors and also in the deviations of the estimated
sound speed from the true value �1506.2 m /s�. The straight
lines defined by the fixed stations can be distinguished in the
lower panel as in the previous case. The sound-speed error
becomes larger as the float location comes closer to the cir-
cumcircle. On the other hand the error for float locations
inside the circumcircle appears to be lower than for locations
outside. To look into this more clearly, a section along the
line AA parallel to the x-axis for y=175 km is considered.

Figure 5 shows the predicted error bounds �solid lines�
and the actual errors �resulting by subtracting the true sound-
speed value 1506.2 m /s from the actual sound-speed esti-
mates�, along the line AA of Fig. 4. Both the theoretical and
the actual errors are seen to be smaller inside the circum-
circle than outside, whereas they become unbounded on the
trace of the circumcircle on the line AA. The actual errors
�dots� lie in most cases within the predicted error bounds,
and the agreement between the two is remarkable. The points
that lie outside the predicted bounds correspond to cases
where the second-order terms O��2� in the sound-speed ex-
pansion, Eq. �10�, become significant. In that case the distri-
bution of the sound speed deviates from the uniform distri-
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FIG. 3. Indefinitiveness of sound-speed estimation–localization problem:
Estimated float locations ��� for 11 different sound-speed values, from
1300 to 1700 m /s, when the true float location ��� lies on the circumcircle.

FIG. 4. Top: Theoretical error bounds as function of the location of the float
communicating with three fixed stations �white squares� in equilateral con-
figuration. The circle through the fixed stations is denoted in black. Bottom:
Actual sound-speed estimates for various float locations. The fixed stations
are denoted by black squares.
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bution and begins to form “tails.” A sign of these tails is the
existence of sound-speed values outside the error bounds
predicted by linear theory. Nevertheless, it is remarkable how
well the first-order theoretical prediction performs in describ-
ing the actual error variance. Further, it is seen that the errors
of the actual sound-speed estimates are evenly distributed
about zero, pointing to a negligible bias. The x-resolution
used in Fig. 5 is 60 m, 50 times higher than that used in Fig.
4 �3000 m�, and reveals interesting structures, such as the
striation patterns, particularly toward the left and right ends
as well as in the middle; these patterns are associated with
jumps between different discrete travel-time values. Further,
the actual errors close to the traces of the straight lines con-
necting the fixed stations exhibit increased coherence, which
is associated with the fact that the estimation problem be-
comes one-dimensional for float locations on these lines.

A way to avoid the infinite sound-speed errors for float
locations on the circumcircle is by constraining the inversion
using a priori information. To check this, a statistical inver-
sion approach28,18 is applied to the localization and sound-
speed estimation problem. The a priori information for both
the sound speed and the float locations is assumed to have
the form of Gaussian distributions. In particular, the devia-
tion from the reference location is assumed to follow a zero-
mean Gaussian distribution with standard deviation 1000 m,
whereas the sound speed is assumed to be normally distrib-
uted about a “guess” value of 1500 m /s. Three alternative
values are considered for the standard deviation of the latter
distribution: 20, 10, and 5 m /s. Finally, the exact travel
times are considered to follow uniform distribution about the
observed travel-time values, as in the analytic approach.

The a posteriori probability density function is sampled
using a Monte Carlo method29 for float locations along the
same line AA shown in Fig. 4. The resulting sound-speed
populations �not shown here� are distributed about the cor-
rect value �1506.2 m /s�. The standard deviations of these
populations about 1506.2 m /s are shown in Fig. 6 for the

three cases of the standard deviation for the sound speed: 20,
10, and 5 m /s. It is seen in Fig. 6 that the reduction in the
standard deviation for the sound speed leads to gradual sup-
pression of the errors for float locations close to the circum-
circle, as expected. Apart from that, the statistical inversion
scheme results in smaller sound-speed errors inside the circle
than outside, i.e., in a similar behavior as the analytic ap-
proach. In comparing Figs. 5 and 6 it should be noted that
Fig. 5 shows the actual sound-sound estimates and the pre-
dicted error bounds, whereas Fig. 6 shows the rms-errors.

B. Combination of travel-time data from different
floats

The next numerical example addresses the effect that a
combination of travel-time data from a group of floats has on
sound-speed estimation and localization. In this connection a
random distribution of 37 floats around the three fixed sta-
tions �same as in the previous example� is considered, as
shown in Fig. 7. Floats A, B, and C are floats for which
localization results will be shown. Figure 8 shows the sound-
speed estimates obtained by combining the 37 floats in three
different ways. In the upper two panels the floats are sorted
by their distance from the center of the circle; in the upper
panel they are taken in order of decreasing distance, i.e.,
from the outmost float �C� inward, whereas in the middle
panel they are taken in order of increasing distance, i.e., from
the inmost float �A� outward. In the lower panel the floats are
taken in order of increasing error. The floats outside the cir-
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FIG. 5. Section of Fig. 4 along the line AA. The solid lines show the
predicted error bounds and the dots represent the actual sound-speed errors
�deviations between sound-speed estimates and true value�. The resolution
along the x-axis �measuring the float location� is 50 times higher than that of
Fig. 4.
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FIG. 6. Standard deviations of the statistical inversion results from the true
sound-speed value corresponding to three values of a priori standard devia-
tion for the sound speed: �a� 20 m /s, �b� 10 m /s, and �c� 5 m /s.
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cumcircle are characterized in general by larger sound-speed
errors than the floats inside, whereas the floats close to the
circumcircle are characterized by the largest errors, cf. Fig.
4.

From Fig. 8 it is seen that in all cases the addition of
more floats lowers the predicted sound-speed error bounds

�solid lines� monotonically. Further, the theoretical predic-
tions are compatible with the actual sound-speed estimates
�open circles�. In the first case �upper panel� the initial
error—the one corresponding to float C—is significantly
larger than in the second case �middle panel�—the one cor-
responding to float A. This is due to the less favorable loca-
tion of float C, outside the circumcircle, compared to the
location of float A, close to the center of the circumcircle. On
the other hand, when all 37 floats are taken into account the
same error is obtained: �0.6 m /s for the theoretically pre-
dicted variability interval �solid lines� and 0.15 m /s for the
actual error �open circle�. The same holds when the floats are
sorted in order of increasing error �lower panel�, in which
case, however, the above limits appear to be approximated
more efficiently.

Figure 9 shows the results of the localization for floats
A, B, and C located at characteristic locations with respect to
the circumcircle: float A lies closest to the center, float B lies
close to the circumference, and float C is the outmost one, cf.
Fig. 7. The left panels of Fig. 9 show the localization results
based on the individual sound-speed estimates from the
single floats, whereas the results in the right panels are based
on the best sound-speed estimates �combination of all 37
floats�. The localization improvement is marginal for float A
but significant for the outmost float C and largest for float B.
This is associated with the uncertainties in sound-speed esti-
mation resulting from the travel times of the single floats:
Floats close to the center are characterized by smaller uncer-
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FIG. 7. Random distribution of floats ��� around a set of three fixed stations
��� in equilateral configuration. Floats A, B, and C are floats for which
localization results will be shown.
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FIG. 9. Localization results for floats A, B, and C, shown in Fig. 7, based on
individual sound-speed estimates �single float location—left� and combined
sound-speed estimates �from all 37 floats—right�. The estimated locations
are denoted by the shaded areas and the true float locations by the heavy
dots.
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tainties than exterior floats, whereas the floats close to the
circumference have the largest uncertainties. The resulting
location uncertainty based on the individual sound-speed es-
timates spans about 1 km for float C and 1.5 km for float B
whereas it is less than 500 m for float A; the highest range
accuracy that can be obtained with a travel-time discretiza-
tion step of 0.2 s is 300 m. The difference between the indi-
vidual and the average sound-speed estimate is small for
float A, larger for float C �cf. Fig. 8� and largest for float B
lying close to the circumcircle. The obtained localization un-
certainties using the average sound-speed estimate are of the
order of 500 m or lower.

C. Combination of travel-time data from a single float
at different locations

In the examples considered so far the combination of
travel-time data from multiple floats leads in general to im-
provements both in sound-speed estimation and localization
accuracy, compared to the case of a single float. The im-
provement is due to the random location of the floats relative
to the fixed stations, reflecting into random travel-time errors
averaging to zero. In the light of this result one could think
of improving the sound-speed estimate obtained from a
single float by combining travel-time data from different
float locations, i.e., at different times, assuming that the
sound speed remains unchanged. If the locations are far
enough from each other the effect on the travel times should
be similar to that of multiple floats. In this connection, the
last example involves exploitation of travel-time data from a
single float at different locations. For convenience the float is
assumed to follow an inertial current, i.e., a circular trajec-
tory. Radii of 600 and 1500 m are considered corresponding
to current velocities of 0.04 and 0.1 m /s, respectively, as-
suming polar latitudes. A third case with radius as small as
10 m is also considered for comparison purposes. Two float
locations are examined, one inside the circumcircle �A� and
one outside �B�, as shown in Fig. 10. The float locations and

their trajectories are shown in Fig. 10. The fixed stations are
considered in the same equilateral configuration as before.

Figure 11 shows the sound-speed estimates for floats A
and B for each of the three trajectories as a function of the
number of positions combined �assumed uniformly distrib-
uted on the circular trajectory�. The solid lines in this figure
represent the theoretical error bounds assuming the travel-
time errors to be statistically independent. When the radius is
only 10 m the various float locations on the circle are char-
acterized by identical discrete travel times. This means iden-
tical sound-speed estimates from each float position, in
which case the average makes no difference; this is seen in
the top panels in Fig. 11. In this case the assumption of
statistical independence is clearly not fulfilled. As the radius
becomes larger there are differences in the discrete travel
times for the different float locations and this in turn leads to
differences in the sound-speed estimates; this is seen in the
middle and lower panels of Fig. 11. In general the errors are
significantly larger for the outside float B than for the inside
float A, still in both cases better sound-speed estimates are
obtained when the number of positions on the trajectories
increases. The agreement between the predicted error bounds
and the spread of the actual sound-speed estimates in the last
two cases is remarkable.
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FIG. 10. Configuration for sound-speed estimation by combining data from
a single float as it moves along a circular trajectory. Two float locations �A
and B� are considered whereas the fixed stations form an equilateral triangle.
The circular trajectories are shown in the embedded figure at the lower-right
corner.
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Figure 12 shows the localization results for floats A and
B based on the initial sound-speed estimates—travel-time
data from a single float location—�panels on the left� and the
results based on the combined travel-time data from all 24
locations along the circular trajectory of radius 1500 m �pan-
els on the right�. The improvement is marginal for the case of
float A, whose favorable location close to the center results
in a small sound-speed error �and thus localization error�
even using travel-time data from a single location of the
float. In the case of float B the increase in the localization
accuracy is much clearer to see. The reason is that float B is
close to the circumcircle and thus the initial sound-speed
error is large contributing to localization uncertainty of the
order of 1 km; note that the locations A and B in Fig. 10 are
different from those in Fig. 7. With the improvement in the
sound-speed accuracy obtained by the combination of travel-
time data at 24 different float locations the localization un-
certainty drops to less than 500 m.

IV. DISCUSSION AND CONCLUSIONS

In this work a method was proposed for simultaneous
estimation of sound speed and localization of RAFOS floats
from low-resolution travel-time data. Closed-form expres-
sions for the sound-speed estimates and the corresponding
errors were obtained based on two linearization assumptions;
�i� linearization of range variations between floats and fixed
stations with respect to float displacements and �ii� lineariza-
tion of sound-speed estimates with respect to travel-time er-
rors. The first linearization can be justified if the distances
between floats and fixed stations are large, larger than a few
kilometers, taking into account that the initial uncertainty
associated with the float location is of the order of 1 km. The
second linearization is supported by the numerical results
presented here, in particular, by the agreement between the
actual sound-speed errors and the error bounds predicted
from the first-order approach.

The resulting closed-form expressions allow for a para-
metric study of the sound-speed and localization errors. The
present approach does not account for a priori information

constraining the sound speed, and in this connection, it leads
to infinite sound-speed errors for float locations on the cir-
cumcircle through the fixed stations. The singularity arises
because of linear dependence of the associated equations,
which means that the sound-speed estimation problem be-
comes indefinite �any value of the sound speed is accepted�.
This indefinitiveness has to do with the combined sound-
speed estimation and localization problem, not with the lo-
calization problem alone, i.e., if the true sound speed is
known then Eq. �4� leads to the true float positions, even on
the circumcircle.

Further, the predicted sound-speed errors are in general
smaller for float locations inside the circumcircle than out-
side, and largest for locations in the neighborhood of the
circumcircle. These results are in agreement with the behav-
ior of actual sound-speed estimates. As a further check a
statistical inversion approach was applied to the non-linear
estimation problem imposing a priori constraints to sound-
speed and position uncertainties in the form of Gaussian
probability density functions. Apart from the suppression of
the sound-speed singularities for float locations close to the
circumcircle, the statistical approach results in a similar be-
havior of the sound-speed error, with smaller values inside
the circle, larger outside, and largest �yet finite� on the circle,
thus confirming the analytic results to a large extent.

Improved sound-speed estimates can be obtained from a
group of floats by taking weighted averages over individual
sound-speed estimates �based on travel times from single
floats�. In this case the best, in terms of minimum variance,
linear estimate of the true sound speed is the weighted mean
of the individual sound-speed estimates with weights propor-
tional to the inverse variances. The thus obtained sound-
speed estimate exhibits a monotonic improvement �decrease
in estimation error� as additional floats are taken into account
irrespective of the location of the floats. Nevertheless, the
location of each new float affects the degree of improvement
since, e.g., floats near the circumcircle are characterized by
larger variances, and they are given smaller weights, than
floats close to the center.

Improved knowledge of the sound speed reflects in im-
proved localization results. For floats close to the center of
the circumcircle the errors of the individual sound-speed es-
timates are small enough such that the localization uncer-
tainty is mainly governed by the temporal resolution
��300 m for ��=0.2 s�. For floats close to or outside the
circumcircle the individual sound-speed estimates are subject
to larger uncertainties which contribute to increased localiza-
tion errors �1000–1500 m in the examples considered�.
These errors can be reduced by improving the sound-speed
estimates. This can be achieved by combining data from dif-
ferent floats or from the same float at different locations. The
latter is a useful alternative under the assumption that the
sound speed remains unchanged, and provided that the dif-
ferent locations are sufficiently apart from each other, such
that the resulting changes in travel times are larger than the
discretization step, and the corresponding travel-time errors
can be considered as pairwise uncorrelated.

FIG. 12. Localization results for floats A and B of Fig. 10 based on indi-
vidual sound-speed estimates �single float location—left� and combined
sound-speed estimates �24 locations along the circular trajectory of radius
1500 m—right�. The estimated locations are denoted by the shaded areas
and the true float locations by the heavy dots.
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APPENDIX

Using the linearized relation, Eq. �3�, for the actual
ranges r1, r2, and r3 the expression r1A32+r2A13+r3A21 can
be written as

r1A32 + r2A13 + r3A21 = �r1,0 − x cos �1,0 − y sin �1,0�sin��3,0 − �2,0� + �r2,0 − x cos �2,0 − y sin �2,0�sin��1,0 − �3,0�

+ �r3,0 − x cos �3,0 − y sin �3,0�sin��2,0 − �1,0�

= r1,0A32 + r2,0A13 + r3,0A21 − x�cos �1,0 sin��3,0 − �2,0� + cos �2,0 sin��1,0 − �3,0�

+ cos �3,0 sin��2,0 − �1,0�� − y�sin �1,0 sin��3,0 − �2,0� + sin �2,0 sin��1,0 − �3,0�

+ sin �3,0 sin��2,0 − �1,0��

= r1,0A32 + r2,0A13 + r3,0A21 − x�cos �1,0 sin �3,0 cos �2,0 − cos �1,0 cos �3,0 sin �2,0

+ cos �2,0 sin �1,0 cos �3,0 − cos �2,0 cos �1,0 sin �3,0 + cos �3,0 sin �2,0 cos �1,0

− cos �3,0 cos �2,0 sin �1,0� − y�sin �1,0 sin �3,0 cos �2,0 − sin �1,0 cos �3,0 sin �2,0

+ sin �2,0 sin �1,0 cos �3,0 − sin �2,0 cos �1,0 sin �3,0 + sin �3,0 sin �2,0 cos �1,0

− sin �3,0 cos �2,0 sin �1,0� .

The six summands in each bracket cancel each other pair-
wise, such that finally

r1A32 + r2A13 + r3A21 = r1,0A32 + r2,0A13 + r3,0A21.

This means that the expression r1A32+r2A13+r3A21 is invari-
ant for small displacements about the reference location.
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Although a significant amount of theoretical and numerical modeling effort has been put into the
study of three-dimensional �3D� acoustic propagation on a coastal wedge, including the
development of the ASA 3D benchmark problem set, there have been few observations of the
predicted 3D propagation effects. Significant horizontal multipath arrivals were observed in a pair
of acoustic transmission tests on the continental shelf off the east coast of Florida in September 2007
and February 2008. For many transmissions, arrivals were received coming from nearly the global
positioning system �GPS� bearing of the ship, as well as up to 30 deg inshore of the true bearing.
The inshore path was up to 25 dB stronger than the direct path in some cases. The experimental
waveforms transmitted included continuous-wave transmissions ranging in frequency from 24 to
415 Hz as well as wideband linear frequency modulation pulses �20–420 Hz�. Horizontal multipath
arrivals were observed for source ranges from 10 to 80 km, source depths of 20 and 100 m, and
along several different bearings �inshore and along the 250 m isobath�. It is a conclusion of this
paper that the bearing bias and multiple horizontal arrivals are the result of 3D propagation due to
the local shoaling bathymetry. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075558�

PACS number�s�: 43.30.Xm, 43.30.Bp, 43.30.Cq �AIT� Pages: 1394–1402

I. INTRODUCTION

The phenomenon of three-dimensional �3D� acoustic
propagation in a continental shelf environment is well under-
stood both theoretically and from a numerical modeling per-
spective. The propagation feature of interest in the wedge
environment is the horizontal refraction of an acoustic ray
�or equivalent normal mode� due to repeated small angle
changes from specular reflections off the sloping seafloor.
Phenomena predicted include the horizontal refraction of
sound traveling at oblique angles relative to the shoreline, an
acoustic shadow zone with a leading edge caustic, inter-
mode interference and focusing, as well as the selective cut-
off of acoustic normal-modes with water depth. The impen-
etrable wedge was addressed via acoustic normal-modes by
Pierce1 and Bradley2 and then extended to the penetrable
wedge problem by Buckingham.3 Harrison4 looked at the
problem of basin scale 3D propagation and horizontal
shadow zones5 via ray invariants and extended this to a wave
field solution.6 In 1974 Weinburg and Burridge7 presented
the definitive paper on horizontal ray theory using vertical
normal modes. This paper presented the idea of using verti-
cal normal mode phase speeds as the background sound
speed field in which to trace horizontal acoustic rays. Nu-
merically this was extended to vertical modes and the hori-
zontal parabolic equation �PE� by Collins,8 applied to the
basin scale 3D propagation problem9 and adapted to include
coupled modes by Abawi and Kuperman.10 Recent develop-
ment of the fully 3D PE solution has confirmed our previous
physical intuition.11 In 1995 the Acoustical Society of

America generated the “ASA wedge benchmark” test cases
that were solved using multiple methods, including theoreti-
cal approaches,12 rays, normal modes,13 and a set of 3D para-
bolic equations.14 Predictions were made that 3D effects
would affect matched field processing15 and shallow water
propagation.16

Quantitative measurements of 3D propagation, however,
are rare in literature. Recently Frank et al.17 described 3D
propagation measurements from the scattering of sound by
non-linear internal waves. Heaney and Baggeroer18 observed
3D propagation due to sloping bathymetry off the coast of
Kauai in 2004. In this paper, we present results from a set of
experiments where 3D propagation effects were not only ob-
served, but dominated acoustic propagation. Measurements
in the summer of 2007 taken on the continental shelf 20 km
off the east coast of Florida indicated a bearing error �signal
arrival direction vs source true bearing� of up to 30 deg for a
206 Hz source at broadside at a range of 40 km. For this and
many subsequent runs, observations of a bearing bias as well
as multiple horizontal arrivals were taken. In addition to pre-
sentation of experimental results, we postulate here that the
propagation is indeed 3D, consistent with our understanding
of the wedge problem. A subsequent paper on the compari-
son of these data with theoretical and numerical modeling is
under preparation.

This paper is organized as follows. In Sec. II a descrip-
tion of the calibration operations test �CALOPS� experiments
is presented. The narrowband results are presented in Sec.
III. In Sec. IV observations of 3D propagation with broad-
band signals are presented. Section V is the summary and
conclusion.a�Electronic mail: heaney@oasislex.com
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II. ACOUSTIC OBSERVATORY ARRAY AND CALOPS
EXPERIMENTS

In the summer of 2007 a horizontal line array, cabled to
a shore recording facility, was deployed on the bottom by the
Office of Naval Research 20 km off the east coast of Florida.
The array concept was developed in the 1990s over the
course of deliberations by the Acoustic Observatory Working
Group, which followed up on the idea of a permanent acous-
tic observatory installation first put forward by Munk and
Wunsch.19 The array contained 120 elements, with 1

2 wave-
length spacing at 450 Hz �1.75 m spacing�. The data were
lowpass-filtered, digitized �at 1 kHz�, and cabled to shore for
real time processing and storage. The array was oriented
downslope, providing a broadside look along the 250 m iso-
bath. This resulted in an orientation of 8 deg relative to true
north. The slope of the seafloor from 100 to 250 m is ap-
proximately 1 deg. As is evident in the bathymetry contour
map shown in Fig. 1, there is a relatively flat shelf at 250 m
near the array site. Two separate weeklong tests were con-
ducted to calibrate the acoustic propagation environment—in
the late summer �September 7–15� of 2007 and in the winter
�February 19–25� of 2008. The tests will be referred to as
CALOPS-S and CALOPS-W for summer and winter.

A. Ship tracks and signals

Bathymetry measurements, which are crucial to the un-
derstanding of propagation in this environment, were com-
piled by Bill Baxley �South Florida Test Facility� and include
a National Oceanic and Atmospheric Administration multi-
beam data set. The bathymetry of the region is shown in Fig.
1, with global positioning system �GPS� ship track positions
from the CALOPS-S overlaid. The CALOPS tests were de-
signed to calibrate the acoustic propagation environment.
Primary emphasis was given to transmission loss �TL� and
impulse response as a function of range, frequency, bearing
�and therefore bathymetry�, and source depth. Characteriza-

tion of the propagation environment involves various mea-
sures of coherence as well as the development of a suitable
geo-acoustic parametrization. With this in mind, a series of
transects, generally along isobaths, was constructed to the
north, south, in-shore, and offshore of the array. In addition
to these source tows, a pair of stationary transmissions was
performed at ranges of 10 and 80 km in the summer and 10,
20, and 40 km in the winter. The winter towed source geom-
etries were designed to repeat the summer tracks.

Due to the strong northward currents of the region �as-
sociated with the Gulf stream�, all northbound runs were
conducted with a source depth of 100 m. Almost all south-
bound runs had a source depth of 20 m to approximate the
sound produced by an interfering ship. For all of the source
tows conducted in CALOPS-S, a 2-min repeating sequence
was transmitted. This included a 60-s cw comb with triplets
centered at 24, 52.5, 106, 206, and 415 Hz. The source
power at each peak was estimated, using a calibrated monitor
hydrophone, to be 170, 171, 171, 171.6, and 171 dB /�Pa at
1 m, respectively. A lower signal �10 dB down� was trans-
mitted at �8 Hz from each center tone. A 30-s multi-band set
of five linear frequency modulations �LFMs� was then trans-
mitted. The signal duration was 6 s and the swept bands were
20–50, 50–100, 120–180, 200–300, and 320–420 Hz. The
final signal �following an 8-s silence� was a wideband up-
down LFM with a 7-s upsweep from 20 to 420 Hz, followed
by 8 s of silence and then a 7-s downsweep from 420 to 20
Hz. For the CALOPS-W test this 2-min sequence was used
for all southbound transits �with the source at 20 m depth�
and the cw tone set was transmitted continuously for the
northbound events. Two stationary transmissions were con-
ducted at ranges of 10 and 80 km during CALOPS-S. During
the stationary events, a 3-h sequence of signals was used.
The cw comb was transmitted continuously for the first hour.
A set of three maximal length sequences �m-sequence� was
transmitted for the second hour. The wideband up/down
LFM was transmitted every 30 s for the final hour.

B. Environmental measurements

The sound speed field was measured extensively during
both tests with both expendable bathythermographs and
conductivity-temperature-depth �CTD� observations. In this
region the water column is strongly downward refracting due
to surface heating and the advection of Antarctic intermedi-
ate water below the Gulf stream. The average sound speed
field for each experiment taken at the array site is shown in
Fig. 2. The primary difference between summer and winter
conditions is the significantly faster surface water in summer
due to surface heating. Below 100 m the sound speed fields
are comparable. The presence of a very strong thermocline in
both seasons means that this is effectively a two-layer ocean
or a bi-linear profile. From the array site toward shore, it was
observed that the sound speed field could be represented by
truncating the 250 m sound speed profile �SSP� at the local
water depth. In deeper water the clear thermocline disap-
peared and the SSP approximated a linear downward refract-
ing profile.
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FIG. 1. Bathymetry contours and GPS ship tracks for Summer CALOPS.
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III. NARROWBAND EXPERIMENTAL RESULTS

In this section we present the beamforming results ob-
tained by processing the narrowband signals. Standard tech-
niques for developing narrowband bearing-time-record
�BTR� analysis of the data were performed. The first step in
data processing is a fast Fourier transform �FFT� of each
hydrophone time series to transform to the frequency do-
main. An 8192 FFT using a Kaiser–Bessel function window
��=2.5� was applied with a 50% overlap, producing a com-
plex spectrum output every 4.096 s. The peak bin in the
signal band was determined and considered the signal bin. In
order to develop an estimate of the non-signal energy �noise�,
an average of four edge bins ��5 Hz from the signal� was
recorded as well. Conventional beamforming was performed
on the complex spectra data vector using a Hanning shaded
�H� plane wave replica given by

w = exp�ik� · r��/�N ,

B��,�� = w���,��H�xx�Hw��,�� ,

�Hw��d = 1 �1�

where N is the number of elements, k is the horizontal wave-
number �� /c� in the look direction �, r is the array element
location, and B is the output beam power for a data snapshot
x. The beamformer is normalized to provide a unit beam
power for a unit signal vector �d�d=1�. Beamforming there-
fore conserves the signal energy and reduces the noise level
�DI=10 log N for N elements in uncorrelated noise�. This
normalization is required to compute accurate TL levels.
Near field effects �beam smearing� are expected to occur but
are not considered significant in the identification of horizon-
tal multi-path for source ranges beyond 10 km. A range-
focused replica is a necessity if the exact value of the beam
response is required.

A note on terminology is required. For all of the acoustic
runs below we will observe two distinct arrivals, with differ-
ent propagation paths and arrival angles at the receiver. In

general we will refer to two arrivals, one coming near the
GPS bearing of the ship and the other from an angle inshore
of the ship bearing. The nomenclature for these two paths is
not standard and can be confusing. We will follow an anal-
ogy of simple ray propagation near a source where there is a
direct path and a surface reflected �or if in deep water a
refracted� path. The arrival coming in near the source ship
bearing we will label the “direct path.” This path does con-
tain multipath propagation in the vertical. Other options for
labeling this arrival are “in-plane path,” “2D path,” and
“GPS ship-bearing path,” though we prefer direct path. The
path identified as having propagated up the slope and back to
the receiver will be labeled the “inshore path.” This path has
traveled a greater distance than the direct path and has re-
fracted due to multiple bottom interactions to arrive at the
receiver later and from an inshore angle. Other options for
this path label are “3D path” or “horizontally refracted path.”

A. CALOPS-S run 1 north

For CALOPS-S run 1N, the source was deployed at 100
m and towed from the array site north along the 250 m iso-
bath. This is along a bearing of 8 deg. The narrowband BTR
for the signal �415 Hz corrected for Doppler� and the noise
bin ��410 Hz� is presented in Fig. 3. The 415 Hz results are
presented because this frequency has the highest signal-to-
noise ratio �SNR� due to the fall-off of surface shipping noise
levels with frequency. Plotting the signal bin and the noise
bin is necessary to permit identification �through visual
analysis� of energy received from the source. It is expected
that the shipping noise not associated with the source trans-
missions will be the same at 410 and 415 Hz. The x-axis in
this plot and all subsequent BTRs is degrees true �positive
clockwise relative to north�, as opposed to bearing relative to
the array. The y-axis is time during the run. The run was
conducted at a constant speed of 3 km to a range of 80 km.
The 2-min on-off cw signal assists in the identification of
source signal energy. The source transmission is clearly vis-
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FIG. 3. BTR for CALOPS-S run 1N: �left� signal bin �415 Hz� and �right�
noise bin �410 Hz�. The source signal is visible at 8 deg for times 0–220 min
and then appears significantly inshore at 250 min.
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ible at the beginning of the run at the GPS bearing of 8 deg,
as expected. The signal level drops off with range, disappear-
ing at about 220 min into the run, which equates to a range
of 30 km. At about 250 min, a signal appears at �30 deg that
is not in the noise record. The signal is strong enough to
permit classification as a transmitted signal. The 2-min se-
quence is visible out to 400 min, or 70 km. The bearing of
this arrival changes slowly over the last 200 min from �25
to �5 deg. Initial interpretation of these results focused on
the “jump” from the GPS bearing up to a range of 30 km to
the “false bearing” beyond a range of 40 km. These angles
are always inshore of the ship, as is expected and predicted
by theory and modeling. For this particular run, the inshore
arrival is blocked by an interfering ship at precisely the same
bearing and time for much of the run.

The received level �RL� and TL of each of these arrivals
are now examined. The narrowband RL and TL values for
CALOPS-S run 1N are shown in Fig. 4. For this and subse-
quent level plots, the beam output time series for the signal
and the noise level is plotted. The beamformer is normalized
so that when the source signal is dominant, the beam output
level is equal to the omni level. This has been confirmed but
is not shown. The SNR is the difference between the two
lines and is shown to be larger than 30 dB for ranges around
20 km. At 38 and 55 km, an interfering ship runs over the
array and dominates this frequency band. Beyond 40 km, the
SNR is negligible and the identification of the signal is prob-
lematic. The in-shore arrival level is generated by hand se-
lecting the bearing and plotting the signal and noise levels
for this bearing as a function of time/range. In Fig. 4�b� the
signal �black� and noise �gray� are plotted as a function of
range for this inshore path. At 25 and 40 km, noise from an
interfering ship again masks the signal levels. Beyond 45
km, the RL of the inshore path is on the order of 60 dB and
is nearly constant with range, except for a fall-off at 75 km.
The 2-min transmission cycle �with the cw on for 1 min and

then off for a minute� is clearly visible in this time series,
though it cannot be seen in this plot due to scale of the
x-axis.

To estimate the TL, a two-pass peak picker was used to
automatically estimate arrival levels. The first pass selected
arrivals with a SNR greater than 10 dB. The second pass
required that the neighboring peaks were within 5 dB. This
second pass is required to filter out time periods where the
weaker cw signals transmitted during the LFM sequences
come through. For low source ranges, even these weak sig-
nals �10 dB down from the strong cw comb� have SNR
greater than 10 dB. The TLs resulting from the application of
the two-pass filter, using the source levels listed in Sec. II,
are presented in Figs. 4�c� and 4�d� for 206 and 415 Hz,
respectively.

This analysis clearly demonstrates the arrival of inshore
energy. At ranges from 40 to 70 km, the 206 Hz TL for this
horizontal multipath is nearly constant with range �on the
order of 88–95 dB�, compared with the direct path TL of 125
dB. 3D arrivals are also observed for closer ranges �10–20
km�, but are significantly lower in level than the direct path.
It is unfortunate that an interfering ship passed over the bear-
ing of the inshore path while the source ship was 40 km
away because this masks the transition zone. For other runs
this was not the case. To summarize, during CALOPS-S run
1 North, multiple horizontal arrivals were observed, with a
bearing separation at the receiver of up to 30 deg. The in-
shore path dominated the direct path levels at ranges beyond
30 km.

B. CALOPS-S run 1 south

For the CALOPS-S run 1S, the source was towed at a
depth of 20 m along the 250 m isobath toward the array from
a distance of 60 km to the north. �Although the run began at
80 km, the shore recording facility was not fully operational
until the source ship was 60 km north.� The signal and noise
BTR results are plotted in Fig. 5. For this run the signal is
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FIG. 4. �Color online� RL and TL for CALOPS-S run 1N: �a� 415 Hz RL for
direct path bearing—signal �dark� and noise �light�, �b� 206Hz RL for in-
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observable along the true GPS path from the beginning of
the run and becomes dominant as the source ship approaches
the array. The inshore path is also visible from the beginning
of the run ��5 deg� up to about 100 min �30 km�, where it
drops out. The angle of the inshore path moves from �5 to
�30 deg as the source ship moves from 60 to 30 km. In the
noise bin BTR on the right side of Fig. 5 the ship is visible as
it passes over the array.

The RL and TL results for this run are shown in Fig. 6.
In Fig. 6�a�, the RLs at 206 Hz, the beam-noise levels along
the GPS bearing indicate high SNR for ranges out to 40 km,
with interfering ships passing over at 21 and 50 km. The
inshore tracked bearing is weaker, with an interfering ship
passing over at a source range of 25 km. The TL plots in
panels �c� and �d� confirm that there is a transition zone at 30
km where both GPS and 3D signals have similar TL. For the
inshore path, the 206 Hz TL is nearly uniform with range
�beyond 20 km� at 95–100 dB, with the signal as much as 20
dB stronger than the direct path. The 415 Hz TL plot indi-
cates much weaker signal beyond 20 km, as compared with
206 Hz. These results confirm not only the presence but also
the dominance of 3D propagation. It is also apparent that the
shallow source, which only excites higher angle propagating
energy, has a weaker refracted path than the 100 m source
depth.

C. CALOPS-W run 1 north

The source TL for the winter northbound runs was a
continuous narrowband comb of the same frequencies as the
summer test described above. The continuous narrowband
comb was chosen to permit accurate TL measurements with-
out the 1-min LFM signal dropouts. For CALOPS-W run
1N, the source was suspended at a depth of 100 m and towed
from the receiver north to a range of 60 km. The results from
this event are clearer than for CALOPS-S run 1N for two
reasons. Winter propagation conditions are better due to a

less strongly downward refracting profile �see Fig. 2�. There
are also no nearby dominant interfering ships when the
source ship is at a range of 20–50 km from the array. From
Fig. 7, we see that the 3D horizontal multipath arrivals have
significant energy from ranges of 25 km out to the longest
range of 60 km. We also see that the refracted path arrives at
the array sweeping from bearings of approximately �40 deg
�t=160 m corresponding to 30 km� to �10 deg �t=340 m
corresponding to r=60 km�. This reduction in the bearing
difference between the true and the refracted �reflected� path
is consistent with expectations as the distance between the
source and receiver increases. Consider the thought experi-
ment with a candle and a mirror, easily solved by the method
of images. As the candle moves out in range, the angle be-
tween the true source and the image source reduces.

D. CALOPS-S run 3 north

For CALOPS-S run 3N, the source was towed at a depth
of 100 m inshore along the 120 m isobath. The BTR for run
3N is shown in Fig. 8. For this run, the inshore path appears
strongly at a time of 50 min, corresponding to a range of 10
km. The angular difference between the inshore path and the
direct path is much smaller than for the run 1 geometry. The
double arrival �direct and inshore path� is clear out to a time
of 250 min, after which a single spread arrival is observed.
Propagation conditions are significantly better in this run
than in either run 1N or tun 1S, to the point where the source
transmission is evident in the noise bin BTR, apparently a
glint from each time the LFM passes through the frequency
bins of interest. Two mechanisms proposed to explain these
improved propagation conditions �reduced TL� are downs-
lope focusing �in a downward refracted environment which
deepens, energy is trapped near the bottom� and the change
in acoustic interaction angles with the bottom due to the
warmer water at the seafloor in shallow water.
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The RL and TL levels for run 3N are shown in Fig. 9.
Note how much higher the RLs are for this run, compared
with runs 1N and 1S, when the source was towed along the
deeper �250 m� isobath. The SNR for nearly the entire run is
greater than 20 dB, particularly for the inshore arrival. The
inshore path starts to appear at 10 km, is equivalent to the
direct path levels at 25 km, and becomes much stronger out
to 80 km. At some ranges, the inshore path is as much as 20
dB stronger.

E. CALOPS-S run 9

For CALOPS-S run 9, the source was towed up-shelf
from deep to shallow water �9W� and then back �9E� at a

range of approximately 30 km from the source. A cw nar-
rowband comb was transmitted during the westbound leg
�toward shallow water� and the standard 2-min sequence of
pulses was transmitted for the subsequent eastbound leg. For
this geometry, the range-rate of the source is nearly zero.
With near-zero Doppler, the 415 Hz transmitted signal is
expected to be in the 415 Hz bin. The search for the signal
and noise bins produced an interesting result. The single el-
ement spectrogram near the 415 Hz cw signal is shown in
Fig. 10. The source signal is clear at 415 Hz for both the
continuous transmission �9W� and the 2-min sequence �9E�.
What is surprising is the presence of a Doppler-shifted signal
in addition to the expected zero-Doppler signal. For the 9W
leg, the additional signal is Doppler-shifted up on the order
of 1 Hz, while for the 9E leg, the additional signal is shifted
down a similar amount. This Doppler shift is consistent with
the geometry being a refracted 3D propagation path. For this
path, there is a positive range-rate for 9W and a negative
range-rate for 9E.

The BTRs for the center bin and the up-shifted Doppler
bin �noise� during run 9W are shown in Fig. 11. Over this
timeframe, the source ship traveled toward shore, from a
bearing of 40 deg to due north of the array. The right panel of
Fig. 11 is BTR in the signal bin. There is no clear double
arrival, but there is energy spread over many angles. This
out-of-plane scattering is significant to the problem of quiet
target detection in shallow water because it means that en-
ergy from a nearby �and/or very loud� interfering ship is
spread over many angles and cannot be canceled by standard
adaptive beamforming algorithms. We refer to this energy as
out-of-plane 3D scattering. It is evident that there would be
very strong bearing-dependent reverberation for active anti-
submarine warfare in this wedge environment. The left panel
of Fig. 11 shows the BTR of the Doppler-shifted signal bin
�noise bin�. This energy arriving at �25 deg is identifiable
with the source in that it ceases 50 min into the run, coinci-
dent with the termination of source transmissions. The in-
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shore 3D path appears just after 20 min and by 40 min is
cleaner than and as strong as the direct propagation path. The
positive Doppler �despite a near-zero range rate in this ge-
ometry� is an indication that the sound traveled inshore, re-
fracting from the sloping bathymetry, then propagated away
from shore to arrive at the array at an angle of �25 deg. For
this horizontal path, the source appears to be moving toward
the ship, giving it a positive Doppler.

IV. BROADBAND EXPERIMENTAL RESULTS

A. CALOPS-S run 1 LFM results

The reception of broadband transmissions on a horizon-
tal line array permits the estimation of travel time of each
horizontal arrival. To estimate the arrival time of energy
from a particular direction, matched filtering of a transmitted
LFM signal is applied to the beam time-series, which is
formed by conducting a Fourier transform then narrowband
beamforming and finally an inverse Fourier transform �IFT�.
The hydrophone complex spectrum was calculated by per-
forming an unwindowed 1-s FFT with 50% overlap. Beam-
forming was applied to each frequency between 20 and 450
Hz according to Eq. �1�. The IFT was then performed yield-
ing a time series for each arrival angle. Each beam time
series was then matched filtered using the 30-s upsweep
LFM signal replica. In order to compute absolute travel time,
a monitor hydrophone was used to record the signal trans-
mitted into the water. These data were recorded in stereo
with the IRIG-B channel GPS time recorded on the other
channel. Matched-filter processing of the monitor hydro-
phone permitted the determination of the exact time the
source LFM transmission began. The data at the recording
facility are also time-synced to GPS.

The beam time series for CALOPS-S run 1S, when the
source ship was at a range of 32.8 km from the receiver, is
presented in Fig. 12. The multi-path arrival for the direct

path arrives at an angle of 7 deg at a time of 21.2 s. The
inshore 3D arrival is clearly visible at �24 deg arriving at
24.8 s. The energy at 0 deg is the common-mode electronic
noise. The energy at 30 deg is an interfering ship, as can be
seen in the BTR for CALOPS-S run 1S in Fig. 5.

To compare the arrival time and relative intensities of
the direct path and the inshore path, line-cuts at the signal
maximum bearings ��24 and 7 deg� are taken. Note that the
arrival angle of the direct path is not exactly equal to the
GPS ship bearing of 8 deg T. Time cuts along these two
arrival bearings are shown in Fig. 13. The inshore path pro-
duces an arrival approximately 3.2 s later than the direct
path. The peak level is 7 dB higher, and it is clear that there
is significantly more energy in the later arriving inshore path.
This is consistent with the 25 dB higher received narrowband
level for 206 Hz for run 1S.
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B. Refraction or reflection?

One hypothesis for the 3D inshore path results is the
specular reflection of acoustic energy from an inshore bathy-
metric feature, such as a coral wall. The standard 3D inter-
pretation is for continuous refraction of the energy as a result
of repeated specular interactions with the sloping seafloor.
We have the measurements needed to differentiate between
these two effects. In particular, we have the source-receiver
range, the arrival angle of both the direct path and the in-
shore path, and the travel-time difference between them. The
geometry of the two postulated paths is shown in Fig. 14.

The distance from the source/receiver to the scattering
wall �x� is the range �R=32.8 km� divided by 2 tan �, where
� is the arrival angle at the array �32 deg�. This leads to a
total path length of 38.67 km, which is 5.88 km longer than
the observed source-receiver separation. Using the measured
group velocity of the direct path �1520 m/s�, this would lead
to a predicted travel time of 3.86 s, whereas the observed
travel-time difference was 3.2 s. This gives a strong indica-
tion that the path-length separation must be less than the
straight-line path from the source to the scattering wall to the
receiver, as is the case for the continuously refracted path.
The group velocity assumption that the inshore path has a
group velocity �vg� of 1520 m/s is certainly incorrect, but the
required 20% reduction in the group velocity is larger than is
expected in shallow water, particularly since the net group
velocity is the reciprocal of the average group slowness
�1 /vg�.

V. SUMMARY AND CONCLUSION

A pair of nearly identical acoustic propagation experi-
ments were conducted on the continental shelf in the summer
of 2007 and winter of 2008. A set of acoustic transmissions,
including narrowband cw tones and broadband LFM, was
transmitted from a towed source and recorded on a bottom-
mounted horizontal line array. This permitted the spatial and
temporal resolution of the received acoustic signals. The
presence of multiple horizontal arrivals, sometime separated
by up to 30 deg in azimuthal arrival angle, was observed. For
summer and winter conditions, multiple source depths, and
multiple source bearings, observations of multiple horizontal
arrivals were recorded. For many of the receptions beyond
20 km, the inshore path was substantially stronger than the
direct path along the measured bearing from the receiver to
the ship. A rather odd feature of the measurements is the
presence of a uniform RL vs range for paths from 40 to 80

km. This apparent lack of loss is inconsistent with the rapid
falloff of received energy in the first 40 km and is indicative
of some kind of horizontal focusing.

Most source tows were either toward the receiver or
away, producing nearly similar range-rates for the direct path
and the inshore path. This permitted the observation of the
ship GPS path and the inshore 3D path from BTR plots
processed at the signal frequency bin. It also means that both
acoustic paths coherently interacted with each other, presum-
ably producing significant effects on measures of spatial and
temporal coherence. For one run �CALOPS-S run 9E-W�,
however, the source was towed cross-slope with very little
range closure. For this reception the direct path has near-zero
Doppler. It was observed that the inshore path has an up-
Doppler shift when the source ship moves toward shore and
a down-Doppler shift when the source ship moves toward
deep water. This is explained by the geometry of refraction
in a wedge environment. This novel result means that mul-
tiple frequency lines can be observed in a 3D environment
when only a single line is emitted. Broadband processing of
a LFM, transmitted when the source was at a range of 32 km,
indicated the clear separation of the two paths, consistent
with horizontal refraction due to the sloping bathymetry.

The observations of 3D propagation presented in this
paper should not be surprising since they are consistent with
theoretical and numerical modeling results dating back to the
late 1960s. What is surprising is the strength of the inshore
energy. For most environments, propagation in shallower
water involves more frequent bottom interaction and there-
fore the shallow water refracted paths are expected to be
weaker than the along-isobath path. This is clearly not the
case in this environment. These results have important im-
plications relevant to the accuracy of bearing-based localiza-
tion such as target motion analysis in the continental shelf
environment. They also imply that interfering ships may be
expected to impact multiple bearings. Data from these tests
should provide a useful experimental database to validate 3D
propagation models in the future.
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Array element localization using ship noise
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This paper describes a method of estimating hydrophone positions in a receiver array using the noise
from a passing ship. Relative arrival times of the ship-noise signal between pairs of hydrophones are
obtained from several time windows of data �corresponding to different ship locations� by
cross-correlating the band-pass filtered time series. The relative arrival times are used as data in an
array element localization inversion to estimate both the hydrophone and ship locations based on
iterated linearization of the acoustic ray equations. The inversion applies the method of
regularization to include prior information such as approximate location estimates and uncertainties
for the source and receivers and the expectation that the array shape and/or source tracks are smooth
functions of position. Linearized and nonlinear �Monte Carlo� estimates of the position errors are in
good agreement and indicate a high degree of confidence in the receiver positions �relative
uncertainties of approximately 0.2 m in the horizontal and 0.05–0.1 m in the vertical�. The ability
to improve upon the initial source position estimates depends on the geometry of the problem, as
investigated with simulations. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3076201�

PACS number�s�: 43.30.Xm, 43.60.Pt �AIT� Pages: 1403–1409

I. INTRODUCTION

Ocean acoustic array processing methods, such as
beamforming1 and matched-field processing and inversion,2,3

require accurate knowledge of the locations of individual
elements in a receiver array. However, sufficiently accurate
receiver locations are generally not known after array de-
ployment at sea, and array element localization �AEL� sur-
veys are often required.4 AEL is usually based on inverting
acoustic arrival-time measurements from a series of con-
trolled sources at �approximately� known positions to the
receivers to be localized.4–14 However, the uncertainties in
source positions can be an important source of error in
AEL.5,7 A regularized ray-based AEL inversion, which treats
both source and receiver locations as unknown and deter-
mines the simplest �smoothest� array shape subject to fitting
the acoustic data, has been developed and applied to a vari-
ety of source/receiver geometries, such as bottom-moored
horizontal arrays7,14 and vertical arrays,8,14 towed arrays,9,10

two-dimensional arrays,13 and freely-drifting sonobuoy
fields.11,12

AEL is usually carried out using impulsive sources,
which produce identifiable acoustic arrivals from which ar-
rival times can be measured. The continuous nature of broad-
band noise sources such as a ship makes it difficult to di-
rectly observe coherent arrivals across an array. However,
relative arrival times can be extracted from recordings of a
noise source by cross-correlating the time series at spatially
separated hydrophone pairs. This paper shows that estimat-
ing relative arrival times from ship noise at several positions
can provide a sufficient data set for high-precision AEL.

Cross-correlation techniques have been used in ocean
acoustic applications such as ship tracking,15 marine mam-

mal tracking,16 and geoacoustic inversion.17 More recently,
cross-correlation of ocean ambient noise has been used to
estimate Green’s functions between bottom-moored hydro-
phones for positioning and time synchronization.18 Array-
shape estimation has also been performed by a matched-field
approach using the noise from ships of opportunity.19 How-
ever, it does not appear that cross-correlation of ship noise
has been applied previously to estimate individual receiver
and source positions in an AEL survey. An interesting aspect
of using a continuously-moving source such as a ship �as
opposed to a series of impulsive sources at a grid of loca-
tions� is that the smoothness regularization can be applied to
the ship tracks �as well as array shape� to minimize unreal-
istic zig-zags or jumps between adjacent source positions,
which could be introduced by inaccurate prior information
and noisy acoustic data.

Motivation for the present work comes from an AEL
survey of a bottom-moored vertical line array �VLA� in
which controlled-source recordings intended for AEL proved
unusable �described in Sec. II�, and the use of relative arrival
times extracted from broadband ship noise was the only re-
course to localize the array. However, there are a number of
potential advantages of ship-noise AEL, including reductions
in cost, effort, and environmental impact of not using impul-
sive sources; efficient coverage of wide areas �particularly if
the nominal array position is poorly known�; and the ability
to carry out AEL covertly, using either a known ship or a
ship of opportunity.

II. EXPERIMENT AND DATA

In October 2003, a scientific cruise to the Mississippi
Canyon, lease block 798 �MC798� in the northern Gulf of
Mexico, was undertaken to collect acoustic data for seabed
gas-hydrate research. A bottom-moored VLA consisting of
16 hydrophones spaced at approximately 12.5-m intervals
was deployed from the R /V Pelican and allowed to free-fall

a�Present address: MGM Geosciences, 420-900 Tolmie Avenue, Victoria,
British Columbia V8X 3W6, Canada.
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to the seafloor in �800 m of water. Concrete weights an-
chored the array to the seafloor, and its shape was maintained
by means of glass floats at the top of the array. 6-s samples
of acoustic data were recorded every 18 s at a 10-kHz sam-
pling rate as the ship transited along two radial track lines
centered near the nominal array position �Fig. 1�. Data were
recorded first while towing an impulsive source �water gun�
and then with no sound source except the survey ship. The
water-column sound speed profile was measured prior to run-
ning the track lines and is shown in Fig. 2. Due to badly-
clipped direct arrivals and large correlated timing errors, the
water-gun data were unusable for AEL inversion; therefore, a

method was devised to use the ship-noise recordings for this
purpose.

An example of the acoustic time series recorded at the
VLA as the ship transited along line 1 �north-south track
line� is shown in Fig. 3�a� �data for hydrophones 1, 8, and 16
were of poor quality due to seawater leakage and are not
considered here�. Direct observation of coherent arrivals on
the noise time series is difficult or impossible. However, the
time differences of energy arriving along the array can be
extracted from the cross-correlation of signals recorded at
pairs of receivers. The cross-correlation between signals si�t�
and sj�t� at hydrophones i and j over T samples is

Ri,j��� = �
t=0

T−1−�

si�t�sj�t + �� , �1�

where � is the lag time �in samples�. The lag at the cross-
correlation maximum corresponds to the best estimate of the
time delay of coherent acoustic energy between the receiv-
ers,

�ti,j = argmax�Ri,j���� . �2�

Figure 3�b� shows cross-correlation functions for hydro-
phone pairs from Fig. 3�a�. Trace 1 represents the autocorre-
lation of the data received at hydrophone 2 �bottom of the
array�, and traces 2–14 are the cross-correlations between
hydrophone 2 and the other hydrophones on the array. The
cross-correlation functions are normalized such that the au-
tocorrelation at zero lag is unity. The maximum correlation
occurs when the time delay is equal to the difference be-
tween arrival times of the ship noise at the two hydrophones.
This time delay increases with separation between the hydro-
phones in Fig. 3�b�; the cross-correlation peaks at �=0 are an
artifact due to electrical noise common to all the receivers.

The presence of signals in the data that are not associ-
ated with the survey ship can degrade the correlation pro-
cessing. Prior to computing cross-correlations, the data were
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band-pass filtered to exclude signals outside the band con-
taining the majority of the ship-noise power. Normalized
spectrograms for the acoustic data recorded at hydrophone 2
along line 2 are shown in Fig. 4. In the raw-data spectrogram
�left panel�, a tonal band near 1250 Hz is not associated with
the ship since the signal strength does not diminish with
increasing range from the nominal array position. After some
experimentation, a filter with a pass band of 20–600 Hz and
a 3-dB/octave roll-off was found to yield a good balance
between peak resolution and noise cancellation in the cross-
correlation functions. The spectrogram of the filtered data is
also shown in Fig. 4 �right panel�.

A raster image showing the cross-correlation values for
hydrophones 2 and 6 for all recordings along line 1 is shown
in Fig. 5. The time delay of the direct arrival is readily iden-
tified as a dark band in the image that moves out hyperboli-
cally with range from the nominal array position. Faint hy-
perbolic bands observed at larger time delays in the image
are likely associated with water-column multiples of the ship
noise; however, the order of these multiples is not obvious. If

the paths of these arrivals were identified, they could poten-
tially be included in the inversion to provide additional in-
formation in determining the sensor depths. However, the
multi-path arrivals would add little information on the hori-
zontal positions of the sensors since they lie in the same
vertical plane as the direct arrival �considered in previous
AEL work�.8,14 In this case the arrivals were too weak to pick
reliably and are not considered.

Using hydrophone 2 as the reference, cross-correlation
functions were computed with the usable hydrophones of the
array for the two orthogonal ship tracks shown in Fig. 1.
Time delays corresponding to the cross-correlation maxima
were picked for 13 receivers and 64 source positions over the
two lines �25 from line 1, 39 from line 2� for a total of 832
data, as shown in Fig. 6 �since the reference hydrophone is at
the bottom of the array, the travel-time differences are nega-
tive�. Based on examining the cross-correlation plots at high-
magnification, the uncertainty in picking the correlation
peaks was estimated to be 0.2 ms. This uncertainty did not
appear to vary across the array.

Nominal �prior� estimates of the location of the array
elements in x �east-west� and y �north-south� were obtained
from the global positioning system �GPS� position of the
ship when the array was deployed; the �vertical� z coordinate
estimates were based on the chart water depth at this location
and the nominal hydrophone heights above the array anchor.
The uncertainties of the hydrophone-position estimates were
conservatively taken to be 1000 m in x and y and 100 m in z
�these large values allow the data information to dominate
the solution for receiver localization�. The position of the
ship at the start of each 6-s recording was extracted from the
navigation data and corresponds to the location of the GPS
antenna near the fore-aft center of the vessel. Traveling at
about 5 m /s, the ship moved �30 m over a 6-s recording
and �90 m between records. The ship position at the center
point of each recording was determined by interpolating the
GPS positions, assuming that the ship traveled in a straight
line at a constant speed. Based on this procedure and the
GPS accuracy, the uncertainties in the x and y coordinates of

FIG. 4. �Color online� Spectrograms of unfiltered �left� and filtered �right�
ship noise for line 2. Spectra are normalized to maxima at 0 dB.

FIG. 5. Cross-correlation values for hydrophones 2 and 6 and all ship-noise
recordings of line 1. Dotted lines indicate the data used in the AEL inver-
sion. The x indicates the data sample in Fig. 3.
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the prior source positions were estimated to be 15 m. The z
coordinates for all source positions were estimated to be 3 m
with an uncertainty of 3 m based on the draft of the survey
vessel.

III. INVERSION METHOD

Regularized AEL inversion is briefly summarized in this
section; more complete descriptions are found
elsewhere.7,13,14 The AEL inverse problem considered here
involves estimating three-dimensional position variables
�x ,y ,z� for Nr VLA receivers and Ns source �ship� locations
via linearized inversion of the acoustic ray equations,

r = �
zs

zr pc�z�dz

�1 − p2c2�z��1/2 , �3�

t = t0 + �
zs

zr dz

c�z��1 − p2c2�z��1/2 , �4�

where r represents the source-receiver range, t is the arrival
time, t0 is the source transmission instant, and c�z� is the
measured sound speed profile. In Eqs. �3� and �4�, p
=cos ��z� /c�z� �where ��z� is the grazing angle� is the ray
invariant, which defines the take-off angle at the source. The
eigenray for a direct path from source to receiver is found by
determining the p value that gives the correct range accord-
ing to Eq. �3�; this can be determined efficiently using New-
ton’s method.7,14

The measured arrival times t can be written in vector
form as

t = t�m� + n , �5�

where the model m represents the unknown parameters
�x ,y ,z for sources and receivers and t0 values� and n repre-
sents data errors �noise�, with the assumption that the error ni

on ti is due to a Gaussian-distributed random process of stan-
dard deviation �i. The AEL inverse problem of estimating
the model m that fits the data t is functionally nonlinear. A
linearized estimate can be obtained by expanding t�m�
= t�m0+�m� in a Taylor series to first order about a starting
model m0. Rearranging terms, the expansion can be written
as

Jm = t − t�m0� + Jm0 � d , �6�

where J is the Jacobian matrix of partial derivatives Jij

=�ti�m0� /�mj �analytic ray derivatives are given in Ref. 7�,
and d consists of known quantities and may be considered
modified data. Equation �6� represents a linear inverse prob-
lem, which can be solved for m �discussed below�. Since
nonlinear terms are neglected, the inversion must be repeated
iteratively until convergence.

Including both source and receiver positions as un-
knowns leads to an ill-conditioned inverse problem, which
can be stabilized by including prior information via the
method of regularization. This involves minimizing an objec-
tive function � that includes the data misfit and regularizing
terms:

� = 	G�Jm − d�	2 + �1	H1�m − m̂�	2 + �2	H2m	2. �7�

In Eq. �7�, the first term on the right represents the data misfit
for the linearized problem with G=diag�1 /�i�, and the last
two terms represent regularizations; �1 and �2 are trade-off
parameters that control the relative importance of the regu-
larizations in the minimization. The first regularization term
in Eq. �7� is used to apply a prior estimate m̂ for the source
and receiver locations based on knowledge of the deploy-
ment procedure; H1=diag�1 /� j� is a regularization matrix
that weights prior estimate m̂j according to its estimated stan-
dard deviation � j, assuming Gaussian-distributed prior uncer-
tainties. The second regularization term can be used to apply
the prior expectation that the array shape and/or source
tracks are smooth functions of position, where H2 is a dis-
crete approximation to the second derivative operator with
respect to position along the array/track.14 The term 	H2m	2
then provides a measure of the total curvature or roughness,
and the regularization ensures that the solution has the sim-
plest array shape and/or source track that is consistent with
the data and prior parameter estimates.7

The regularized solution is obtained by setting �� /�m
=0, leading to

m = m̂ + �JTGTGJ + �1H1
TH1 + �2H2

TH2�−1�JTGTGd − Jm̂� .

�8�

From a starting model m0 �usually coinciding with prior m̂�,
Eq. �8� is applied iteratively until convergence is achieved.
Convergence is based on two criteria: fitting the data to a
statistically appropriate level such that the nonlinear data
misfit 	2= 	G�d−d�m��	2 achieves its expected value of

	2�=N for N data and achieving a stable solution in which
the change in model parameters between successive itera-
tions is small. Fitting the data to 	2
N under-fits the data
�i.e., under-constrains the solution�; fitting the data to 	2

�N over-fits the data �i.e., fits noise on the data� at the
expense of fitting the prior information.7,8 Assigning values
to the trade-off parameters, �1 and �2, to achieve a balance
between the data misfit and the prior information requires a
two-dimensional search, which can be carried out efficiently
as described in Refs. 7 and 14.

An important component of any inverse problem in-
volves estimating the uncertainty of the solution. For linear-
ized problems with Gaussian-distributed errors and priors,
the posterior model covariance matrix can be approximated,

Cm = �JTGTGJ + H1
TH1�−1, �9�

where J is evaluated at the final model, with the ith diagonal
element of Cm representing the variance of the ith recovered
parameter. The validity of this approach depends on the de-
gree of nonlinearity but has generally been found to be a
good approximation for AEL inversion.14 Fully nonlinear un-
certainty estimates can be computed using a Monte Carlo
approach at higher computational cost. In the Monte Carlo
approach, the source and receiver positions determined via
inversion of the measured data are assumed to define the true
positions for a synthetic inverse problem, and acoustic
arrival-time data are computed. A series of independent in-
versions is then carried out, each with different random er-
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rors applied to the computed data and to the prior position
estimates �errors are drawn from Gaussian distributions with
standard deviations equivalent to the corresponding uncer-
tainties of the data and priors�. Standard deviations about the
true sensor positions can then be computed from the en-
semble of inversion results. An advantage of the Monte
Carlo approach is that it can be used to estimate both abso-
lute localization errors �i.e., relative to the geographic coor-
dinate system� and relative localization errors �in array-based
coordinates�, while linearization provides only absolute un-
certainties. Relative uncertainties are more relevant in many
applications because position errors common to all receivers
are equivalent to a simple rigid-body translation and/or rota-
tion of the array, while relative position errors introduce
inter-receiver timing or phase errors which degrade array
processing. Relative uncertainties are computed by correct-
ing each realization of the Monte Carlo process for the opti-
mal translation and rotation estimate13,14 and can be ex-
pressed either referenced to the array centroid or as receiver-
to-receiver uncertainties.

IV. SHIP-NOISE AEL RESULTS

The regularized inversion procedure described in Sec.
III was applied to the data and prior estimates described in
Sec. II to estimate locations for each source and receiver �the
inverse problem involved 832 data and 295 unknown param-
eters�. The algorithm converged in seven iterations, achiev-
ing a data misfit of 	2=831 �the expected value is 832�,
which is more than 23 times smaller than the misfit com-
puted for the starting model of 	2=19,400. Figure 7 shows
data residuals �difference between measured and predicted
data� for the prior and recovered models. The residuals are
reduced from a maximum of 2.2 ms for the prior model to
less than 0.6 ms for the recovered model. The small prior
residuals near data points 140 and 525 correspond to the ship
passing nearly over the array on lines 1 and 2, respectively.
At these points the ship is near endfire to the VLA, and the

relative travel-times are sensitive only to the vertical hydro-
phone separation �i.e., modest errors in the x-y hydrophone
positions do not affect the data significantly�.

The x and y locations of the VLA and several nearby
sources as estimated by the inversion are shown in Fig. 1,
along with the corresponding prior estimates �the position of
the VLA is represented by hydrophone 2�. The VLA location
is approximately 33 m east and 29 m south of the measured
deployment position. Figure 8 shows the VLA shape in x, y,
and R= �x2+y2�1/2 relative to the position of hydrophone 2
shifted to x=y=0. The results indicate that the array is ap-
proximately 4 m shallower in depth than the prior estimate.
Hydrophone 2 is nominally 31.5 m above the array mooring;
therefore, using the estimated z value of 737.3 m, the depth
of the water at the array location is estimated to be 768.8 m.
The water depth determined from bathymetric charts for the
array position from the inversion is 769.0 m, indicating ex-
cellent agreement. Figure 8 shows that the array �hydro-
phones 2–14� is tilted �5.5 m in a south-southeasterly direc-
tion. This agrees with the average direction of the current
��0.1 m /s to the southeast� over the course of the experi-
ment, measured by an upward-looking acoustic Doppler cur-
rent profiler mounted near the base of the VLA. The array
shape is smooth and physically reasonable; a slight curvature
is apparent, which is consistent with the expected hydrody-
namic behavior of a moored VLA in the presence of a cur-
rent.

The inter-element spacing from the AEL solution varied
from 12.4 to 12.9 m with a mean of 12.6 m, compared to the
nominal spacing of 12.5 m. The total distance between hy-
drophone elements 2 and 14 from the AEL solution is 1.9 m
longer than the nominal length. To check if the regularization
stretched the array to minimize curvature, the inversion was
re-run without applying the smoothing regularization to the
array; however, there was no difference in the recovered ar-
ray length. The VLA manufacturer verified that the combi-

0 100 200 300 400 500 600 700 800 900
Data

-4

-2

0

2

4

E
st

.d
at

a
m

is
fit

(m
s) b

-4

-2

0

2

4

P
rio

r
da

ta
m

is
fit

(m
s) a

FIG. 7. Data residuals for �a� prior hydrophone positions and �b� recovered
hydrophone positions.

-6 -4 -2 0 2 4 6
X (m)

750

700

650

600

550

Z
(m

)

-6 -4 -2 0 2 4 6
Y (m)

-6 -4 -2 0 2 4 6
R (m)

FIG. 8. Recovered array shape in x, y, and R indicated by open circles; filled
circles indicate prior estimates. Receiver locations are relative to hydro-
phone 2 shifted to x=y=0.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Morley et al.: Array element localization 1407



nation of cable stretch under load and the precision to which
the cable was manufactured and hydrophones positioned
along the cable could easily result in an actual inter-element
spacing of 12.6 m or more.

The estimated hydrophone localization uncertainties are
given in Fig. 9. Figures 9�a� and 9�b� show that similar ab-
solute uncertainties are estimated via linearization and the
nonlinear Monte Carlo approach, respectively, with horizon-
tal �R� uncertainties of approximately 10 m and vertical �z�
uncertainties of about 2 m. Relative uncertainties are shown
in Fig. 9�c� referenced to the array centroid. Finally, Fig. 9�d�
shows the relative uncertainties between consecutive hydro-
phones, with R uncertainties of approximately 0.2 m and z
uncertainties of about 0.05–0.1 m. The slightly higher stan-
dard deviations for hydrophones 7 and 9 result from the
longer inter-receiver spacing caused by omitting hydrophone
8 from the analysis.

The inversion results for the source locations did not
differ greatly from their prior estimates, likely because the
data do not contain sufficient information to reposition both
sources and receivers for this geometry �the role of source-
receiver geometry in refining source locations is considered
in Sec. V�. The mean �absolute� standard deviations for the
source positions estimated by the Monte Carlo method are
11.3 m in x, 11.9 m in y, and 2.5 m in z �linearized estimates
are similar�. These values are slightly smaller than the prior
uncertainties �15 m in x and y, and 3 m in z�.

V. SOURCE REPOSITIONING: SYNTHETIC STUDY

An interesting aspect of the AEL inversion developed in
this paper is the application of the smoothing regularization

to the unknown source positions along the tracks, as well as
to the array shape. In many AEL surveys, the source posi-
tions are considered independent of each other; however,
here positions are extracted from continuous ship tracks, and
it is desirable for the solution to minimize unrealistic track
roughness. In the previous section, the measured data did not
contain sufficient information to adjust the source positions
significantly due to the limited spatial aperture of the array.
In this section, a synthetic case is considered to illustrate
how source position estimates can be improved in cases in-
volving an array with sufficient horizontal aperture.

The geometry used for the synthetic example consists of
nine equi-spaced receivers arranged in a grid pattern on the
seafloor, as indicated by the diamond symbols in Fig. 10
�configurations like this are commonly used for ocean bot-
tom seismometers in geophysical experiments�. The array
elements are 150 m apart at 800 m depth, and the center of
the pattern is offset from the intersection of the source lines
by 70 m in x and −120 m in y. A total of 64 source positions
along two orthogonal lines are used �simulating the ship
tracks of the MC798 experiment�. The north-south source
line is 2750 m long with 25 source positions, and the east-
west line is 4480 m long with 39 positions. A sine function
with 20-m amplitude modulates the source tracks to simulate
a slowly meandering ship �Fig. 10�. Synthetic �relative�
arrival-time data were calculated for this source-receiver ge-
ometry, and Gaussian-distributed random errors of standard
deviation �=0.2 ms were added. Prior estimates of the
source positions were generated by adding random Gaussian
errors with standard deviations of 15 m in x and y and 3 m in
z to the true positions. The prior estimates of the receiver
positions included errors with standard deviations of 25 m in
x and y and 5 m in z.

The inversion was carried out with the data and prior
source position uncertainties outlined above. Smoothing
regularization was applied to the source tracks but not to the
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receiver positions �which do not form a linear array�. Figure
10 shows that both the source and receiver positions esti-
mated via inversion are significantly closer to the true posi-
tions than the prior estimates. Figure 11 shows the linearized
and nonlinear estimates of source position uncertainties. The
vertical �z� localization errors are approximately 2.5 m for
all source positions �compared to 3-m prior uncertainty�.
However, the horizontal uncertainties for all source positions
are substantially smaller than the prior uncertainties of 15 m
in x and y �or �21 m in R�. The horizontal errors are small-
est ��5 m in R� when the source is directly over the array
due to a larger apparent array aperture; errors are largest
��10 m in R� at track end points where the apparent array
aperture is smallest.

VI. SUMMARY

This paper demonstrated high-precision AEL using rela-
tive arrival times extracted from broadband ship noise, rather
than from a standard AEL survey based on impulsive sources
at distinct locations. Arrival-time delays between hydro-
phone pairs were extracted from ship noise using cross-
correlation of the time-series recordings. Linearized inver-
sion of the acoustic ray equations was applied to determine
both source and receiver locations that fit the acoustic data
and prior position estimates within uncertainties. Additional
regularizations for the smoothest array shape and for the
smoothest source tracks �relevant for a continuously-moving
source such as a ship� were also applied.

Ship-noise AEL inversion results for a �160-m VLA in
800 m of water provided an array location and shape that is
consistent with available information. Nonlinear �Monte
Carlo� error analysis indicated absolute positioning uncer-

tainties of approximately 10 m in the horizontal and 2 m in
the vertical. Relative receiver-to-receiver uncertainties were
0.05–0.1 m in the vertical and about 0.2 m in the horizontal,
which is much smaller than the receiver displacements along
the VLA resolved by the AEL inversion.

The VLA geometry provided limited ability to resolve
the source positions from their prior estimates; however, a
synthetic study showed that array geometries with a greater
horizontal aperture can provide significantly improved loca-
tions for sources as well as receivers.
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Ultrasound radiation force has been proposed to increase the targeting efficiency in ultrasonic
molecular imaging and drug delivery. A chirp excitation technique is proposed to increase the
radiation force induced microbubble displacement and might potentially be used for enhancing the
targeting efficiency of microbubble clouds. In this study, a modified Rayleigh–Plesset equation is
used to estimate the radius-time behavior of insonified microbubbles, and the translation of
insonified microbubbles is calculated by using the particle trajectory equation. Simulations
demonstrate that the chirp excitation is superior to the sinusoidal one in displacing microbubbles
with a wide-size distribution, and that the performance is dependent on the parameters of the chirp
signal such as the center frequency and frequency range. For Gaussian size distributed microbubble
clouds with mean diameter of 3.5 �m and variance of 1, a 2.25 MHz chirp with frequency range
of 1.5 MHz induces about 59.59% more microbubbles over a distance of 10 �m during 200 �s
insonification, compared to a 2.25 MHz sinusoidal excitation with equal acoustic pressure.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075548�

PACS number�s�: 43.35.Mr, 43.35.Wa �DLM� Pages: 1410–1415

I. INTRODUCTION

Ultrasound contrast microbubbles, which are highly
compressive and thus highly echogenic due to their construc-
tion, are usually injected into the blood stream in order to
provide increased contrast between blood-filled organ and
surrounding tissues.1–3 Recent studies show that mi-
crobubbles could be utilized for ultrasonic molecular imag-
ing as well as gene and drug delivery.4–8 In the ultrasonic
molecular imaging, targeted agents selectively attach mo-
lecular markers expressed on diseased endothelium and in-
crease contrast in the area such as thrombus and
inflammation.9–18 For this purpose, it is desired to localize
targeted microbubbles near the binding site, typically the
vessel wall, for bond formation. However, microscopic ob-
servations show that microbubbles tend to distribute toward
the axis of the vessel while circulating, similar to that of
erythrocytes.19–22 Previous efforts have shown that ultra-
sound radiation force can manipulate encapsulated mi-
crobubbles and displace them off the vessel axis in blood
stream toward the vessel wall.23 In addition, displacement to
the side of the vessel could decrease the velocity of the mi-
crobubbles, allowing more time for bond formation. In their
study, the radiation force induced by the sinusoidal excitation

is significantly affected by the variation of resting radius, and
the maximum displacement occurs to bubbles at their reso-
nance frequency. Considering that contrast bubbles used usu-
ally have a wide-size distribution, the efficiency of targeting
bubbles to the vessel wall with radiation force might be lim-
ited. The idea of using chirps to drive microbubbles has been
investigated by several researchers with respect to contrast
fundamental and harmonic imaging modalities.24–26 Com-
pared with the traditional pulse excitation, the chirp excita-
tion offers higher Signal-to-Noise Ratio �SNR� and leads to
better image quality and a significant increase in penetration
depth in tissue.26,27

In this report, the effectiveness of a chirp excitation
method is studied mathematically in producing acoustic ra-
diation force and the displacing of microbubble clouds.

II. THEORETICAL MODEL

Microbubble dynamics in an incompressible liquid has
been studied widely using various types of modified
Rayleigh–Plesset �RP� equations.3,28–32 Based on the modi-
fied RP equation considering shell properties and acoustic
radiation damping, Morgan et al.33 proposed a model to de-
scribe radius-time oscillations of insonified microbubbles.

a�Author to whom correspondence should be addressed. Electronic mail:
dzhang@nju.edu.cn
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where R is the instantaneous radius of microbubble; Ṙ and R̈
are the first and second time derivatives of the instantaneous
radius, respectively; R0 is the resting radius; P0 is the hydro-
static pressure; b is the van der Waals constant; Vm is the
universal molar volume; �l, �, �, �, c, �, �sh, and � are the
density, the surface tension of the liquid surrounding the
bubble, elastic modulus of lipid shell, the polytropic gas ex-
ponent, the speed of sound in liquid, medium viscosity, vis-
cosity of lipid shell, and thickness of lipid shell, respectively;
and Pdriv is the time-varying acoustic pressure driving the
bubble.

As indicated by Marmottant et al.,34 there is a problem
in the model of Morgan et al.,33 where the analysis of surface
tension of microbubble fails to describe a coated mi-
crobubble. The quantity ��R� is an effective surface tension,
which should be expressed as ��R�	��R0�+2��R /R0−1� at
elastic state, rather than simply a constant. Using this expres-
sion of surface tension, we can get a modified equation as
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Equation �2� is equivalent to Eq. �3� in the work of Marmot-
tant et al.34 The translation motion of a microbubble in a
fluid during insonification is calculated by solving a particle
trajectory equation23,31

�b
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dt
= − Vb

dPl

dx
+

1

2
�l
ur
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24
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�
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dt
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+ �3

2

�lVb�ul − ub�
R

dR

dt
� + �Vb��l − �b�g

− �R2�ul − ub�2�l��F, �3�

where �b is the bubble density, � is kinematic viscosity, Vb is
the bubble volume, �F is the coefficient of friction, and Pl is
the pressure in liquid. The value of ur is defined by the dif-
ference between the bubble velocity and the liquid velocity,
ur=ub−ul. The term on the left-hand is the overall force on
the microbubble, which is equal to the product of the mi-
crobubble mass and its acceleration. The first term on the
right-hand is the radiation force on a highly compressible
microbubble. The second term on the right-hand is the quasi-
static drag force introduced by Johnson and Hsieh,35 and
further modified by Meyer et al.36 The translation equation
requires a Reynolds number of less than 100 for a satisfac-
tory simulation. In this study, since the Reynolds number
Re=U0L /�=2R
ul−ub
 /� has a small value of U0 �about 10
mm/s� and a small value of L �several microns�, the Rey-
nolds number is less than 80, which is suitable for this simu-
lation. The third term on the right is the added mass due to
microbubble translation, and the fourth term is added mass
due to microbubble oscillation. The fifth term is incorporated
to consider the frictional force prominent in this experimen-
tal system.

The velocity of liquid is calculated from the acoustic
pressure field as

�ul

�t
= −

1

�l

�Pl

�x
. �4�

Pressure in liquid is calculated by32

Pl = P0 + Pa cos�	

c
x�sin�	t� , �5�

where 	 is the angular frequency of the acoustic signal.
A chirp is a special type of coded excitation signal with

a long frequency modulated burst. A quadratic chirp signal
with a sinusoidal envelope is usually described as

p�t� = A�t� � cos�2
f0t + ��t�� , �6�

where A�t� describes the envelope. ��t�=
�t2 is a quadratic
phase modulation function at the center frequency f0. Ac-
cordingly, a linearly increasing instantaneous frequency
f i�t�= f0+ �1 /2
��d��t� /dt�= f0+�t is obtained. Assume that
the frequency range is from f0−f to f0+f , the duration of
the chirp signal is from −T /2 to T /2, then �=2f /T.

III. RESULTS AND DISCUSSIONS

In this study, the microbubbles are assumed to be Gauss-
ian distributed, with a mean radius of 3.5 �m and a variance
of 1, as shown in Fig. 1. The microbubble clouds have a
concentration of 1�106 microbubbles /ml, and 1 ml solu-
tion is taken for numerical calculation. In order to compare
with previous study,23 we use the same shell parameters of
the agent MP1950. The values of microbubble parameters in
the numerical calculation are given in Table I.
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A. Microbubble displacement induced by chirp
excitation

First, the displacements of the Gaussian distributed mi-
crobubbles excited by chirp signals are investigated numeri-
cally. Equations �2� and �3� are numerically solved by the
fourth-order Runge–Kutta method with the initial values R
=R0, R�=0, ub=0, and dub /dt=0 at t=0. Forced oscillation
and displacement of individual microbubbles are examined
with the linear chirp excitation �A�t�=1�.

Figure 2 compares the displacements of microbubbles
driven by a sinusoidal signal and linear chirp signals, in
which the sinusoidal signal is at 2.25 MHz with acoustic
pressure amplitude of 100 kPa; the linear chirp signals with
the equal acoustic pressure amplitudes have the center fre-
quency of 2.25 MHz and frequency ranges of 0.8, 1.1, and
1.5 MHz, respectively. For the case of sinusoidal excitation,
there is a sharp peak of displacement for microbubble with
the radius of 2.5 �m that is close to the resonance frequency
of 2.25 MHz. It suggests that the sinusoidal excitation is
efficient in displacing microbubbles at resonance. For the
case of chirp excitation, the shapes of displacement versus
radius curves are relatively flat without sharp peaks. The
maximum displacement is obviously decreased compared to
that by sinusoidal excitation. For example, the displacement

induced by the chirp with the frequency shift of 0.8 MHz is
about 59.46% of that by the sinusoidal excitation. However,
the chirp excitation has the capability of displacing mi-
crobubbles with a distribution. Larger frequency shift per-
forms better in inducing the movements of microbubbles
with wider size distribution.

B. Optimization of chirp excitations

To obtain optimized parameters of the chirp excitation,
the effects of the center frequency and frequency range on
the displacement response from microbubbles excited by the
chirp signal are investigated numerically. Figure 3 plots the
bubble displacements for chirp excitations about 10 �s at
center frequencies of 1, 2.25, and 5 MHz, respectively. The
radii corresponding to linear resonance frequencies of 5,
2.25, and 1 MHz of microbubbles are approximately 0.8, 1.6,
and 3.25 �m, respectively.34 It is observed that increasing of
the center frequency leads to the decrease in the magnitude
of maximum translation. For example, the maximum trans-
lations of microbubble are 6, 3.3, and 1.75 �m for chirps at
center frequencies of 1, 2.25, and 5 MHz, respectively. On
the other hand, as frequency shift increases, the maximum
translation of microbubbles decreases, while there is an in-
crease in radius distribution of bubbles that travel away from
the transducer for a certain distance. As shown in Fig. 3�c�,
the translational displacement distribution induced by chirp
with frequency shift of 0.3 MHz is much sharper than that by
chirp with frequency shift of 4.1 MHz.

C. Comparison of sinusoidal and chirp excitations

Figure 4 compares the efficiency of displacement of mi-
crobubble clouds over a fixed distance induced by sinusoidal
and chirp excitations, where the percentage number of mi-
crobubbles whose displacements over 30, 40, and 50 �m
during 200 �s are calculated by dividing by the overall
number of the initial microbubbles. The center frequency and
acoustic pressure amplitude for both sinusoidal signal and
chirp signal are 1 MHz and 100 kPa. Note that the sinusoidal
signal can be considered as a chirp signal with no frequency

FIG. 1. Normalized size distribution of microbubble clouds.

TABLE I. Values of microbubble parameters in the numerical calculation.

Symbol Description Value

b van der Waals constant 0.1727
� Thickness of lipid shell �m� 2�10−9

c Acoustic velocity in liquid �m/s� 1540
P0 Hydrostatic pressure �Pa� 1.013�105

�b Bubble density �kg /m3� 11.2
�0 Surface tension �N/m� 0.051
�sh Viscosity of lipid shell �Pa s� 1.27
�F Coefficient of friction 0.5
� Medium viscosity �Pa s� 0.001
� Kinematic viscosity �Pa s� 1�10−6

Vm Universal molar volume �l� 22.4
� Elastic modulus of lipid shell 1

FIG. 2. Microbubble displacements insonified with 10 �s sinusoidal exci-
tation or linear chirp excitation.
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shift. It is observed that the chirp signal is superior to sinu-
soidal signal in displacing bubbles over the same distance,
and the larger frequency range displaces more bubbles. For
example, the chirp with frequency shift of 0.75 MHz induces
about 56%, 52%, and 0% microbubbles moving over 30, 40,
and 50 �m; the chirp with frequency shift of 0.25 MHz

induces about 50%, 43%, and 38% microbubbles moving
over 30, 40, and 50 �m; while the sinusoidal signal induces
about 46%, 36%, and 32% microbubbles over 30, 40, and
50 �m. Although the maximum displacement of resonant
bubble decreases, more off-resonant bubbles are displaced. It
demonstrates that when the exciting frequency is close to the
resonant frequency of the mean radius of bubble clusters,
they show better performance for both sinusoidal and chirp
signals, and chirp excitation displaces more bubbles than
sinusoidal excitation.

Figure 5 shows the calculated percentage of mi-
crobubbles translating over a fixed distance during 200 �s
insonified by 2.25 MHz sinusoidal and chirp signals with
equal acoustic pressure of 100 kPa. Similar to Fig. 4, chirp
excitation exhibits better capability in displacing mi-
crobubble clouds than sinusoidal excitation, for example,
chirp signal with 1.5 MHz frequency shift displaces 94.77%
over 10 �m, much more than 35.18% for sinusoidal excita-
tion. Percentage numbers of microbubbles translating more

FIG. 3. Effect of center frequency and frequency shift range on microbubble
displacements induced by linear chirp excitation with acoustic pressure am-
plitude of 100 kPa: �a� center frequency of 1 MHz and frequency shift range
of 0.14–0.9 MHz, �b� center frequency of 2.25 MHz and frequency shift
range of 0.2–2.1 MHz, and �c� center frequency of 5 MHz and frequency
shift range of 0.3–4.1 MHz.

FIG. 4. Comparison of efficiency of displacement of microbubble clouds
over a fixed distance between 1 MHz sinusoidal and chirp excitations with
acoustic pressure is 100 kPa for 200 �s insonification.

FIG. 5. Comparison of efficiency of displacement of microbubble clouds
over a fixed distance between 2.25 MHz sinusoidal and chirp excitations
with acoustic pressure is 100 kPa for 200 �s insonification.
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than 30 �m insonified by sinusoidal and chirps are, respec-
tively, 13.8%, 32.8%, and 37.46%, which are much smaller
than those in Fig. 4. It demonstrates that when the resonant
size is far from the size distribution center of the bubble
cluster, both sinusoidal and chirp excitations generally de-
crease in performance, but chirps with larger frequency shift
show more capability in displacing more bubbles over con-
siderable distances.

In the previous study, the equation of Morgan et al.33

was utilized to estimate the radiation force under sinusoidal
excitation. Our study modified the surface tension expression
according to the discussion of Marmottant et al.34 Although
both the model of Morgan et al.33 and the modified model
demonstrate that chirp excitation gets a shape of relatively
flat without sharp peak for the displacement versus radius
curve as shown in Fig. 2, the modified model generates
slightly larger displacement, for example, about 10% when
frequency shift is 0.8 MHz. As frequency shift increases,
displacement gradually becomes close to that obtained from
the model of Morgan et al.33 Similarly, both models indicate
that the chirp signal is much more capable in displacing mi-
crobubbles with wide-size distribution over sinusoidal exci-
tation, but the results differ in quantity although the general
trends are similar. Additionally, it should be noted that the
radial and translational equations are coupled together. De-
pending on the size and shell property of the microbubble,
the pressure amplitude plays an important factor for the
coupled relationship. According to the experimental study
within the work by Zheng et al.,37 the pressure amplitude
used in this study is still in normal range and is not expected
to change the coupled bubble dynamics. Detailed descrip-
tions on the effect of translation on radial oscillation can be
found in the works by Doinikov38 and Kuznetsova et al.,39

where an additional term provides feedback between transla-
tion and radial oscillations.

IV. CONCLUSIONS

Acoustic radiation force has shown promise in facilitat-
ing targeted microbubble adhesion. In this paper, we com-
pared the displacements of microbubbles excited by sinu-
soidal and chirp excitations, and explored the possibility of
maximizing the adhesion efficiency of a cluster with differ-
ent sized microbubbles insonified by linear chirp signal.
Based on the modified RP equation and particle trajectory
equation, we provided an evaluation of microbubble dis-
placement induced by chirp excitation and investigation of
optimization of chirp excitation respected to center fre-
quency and frequency range. Results indicated that transla-
tional displacement of individual bubbles insonified with
chirp signals is dependent on the center frequency, frequency
shift, and acoustic pressure. Also, both sinusoidal and chirp
excitations with center frequency close to the mean radius of
the bubble cluster show better performance. In addition,
chirp signal is much more capable in displacing mi-
crobubbles with wide-size distribution over sinusoidal exci-
tation. Further experimental study is ongoing to examine the
feasibility of this technique.
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Gas-filled quasi-spherical resonators are excellent tools for the measurement of thermophysical
properties of gas and have also been retained for the determination of the Boltzmann constant with
a low uncertainty, which can be derived from measurements of both the speed of sound in a noble
gas and the volume of the resonator. To achieve this, a detailed modeling of the acoustic field in
quasi-spherical resonators is of importance. Several phenomena and perturbations must be taken
into account, including, among inertia and compressibility, heat conduction, viscosity, the shape of
the resonator, small irregularities on the wall, and so on. The aim of this paper is to provide
improvements to the current models of the acoustic field in such resonator. Namely, the model given
here takes into account all the different perturbing elements together in a unique formalism,
including the coupling between the different perturbing elements and the resulting modal coupling
in a consistent manner. The first results obtained from this analytical model on a simple
configuration show that the effect of modal coupling is small but should not be neglected regarding
the accuracy required here, even if several improvements could still be provided to this new unified
model. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075764�
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I. INTRODUCTION

The International Committee for Weights and Measures
�CIPM� recently recommended the redefinition of the Inter-
national System Units �SI�, where the kelvin would be linked
to an exactly defined value of the Boltzmann constant.1 The
advantage would be that the definition of the kelvin would
not depend on any temperature nor on any method for its
measurement. The value to be chosen for the Boltzmann con-
stant must be known with a relative uncertainty of 10−6. Gas-
filled quasi-spherical resonators are excellent tools for the
determination of the Boltzmann constant, which can be de-
rived from measurements of both the speed of sound in a
noble gas and the volume of the resonator. The choice of a
quasi-spherical shape for the shell allows us to have a high
quality factor for the acoustic resonances and non-degenerate
electromagnetic modes.

Actually, an accurate design of the shell and a detailed
modeling of the acoustic field in spherical or quasi-spherical
resonators are of importance to measure thermophysical
properties of gas and the Boltzmann constant. Several phe-
nomena must be taken into account, including inertia, com-
pressibility, heat conduction and shear viscosity �in the
boundary layers and in the bulk of the fluid�, bulk viscosity,
the real shape of the resonator �in fact, quasi-spherical
shape�, the acoustic input impedance of small acoustic ele-
ments flush-mounted on the wall that are necessary for the
measurements �tubes and transducers�, geometrical irregu-

larities, roughness of the wall, and shell motion due to exter-
nal vibration sources and to the coupling between the fluid
and the shell. All these phenomena, which act as perturba-
tions to an idealized acoustic fluid filling a perfect rigid
spherical shell, need to be taken into account to determine
with a low uncertainty their influence on the resonance prop-
erties of the resonator and then on the value obtained for the
Boltzmann constant.

Groundbreaking experiments and a number of signifi-
cant theoretical studies have already been made by Moldover
et al.,2 Mehl and co-workers,3–6 and Trusler.7 In particular,
they suggested means to take into account several perturba-
tions in the cavity. It is worth noting that these perturbations
are taken into account separately, then neglecting the cou-
pling between them. These perturbations are the thermal and
viscous effects �in the boundary layers and the bulk of the
gas�, the deformation of the cavity, the influence of small
elements located on the wall of the resonator �tubes, slits,
and transducers�, and the vibroacoustic coupling between the
fluid and the shell.

The aim of this paper is to suggest unified modeling able
to gather all the different types of perturbing factors in a
unique formalism, including the coupling between the differ-
ent perturbation factors through the modal coupling� ne-
glected until now, which would be of interest to have a better
interpretation of the measurement results in the quasi-
spherical resonator. Here, the acoustic field is expressed by
the coupling between Neumann modes of an ideal, unper-
turbed resonator that bounds outwardly the perturbated sur-
face of the resonator, the coupling being due to energy trans-a�Electronic mail: cecile.guianvarch@cnam.fr
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fer between modes induced by every perturbation�. This
model is then used on the most simple experimental condi-
tions: a perfectly spherical cavity, filled with a dissipative gas
�argon�, with only a receiver and a transmitter microphone
flush-mounted on the wall. Assuming perfectly spherical
cavity in the application considered in the present paper en-
ables us to evaluate the effect of modal coupling due to the
viscous and thermal effects in the bulk and in the boundary
layers �modeled at the lowest order� and to the microphones.

The fundamental equations of acoustic propagation in
dissipative fluid are given in Sec. II. In Sec. III, the solution
of the fundamental problem �propagation equation associated
to the boundary conditions� for the acoustic pressure in the
quasi-spherical resonator is expressed as an expansion on the
spherical eigenfunctions, making use of the integral formu-
lation. Finally in Sec. IV, results are given and discussed.
These results are obtained with this model applied on the
most simple experimental configuration which has been car-
ried out in 1988 at the NIST.2

II. FUNDAMENTAL EQUATIONS OF ACOUSTICS IN
DISSIPATIVE FLUID

The formalism used in the following lies on the works of
Kirchhoff, gathered later by Rayleigh,8 Morse and Ingard,9

Pierce,10 and Bruneau and Scelo.11 The presentation of the
fundamental equations of acoustics chosen here refers to
those of Bruneau and Scelo.

The system considered is a quasi-spherical cavity be-
cause its shape retains certain advantages of spherical acous-
tic resonators �high quality factor� while simplifying the
measurement of the resonator volume using microwave
resonances �electromagnetic modes are not degenerate for
the shape chosen here�. The variables describing the dynamic
and thermodynamic states of the fluid are the pressure varia-
tion p, the particle velocity v, the density variation ��, the
entropy variation �, and the temperature variation �. The
parameters which specify the properties and the nature of the
fluid are the values of the density �0, the static pressure P0,
the shear viscosity coefficient �, the bulk viscosity coeffi-
cient �, the coefficient of thermal conductivity �, the specific
heat coefficient at constant pressure and constant volume
per unit of mass CP and CV, respectively, the specific heat
ratio �, and the increase in pressure per unit increase in

temperature at constant density �̂= ��P /�T�V ��̂�=	�0c0
2

=1 /V��V /�T�P, 	 being the volume thermal expansivity and
c0 the adiabatic speed of sound�. A complete set of linearized
homogeneous equations governing small amplitude distur-
bances of the fluid includes the following:

• the Navier–Stokes equation,

1

c0

�v
�t

+
1

�0c0
grad p = �v grad div v − �v� rot rot v , �1�

where the characteristic lengths �v and �v� are defined as
follows,

�v =
1

�0c0
�4

3
� + �� and �v� =

�

�0c0
,

• the conservation of mass equation, taking into account the
thermodynamic law expressing the density variation as
function of the independent variables p and �,

�0c0 div v +
�

c0

�

�t
�p − �̂�� = 0, �2�

• the Fourier equation for heat conduction, taking into ac-
count the thermodynamic law expressing the entropy
variation as function of the independent variables p and �,

� 1

c0

�

�t
− �h
�� =

� − 1

�̂�

1

c0

�p

�t
, �3�

the operator 
 being the Laplacian, where the characteris-
tic length �h is defined as

�h =
�

�0c0CP
.

Equations �1�–�3�, associated to the boundary condi-
tions, describe the acoustic field in the quasi-spherical cavity.
The purpose of the following section is to find the propaga-
tion equations for the acoustic pressure, the temperature
variation, and the particle velocity.

III. THE HARMONIC FIELD IN A QUASI-SPHERICAL
CAVITY

In this section a standard analytic procedure is devel-
oped whereby the acoustic field inside the cavity bounded by
perturbed surface �irregular enclosure, domain D, surface S�
is expressed as a sum over the eigenmodes �Neumann� of a
cavity having separable geometry �regular enclosure, domain
Dr, surface Sr� that bounds outwardly the perturbed enclo-
sure considered �Fig. 1�.

The resulting acoustic modeling presented in Sec. III B
thus includes in a coherent manner all types of perturbation
in the resonator �quasi-spherical shape, dissipation in the
bulk of the fluid, and acoustic elements on the wall� and the
resulting modal coupling.

A. The boundary problem with sources

The acoustic pressure in the perturbed enclosure �do-
main D bounded by surfaces S� is governed by the set of

� � � � � � � � � 	 
 	

� � � 	 
 	

� 
 	  � � � 
 	 � � � � � � 
 	 �

� � 
 
 	  � � � 
 	 � � � � � � 
 	 �

D � S

Dr � Sr

FIG. 1. Sphere and quasi-sphere with irregular boundary conditions.
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equations, including the propagation equation with harmonic
source term f�r� on the right hand side and the boundary
conditions with harmonic boundary source term ��r� on the
right hand side, which takes the following form:

�
 + ka
2�p�r� = − f�r� in D , �4a�

� �

�n
+ jk0��r��p�r� = ��r� on S , �4b�

where the symbol � /�n implies a normal derivative out-
wardly directed, k0=� /c0 is the adiabatic wavenumber, ka is
the acoustic wavenumber including the dissipation in the
bulk of the fluid �Appendix A�, and the parameter ��r� is the
specific admittance of the wall. The specific admittance ��r�
can include the viscous and thermal boundary layer effects
and any kind of discontinuities and perturbation on the wall
of the resonator �tubes, slits, transducers, roughness, etc.�.
For the problem considered, there is no source in the domain
D, then the term f�r� is zero.

B. The associated eigenvalue problem

The modal wave functions of an ideal spherical cavity
�domain Dr bounded by a surface Sr�, which encloses the
perturbed enclosure, are solutions of the homogeneous
Helmholtz equation subject to the Neumann boundary con-
dition at the wall, namely,

�
 + km
2 ��m

t �r� = 0 in Dr, �5a�

�

�n
�m

t �r� = 0 on Sr, �5b�

where the subscript m stands for three quantum numbers
� ,� ,�� and the superscript t �denoted by either c or s�
represents the two degenerate eigenfunctions which depend
on the azimuthal angle �. The eigenfunctions �m

t expressed
in the spherical coordinates �r ,� ,�� are

�m
c �r,�,�� =

1

am
j�k�r�P��cos ��cos �� , �6a�

�m
s �r,�,�� =

1

am
j�k�r�P��cos ��sin �� , �6b�

where the functions P� are Legendre functions, and the co-
efficients am are normalization coefficients �see Appendix B�.

Expanding the pressure field p�r� on the eigenfunctions

�p
t��r�, leads to

p�r� = 	
p,t�

cp
t��p

t��r� . �7�

Then, multiplying Eq. �4a�, where f =0, by the eigenfunction
�m

t �r� and integrating all over the domain D, i.e.,


 
 

D

�m
t �r��
 + ka

2�p�r�dD = 0, �8�

solution of the posed problem for the acoustic pressure field
is subsequently achieved with the help of Green’s integral
theorem which states


 
 

D

p�r�
�m
t �r�dD −
 
 


D

�m
t �r�
p�r�dD

=
 

S

p�r�
�

�n
�m

t �r�dS −
 

S

�m
t �r�

�

�n
p�r�dS . �9�

The expressions of 
�m
t and �� /�n��m

t being required to sat-
isfy Eqs. �5a� and �5b�, respectively, and the solutions p be-
ing expressed by Eq. �7�, Eq. �9� gives straightforwardly the
following equation:

	
p,t�

cp
t���km

2 − ka
2�Nmp

tt� + Amp
tt� + Emp

tt� � = Sm
t , �10�

where

Nmp
tt� =
 
 


D

�p
t��r��m

t �r�dD , �11a�

Amp
tt� =
 


S

�p
t��r�

�

�t
�m

t �r�dS , �11b�

Emp
tt� =
 


S

jk0��r��p
t��r��m

t �r�dS , �11c�

Sm
t =
 


S

��r��m
t �r�dS , �11d�

which is equivalent to the matrix equation, using the notation

�k2N� for the matrix whose elements are km
2 Nmp

tt� ,

��k2N� − ka
2�N� + �A� + �E���C� = �S� . �12�

The matrix �N� expresses the influence on the acoustic field
of the depth of the deformation: the radial coordinate of the
cavity depends on the angles � and � in spherical coordinates
�the effect expressed by the matrix �N� can be called “bulk”
or “global”12 modal coupling, corresponding to energy trans-
fer between the mode labeled m and the mode labeled p�.
The matrix �A� expresses the influence on the acoustic field
of the slope of the deformation: the normal to the wall of the
resonator depends on � and �, too. The matrix �E� expresses
the effects on the acoustic field of the perturbations on the
wall, taking also into account the shape of the resonator �the
effects expressed by the matrices �A� and �E� can be called
“boundary” or “local”12 modal coupling, also corresponding
to energy transfer between the mode labeled m and the mode
labeled p�. The vector �S� expresses the effect of the acoustic
source set on the wall of the resonator. Finally, the matrix
�k2N�−ka

2�N�+ �A�+ �E� in Eq. �12� involves coupling terms
between the different modes �in the cross products

�p
t��r��m

t �r�, weighed or not by the admittance �, and

�p
t��r��� /�n��m

t �r��, whereas the right hand side involves the
modes created by the source.

The eigenvalues of the matrix in the left hand side of Eq.
�12� include then together all the perturbations we would
take into account in the calculation of the resonance charac-
teristics �resonance frequencies and half-widths� of the cav-
ity: the effect of the deformation is included in the matrices
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�N� and �A�, and all the perturbing factors on the wall of the
cavity are included in the specific admittance � of the matrix
�E� for the passive acoustic effects and elements �boundary
layer effects, tubes, transducers, irregularities, roughness, vi-
broacoustic coupling between the fluid and the shell, etc.�
and in the matrix �S� for the active acoustic effects and ele-
ments �acoustic source and shell motion due to external vi-
bration sources�.

Remark. In previous works by Mehl,3,4 using the general
formalism of Morse and Feshbach13 and focusing only on the
effects of the small deformations of the cavity �quasi-
spherical shape� from the regular shape �perfect spherical
shape�, all the other perturbations on the wall of the resona-
tor being taken into account by other means, the terms Emp

and Sm in Eq. �10� are then zero, which leads to, neglecting

terms Nmp
tt� for m�p and t� t� as made by Mehl3 �Eq. �8��,

��ka
2 − km

2 �Nmm
tt − Amm

tt �cm
t = 	

p�m,t�t�

cp
t�Amp

tt� .

The coefficients cm
t are then given by

cm
t =

	p�m,t�t�Amp
tt� cp

t�

�ka
2 − km

2 �Nmm
tt − Amm

tt , �13�

and the difference �ka
2−km

2 � by

ka
2 − km

2 =
1

Nmm
tt cm

t 	
p�m,t�t�

Amp
tt� cp

t� +
Amm

tt

Nmm
tt ,

that is

ka
2 − km

2 =
Amm

tt

Nmm
tt +

1

Nmm
tt cm

t 	
p�m,t�t�

Amp
tt�

	q�p,t��t�Apq
t�t�cq

t�

�ka
2 − kp

2�Npp
t�t� − App

t�t�
,

�14�

then, neglecting the non-diagonal terms in the sum over q

and assuming that �ka
2−kp

2�Npp
t�t��App

t�t� and Amp
tt� =Apm

t�t ,

ka
2 − km

2 �
Amm

tt

Nmm
tt + 	

p�m,t�t�

Amp
tt� 2

�ka
2 − kp

2�Npp
t�t�Nmm

tt
. �15�

In expression �15� of the frequency shifts due to the
deformation of the cavity, derived from Morse and Feshbach

formalism,13 the coupling terms Nmp
tt� �m�p and t� t�� are

neglected �the bulk modal coupling is neglected, assuming

quasi-orthogonality�, whereas the terms Amp
tt� are kept; i.e., the

boundary coupling is taken into account �due to the boundary
slope�. Furthermore, in these previous works, the symmetry
of the matrix �A� is assumed but not demonstrated in the
general case considered �every shape of the cavity�. It is the
aim of the remainder of this paper to keep all the coupling
terms that was not taken into account in previous works in
order to know more accurately the influence of each one.

IV. APPLICATION: ACOUSTIC FIELD IN A SPHERICAL
RESONATOR

The case studied here is the spherical cavity used at the
NIST to measure the gas constant.2 This spherical cavity
�mean radius R=8.890 143�10−2 m� is filled with a dissipa-

tive gas �argon� with a receiving microphone �specific admit-
tance �r and surface 
Sr� and a transmitting microphone
�sound source, vibration velocity V�, and surface 
S��. The
dissipation in the bulk of the fluid is taken into account in the
complex wavenumber ka. The boundary layer effects are ex-
pressed in terms of specific admittance �vh at the lowest
order �order 1 /2 of the characteristic lengths �h and �v��. This
specific admittance is uniform on the total area of the wall S.

The shell motion can be taken into account in the matri-
ces E and S in an appropriate manner for the determination
of the Boltzmann constant only if the spatial repartition of
this shell motion is known or modeled with great accuracy.
Previous works14 allow us to determine the influence of the
shell motion on the acoustic resonance frequencies of a
spherical cavity with a simple shape. However, regarding the
complexity of the real shape of the resonator’s shell, it does
not seem possible, at short- or mid-term, to carry out a vi-
broacoustical model with the accuracy required for this ap-
plication. Then, currently, the acoustical measurements are
limited to the frequency ranges for which the effect of the
shell motion is not significant in the experimental results
�this corresponds to frequencies far from the structural reso-
nance frequencies of the shell�. The shell motion is thus ne-
glected here in the global modeling of the acoustic field.

For the perfect sphere considered below, the domain D
and the surface S are the same as the regular domain Dr and
surface Sr, respectively. There is no modal coupling due to
the deformation of the domain and the enclosure. As a con-
sequence, the matrix �N� is the identity and �A� is zero.
Modal coupling in such case is then due to dissipation and
perturbations on the wall of the cavity only �matrix �E��. The
integral equation �10� leads then to

	
p,t�

cp
t���km

2 − ka
2��mp�tt� + Emp

tt� � = Sm
t , �16�

�,� being the nth root of the first derivative of the spherical
Bessel function j and where �Eqs. �11c� and �11d��

Sm
t =
 


S

��r��m
t �r�dS , �17a�

Emp
tt� =
 


S

jk0��r��p
t��r��m

t �r�dS . �17b�

The small surfaces 
Sr and 
S� are much smaller than
the total area S and sufficiently small to assume that the
associated specific admittances, velocity, and eigenfunctions
are uniform on them, giving for Eqs. �17a� and �17b�

Sm
t = ��m

t �R,��,���
S�, �18a�

and

Emp
tt� = vhEmp

tt� + rEmp
tt�

= jk0��vh��p
t��m

t �S + �r
Sr��p
t��m

t �c� , �18b�

where the notation ��p
t� �m

t �i stands for the integral of the

product of the eigenfunctions �p
t� and �m

t over the surface
either S or 
Si.
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The contributions in the modal coupling of the boundary
layer effects �acting on the whole surface S of the wall� and
of each small element flush-mounted on the wall are calcu-
lated in Secs. IV A and IV B, respectively, when the resona-
tor is excited by a local sound source, whose influence �terms
Sm� is calculated in Sec. IV C. The coordinates � and � of the
small elements flush-mounted on the wall are given in Table
I, corresponding to the design of the cavity used at INM.

A. Viscous and thermal boundary layer effects

The specific admittance on the surface S due to the vis-
cous and the thermal boundary layer effects has the form 11

�at the order 1 /2 of the characteristic lengths�

�vh �
1 + j
�2

�k0��1 −
kr

2

ka
2���v� + �� − 1���h� , �19�

where the wavenumber ka is related to the radial and azi-
muthal wavenumbers kr and kw by ka

2=kr
2+kw

2 . In the expres-
sion of this admittance, which acts as a small correction on
the acoustic field, the complex wavenumber ka, including the
dissipation in the bulk of the fluid �Sec. III A�, is replaced by
the adiabatic wavenumber k0, the dissipation in the bulk be-
ing much smaller than in the boundary layers.

The term �1−kr
2 /ka

2� is related to the incidence of the
acoustic wave on the wall, which depends on the acoustic
modes that occur in the cavity. Then, because of the modal
coupling in the cavity, while the acoustic source generates an
acoustic field at the angular frequency �, different acoustic
modes are excited at this angular frequency in the cavity. The
specific admittance associated to each acoustic mode in Eq.
�19� is then a function of the wavenumber k0=� /c0 and of
the factor related to this mode, namely,

�vh = �� �
1 + i
�2

�k0�� + 1�
��

2
��v� + �� − 1���h� . �20�

On the other hand, the integral ��p
t� �m

t �S on the whole
surface S is given by

��p
t��m

t �S = 

0

2� 

0

�

�p
t��R,�,���m

t �R,�,��R2 sin �d�d�

that gives straightforwardly �because of the orthogonality of
the Legendre’s functions and of functions sin and cos�, for
the influence of the viscous and thermal boundary layers in
the resonator,

vhEmp
tt� = jk0��R2

j����j�����

J�J��
�������tt�, �21�

J� being the norm of the function j�k�r� �see Appendix
B�.

B. Receiving microphone flush-mounted on the wall

On the small surface 
Sr, the integral ��p
t� �m

t �r reduces
to

��p
t��m

t �r = �m
t �R,�r,�r��p

t��R,�r,�mic�
Sr �22�

that gives, for the coordinates �r=� /2 and �r=3� /4 �Table
I�, making use of the relations k�R=��,

rEmp
tt� = jk0

1

amap

Sr�rj����j�������P��cos �r�

�P����cos �r��t�3��/4��t��3���/4� , �23�

the function �t standing for either cos or sin.
The expression chosen here for the specific admittance

�r of the receiving microphone is the expression used in the
study done at the NIST,2

�r = j��0c0� , �24�

� being the compliance per unit area of the membrane of the
microphone �nominal value of 1.5�10−10�.

C. Sound source

The influence of the source on the acoustic field is ex-
pressed by �Eq. �18a��

Sm
t = ��m

t �R,��,���
S�, �25�

where �= j��0V�, V� being the vibration velocity of the
source that gives

Sm
t = jk0�0c0V�
S��m

t �R,��,��� . �26�

The sound source being an electrostatic microphone
�used as a transmitter�, the volume velocity V�
S� of the
sound source is then derived from the following transduction
equation:

Mp�i = Y�p�R,��,��� + 
S�V�, �27�

where Mp� and Y� are, respectively, the pressure sensitivity
and the acoustic admittance of the microphone, and i is the
electric current through the microphone. Making use of Eqs.
�27� and �7� in Eq. �26� gives

Sm
t = jk0�0c0Mp�i�m

t �R,��,��� − 	
p,t�

cp
t��Emp

tt� , �28a�

with

�Emp
tt� = jk0�0c0Y���p

t��m
t �� �28b�

and

��p
t��m

t �� = �m
r �R,��,����p

t��R,��,���
S�. �28c�

The influence of the source in the acoustic field is then
composed of an active part linked to the electrical excitation
applied on the microphone and a reactive part due to the
acoustic input admittance of the microphone flush-mounted
on the wall.

Expressions �23� and �28a�–�28c� of the effects of small
elements flush-mounted on the wall of the cavity show that

TABLE I. � and � coordinates of the small elements flush-mounted on the
wall of the resonator.

�i �i

Transmitting microphone � 0
Receiving microphone � /2 3� /4
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these effects are strongly dependent on the relative position
of these elements on the wall �neglected in the previous
works�.

D. Results

1. Effect of modal coupling on the acoustic pressure

The theoretical effect of modal coupling on the bulk
behavior of the acoustic pressure in a spherical cavity filled
with argon gas, at the triple point of water for different static
pressures, is shown in Figs. 2–5, representing the carto-
graphic projection of the amplitude of the acoustic pressure
on the wall of the cavity, with respect to the spherical coor-
dinates � and �, when the transmitting microphone generates
a harmonic signal at the resonance frequency of a radial
mode. The cavity has only a transmitting and a receiving
microphone on its wall.

These almost qualitative representations in the lower
static pressure range, in Figs. 2 and 3, show that the acoustic
field is quasi-axisymmetric around the axis of the transmit-

ting microphone because the influence of the receiving mi-
crophone is minimum. The maxima at �=� and �=0 are due
to the transmitting microphone. The other deviations from a
uniform acoustic pressure that should be observed at the
resonance frequency of a radial mode are due to the influence
of the viscous and thermal effects on non-radial modes,
which are immediately close to the radial mode expected.
Then, the �0,2� mode is mostly perturbed by the �3,1� mode,
and the �0,5� mode by the �12,1� mode, all of them without
azimuthal components because of the axisymmetry of the
system for such low static pressures.

In the higher static pressure range, the viscous and ther-
mal effects are less important; then the deviations from a
uniform acoustic pressure on the wall of the cavity due to
modal coupling are smaller, which can be seen in Figs. 4 and
5. The impedance of the receiving microphone decreases,
and then its influence on the acoustic pressure in the cavity
increases �but remains small�, generating also azimuthal
modes by modal coupling.

FIG. 2. Acoustic pressure on the wall of a spherical cavity at the resonance
frequency of the �0,2� radial mode at the static pressure of 25 kPa.

FIG. 3. Acoustic pressure on the wall of a spherical cavity at the resonance
frequency of the �0,5� radial mode at the static pressure of 25 kPa.

FIG. 4. Acoustic pressure on the wall of a spherical cavity at the resonance
frequency of the �0,2� radial mode at the static pressure of 500 kPa.

FIG. 5. Acoustic pressure on the wall of a spherical cavity at the resonance
frequency of the �0,5� radial mode at the static pressure of 500 kPa.
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Such maps of the acoustic field on the wall of the cavity
could be used to support the design of an acoustic resonator
for the determination of the Boltzmann constant or for acous-
tic thermometry. Indeed, they show us the optimal places on
the wall for the measurement devices to maximize the signal
to noise ratio and reduce the perturbations effects. For ex-
ample, here, the best place for the receiving microphone
would be in front of the transmitting microphone �maximum
of acoustic pressure for all the acoustic modes and static
pressures of interest, axisymmetric acoustic system�.

Moreover, the particular results presented in this section
show that to elucidate the individual physical phenomena in
the formalism, it is necessary to consider separately the
physical phenomena involved and to do simplifying assump-
tions.

2. Influence of modal coupling on the acoustic
resonance properties of the cavity

For the determination of the Boltzmann constant, the
value of k is derived from the extrapolation at zero pressure
of the speed of sound determined from measurements of the
acoustic resonance frequencies of radial modes in the cavity,
on which are applied correction terms calculated from the
model of the acoustic field in the cavity. The comparison
between the experimental and theoretical half-widths allows
us to check the validity of the model used to calculate the
corrections to be applied on the resonance frequencies.

The global model presented here allows us to calculate
the acoustic frequency response of the resonator. Fitting a
resonant function �Lorenzian function� with this calculated
transfer function around the resonance frequency of an
acoustic mode gives us the resonance frequency and the half-
width of this mode according to the global analytical model.

Since the global formalism presented here includes
modal coupling �non-diagonal terms in the matrices�, a direct
analytic expression of the perturbation effects on the reso-
nance properties of the cavity cannot be derived from this
global modeling without doing several simplifying assump-
tions. Then, only a global and numerical comparison be-
tween the current and previous theoretical results is pre-
sented here. However, it is worthy to notice that neglecting
the terms m�p in the matrix E in Eq. �16� leads finally to
the analytical expressions of the frequency shifts and half-
widths determined in previous works.2,6

The effect of the acoustic perturbations in the cavity and
of the resulting modal coupling on the resonance properties
of radial modes from �0,2� to �0,6� as function of the static
pressure is shown in Figs. 6 and 7. The major perturbation in
the cavity being the viscous and thermal effects, the absolute
values of the frequency shifts and the half-widths both in-
crease when the static pressure and the quantum number of
the modes decrease.

The comparison between the results obtained with this
unified model and the model used previously at the NIST to
determine the current value of the Boltzmann constant2

�Figs. 8 and 9� shows the discrepancies due to the only
modal coupling, the models used for each source of pertur-
bation being the same in both methods.

According to the curves in Fig. 8, the contribution of
modal coupling in the resonance frequencies of the radial
modes considered here is significant in the higher static pres-
sure range, but lower than 0.2�10−6 in relative values in the
lower static pressure range, and then should not take a larger
part in the extrapolation at zero static pressure of the speed
of sound. However, this contribution should not be neglected
regarding the final uncertainty required on the value of the
Boltzmann constant. Here, the effect of modal coupling on
the values of the resonance frequencies is nearly a linear
function of the static pressure and does not depend signifi-
cantly on the frequency. To interpret this, a few calculation
on a simplified expression of Eq. �16� �neglecting the viscous
and thermal effects� leads to expressing directly the effect of
modal coupling on the resonance frequencies as a term pro-
portional to �0c0

2�
Sr �� being the constant compliance of
the receiving microphone�, which is a linear function of the
static pressure and does not depend on the frequency.
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FIG. 6. Frequency shifts for radial modes from �0,2� to �0,6� as function of
the static pressure.
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FIG. 7. Theoretical half-widths for radial modes from �0,2� to �0,6� as
function of the static pressure.

1422 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Guianvarc’h et al.: Acoustic field in a quasi-spherical resonator



The differences between the half-widths �Fig. 9� calcu-
lated from the two models confirm that the effect of the
modal coupling in the resonance properties of radial modes
should not be neglected in this spherical resonator.

Finally, the comparison between the theoretical half-
widths calculated from the unified modeling of the acoustic
field and the half-widths measured 20 years ago at the NIST
�Ref. 2� is shown in Fig. 10 with the respective experimental
deviations as function of the static pressure for acoustic ra-
dial modes from �0,2� to �0,6�. For static pressures higher
than 50 kPa, the discrepancies between theory and experi-
ment are larger than the experimental deviations, showing
that this model is not sufficient yet to take into account all
the phenomena that occur in this spherical cavity. In the
lower static pressure range, the experimental deviations are
too large to conclude on the agreement between the analyti-
cal and the experimental results.

V. CONCLUSION

To sum up, the present paper provides some important
improvements to the modeling of the acoustic field in a
quasi-spherical cavity with irregular wall �Sec. III� because
the model given here allows us to take into account all the
different perturbing elements together: the viscous and ther-
mal effects in the boundary layers and in the bulk of the gas,
the shape of the cavity �quasi-spherical shape�, small ele-
ments located on the wall of the cavity �ducts, acoustic trans-
ducers, and small geometrical irregularities�, the roughness
of the wall, and the coupling between the fluid and the shell.
This unified model includes the coupling between the differ-
ent perturbing elements depending on the relative position of
these elements on the wall for the small local components,
with respect to the real shape of the cavity, and the resulting
modal coupling in a consistent manner.

Regarding the first results obtained with this model on
the particular case of the spherical cavity used at the NIST
20 years ago,2 it seems that the contribution of modal cou-
pling in the resonance frequency is small but should not be
neglected considering the accuracy required here. Moreover,
the discrepancies between the theoretical and experimental
half-widths show that several phenomena are still missing in
this unified model and should be taken into account in the
future.

This work has to be carried out with the accurate mod-
eling of each small element located on the wall of the cavity,
especially the acoustic transducers, thin slits �undesirable but
unavoidable in practice�, which could be modeled as local
roughness, and the coupling between the fluid and the shell.
All these perturbing elements would be taken into account in
the global modeling suggested here in terms of source or
specific admittance on the wall.

Another improvement would be the modeling of the vis-
cous and thermal effects at a higher order, which would
avoid separating the effects in the boundary layer and in the
bulk, taking into account low density gas effects �thermal
jump and slip conditions�, and integrating it in the unified
modeling of the acoustic field in the cavity.
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FIG. 8. Differences between the frequency shifts calculated according to
actual and previous theories for radial modes from �0,2� to �0,6� as function
of the static pressure.
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and previous theories for radial modes from �0,2� to �0,6� as function of the
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APPENDIX A: ACOUSTIC PROPAGATION IN
DISSIPATIVE FLUID

1. Propagation equations

The particle velocity field v can be written as the sum of
a vortical velocity vv and a laminar velocity vl:

v = vv + vl, �A1a�

rot vl = 0 and div vl � 0, �A1b�

div vv = 0 and rot vv � 0 . �A1c�

Neglecting the coupling between the vortical and lami-
nar movements in the bulk of the fluid, Navier–Stokes equa-
tion �1� is written as two equations, and then the fundamental
equations �1�–�3� lead straightforwardly to the propagation
equations for p, �, vl, and vv.

The calculation of the propagation equation for the tem-
perature variation � is given in Ref. 11 �Sec. 2.5.1�, neglect-
ing the terms of order greater than the first order of the vis-
cous and thermal lengths. The temperature variation � can be
written as the sum of an acoustic temperature �a and an en-
tropic temperature �h, respectively, solutions of the two fol-
lowing equations:

� 1

c2

�2

�t2 − �1 + �vh
1

c0

�

�t
�
��a � 0, �A2�

where �vh=�v+ ��−1��h,

� 1

c0

�

�t
− �h
�1 + �� − 1���v − �h�

1

c0

�

�t
���h � 0. �A3�

The pressure variation p= pa+ ph and the laminar particle ve-
locity vl=va+vh satisfy the same equations �A2� and �A3�
than the temperature variation �.

The propagation equation for the vortical particle veloc-
ity is obtained, making use of Eqs. �A1a�–�A1c� in the
Navier–Stokes equation �1�:

� 1

c0

�

�t
− �v�
�vv = 0 . �A4�

2. General solutions

The solutions for the pressure variation p= pa+ ph and
the particle velocity vl=va+vh can be derived from the so-
lution for the temperature variation �. Writing out the solu-
tion �=�a+�h in Eq. �3�, making use of Eqs. �A2� and �A3�
leads to

pa �
��̂

� − 1
�1 − �h

1

c0

�

�t
��a, �A5a�

ph � ��̂��v − �h�
1

c0

�

�t
�h � pa. �A5b�

Writing out Eqs. �A5a� and �A5b� in Eq. �1� and making
use of Eqs. �A1�–�A3� gives for the particle velocities va and
vh:

va � −
1

�0c0

��̂

� − 1
�� 1

c0

�

�t
�−1

+ ��v − �h��grad �a,

�A6a�

vh �
��̂

� − 1
�h grad �h. �A6b�

Equations �A2� and �A6b� can also be written for har-
monic motion ej�l making use of the three following wave-
numbers:

ka
2 �

k0
2

1 + jk0�vh
� k0

2�1 − jk0�vh� , �A7�

kh
2 � −

jk0

�h
�1 − jk0�� − 1���v − �h�� , �A8�

kv
2 = −

jk0

�v�
. �A9�

Assuming that pa� ph, the acoustic pressure pa, denoted
by p in the present paper, is governed by the same propaga-
tion equation �A2� as the acoustic temperature variation �a.
This propagation equation should be associated to adapted
boundary conditions to describe the acoustic field in the cav-
ity.

APPENDIX B: NORMALIZATION COEFFICIENTS

The normalization coefficients J� of the spherical
Bessel functions j�k�r� �Eq. �21�� are given by the ortho-
normality condition on the Bessel functions:

J�
2 = − 


0

R

�j�k�r��2r2dr ,

yielding

J�
2 =

R3

2
, �B1a�

for =0 and �=1,

J�
2 =

R3

2
�j�����2�1 −

� + 1�
��

2 � , �B1b�

otherwise.
The normalization coefficients J� of the spherical

Bessel functions j�k�r� �Eq. �6�� are given by the orthonor-
mality condition on the eigenfunctions �m

t �r� in the regular
domain Dr:

am
2 =
 
 


Dr

��m
t �r��2dr ,

leading to

am
2 = 4

3�R3, �B2a�

for =0 and �=1,
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am
2 = �1 + ��0��R3�j�����2

��1 −
� + 1�

��
2 � 1

2 + 1

� + ��!
� − ��!

, �B2b�

otherwise.
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Photoacoustic tomography with a single detector in a
reverberant cavity
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In conventional biomedical photoacoustic tomography �PAT�, ultrasonic pulses generated through
the absorption of nanosecond pulses of near-infrared light are recorded over an array of detectors
and used to recover an image of the initial acoustic pressure distribution within soft tissue. This
image is related to the tissue optical coefficients and therefore carries information about the tissue
physiology. For high resolution imaging, a large-area detector array with a high density of small,
sensitive elements is required. Such arrays can be expensive, so reverberant-field PAT has been
suggested as a means of obtaining PAT images using arrays with a smaller number of detectors. By
recording the reflections from an acoustically reverberant cavity surrounding the sample, in addition
to the primary acoustic pulse, sufficient information may be captured to allow an image to be
reconstructed without the need for a large-area array. An initial study using two-dimensional
simulations was performed to assess the feasibility of using a single detector for PAT. It is shown
that reverberant-field data recorded at a single detector are sufficient to reconstruct the initial
pressure distribution accurately, so long as the shape of the reverberant cavity makes it ray-chaotic.
The practicalities of such an approach to photoacoustic imaging are discussed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068445�

PACS number�s�: 43.35.Ud, 43.20.Ks, 43.60.Pt, 43.28.We �TDM� Pages: 1426–1436

I. INTRODUCTION

In the past decade or so, the potential of photoacoustic
tomography1 �PAT� to become a useful biomedical imaging
tool has been clearly demonstrated.2–6 For imaging soft-
tissue to depths where the effect of optical scattering be-
comes too great for “ballistic” optical imaging modalities,
e.g., optical microscopy or optical coherence tomography,
PAT provides a means of obtaining an image based on opti-
cal contrast but still with good resolution �typically
�100 �m at depths of 5–10 mm�. It is a hybrid technique in
the sense that optical pulses are used to generate ultrasonic
pulses within the tissue. The absorption of short �nanosec-
ond� laser pulses by tissue chromophores results in a small
but rapid increase in the local pressure, which then propa-
gates as a high frequency ultrasonic pulse �tens of mega-
hertz�. These ultrasonic pulses are recorded by a detector
array and, via a numerical reconstruction algorithm, used to
form an image.

The spatially varying pressure rise caused when the light
energy is absorbed is called the “initial pressure distribu-
tion.” It is this that a PAT image represents, and it is propor-
tional to the optical energy per unit volume absorbed by the
tissue. As this is closely related to the optical absorption
coefficient, PAT images are related to the distribution of the
chromophores contained in the tissue and carry information
about the tissue structure and function. Because of this reli-
ance on optical absorption, PAT has the potential to be used
spectroscopically, so could be used in applications such as

molecular imaging, in which an image of the distribution of
endogenous or exogeneous chromophores with known opti-
cal absorption spectra is obtained.7–10

Current experimental PAT systems use arrays of detec-
tors to collect data over a sufficiently large measurement
surface to form an image. This becomes expensive as the
demand for better resolution, and therefore larger arrays, in-
creases. In addition, for a real time imaging system, each of
the detector array elements requires dedicated electronics,
further increasing the cost. For targets that can be enclosed,
or partially enclosed, by an acoustically reverberant cavity, it
has been shown that by using the information stored in the
reverberant field, the size of the measurement surface �and
therefore the number of detection points� can be reduced
without losing image quality.11 This paper suggests taking
this approach one step further: using a single point measure-
ment of the reverberation of a photoacoustically generated
signal within an acoustically reverberant cavity to form a
PAT image. This is applicable only to targets that can be
enclosed by the reverberant cavity, but avoids both the use of
a large and expensive array and point-by-point scanning.
Two-dimensional numerical examples are used to demon-
strate how good quality PAT images could be obtained from
measurements made using just a single ultrasound detector in
a chaotic cavity, and the advantages, practicalities, and limi-
tations of such a scheme are discussed.

II. PHOTOACOUSTIC IMAGE RECONSTRUCTION

Consider a short laser pulse incident on some optically
heterogeneous biological tissue �such as skin�. A region of
slightly increased pressure, p0�x�, is generated locally wher-a�Electronic mail: bencox@mpb.ucl.ac.uk
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ever the optical energy is absorbed �such as in a blood ves-
sel�. When the laser pulse duration is much shorter than the
acoustic travel time across a characteristic distance of p0

�such as the vessel diameter�, the subsequent acoustic propa-
gation can be modeled as an initial value problem for the
wave equation with the initial conditions p�x� �t=0= p0�x� and
dp /dt �t=0=0. In conventional PAT, an image of p0�x� is re-
constructed from measurements of the acoustic pressure
waves p�xs , t� made by detectors placed at points xs on a
measurement surface S enclosing V, where supp�p0��V.
�Usually the detectors are assumed to be much smaller than
the shortest acoustic wavelength in the pulse, and omnidirec-
tional, which is never quite the case in practice.�

In the past decade or so, numerous algorithms to recover
p0�x� from p�xs , t� have been proposed. For recent reviews
see Refs. 5 and 12. The algorithms differ in the measurement
geometries assumed �e.g., spherical, cylindrical, planar, and
arbitrary�, in the types of solution �e.g., closed form, infinite
series, and numerical�, and in their computational efficiency.
However, all the algorithms make the simplifying assump-
tion that the measurement surface is acoustically transparent
and does not affect the free-field propagation of the photoa-
coustically generated waves. �Experimentally this assump-
tion has been accommodated by truncating the measurements
before any reflections, e.g., from other parts of the measure-
ment apparatus, are received, i.e., by time-gating out any
reflections.� The image reconstruction described in this paper
is quite different in the sense that the free-field assumption is
not made, and the reflected or reverberant field is included in
the formulation.

A. Limited-view problem

Experimental imaging studies have been carried out us-
ing circular, cylindrical, spherical, and planar measurement
surfaces. With a spherical measurement surface enclosing V
it is possible to record the photoacoustic waves traveling
away from the source in all directions. With a planar mea-
surement surface at most half of the waves can be recorded,
as a plane cannot surround the source region. Nevertheless, if
the plane is infinite in extent this is still sufficient informa-
tion to recover the source exactly, as shown by Anastasio et
al.13 In practice, an actual planar measurement surface will
have a finite size, and not even half of the emitted waves can
be recorded. This loss of information means that there are
insufficient data to reconstruct the image exactly. The ap-
proximation of an infinite or closed measurement surface by
one of limited extents—the “limited view,” “partial scan,” or
“finite aperture” problem—therefore leads to artifacts and
distortion in the reconstructed image. �It has been shown14–16

that the edge of a source region �an abrupt change in ab-
sorbed energy density� can be reconstructed stably only if the
normal to the edge crosses the measurement surface. For a
spherical measurement surface enclosing V this is readily
achievable, but, as hinted at above, for a single planar mea-
surement surface it is necessary for it to extend to infinity to
fulfill this requirement.� In practice, image reconstruction al-
gorithms designed with a complete measurement surface in
mind, e.g., a sphere or an infinite plane, are applied to partial

data sets with the missing information implicitly replaced by
zeros, even though such an extension of the data is clearly
unphysical. The use of range conditions to constrain the ex-
tension of the data to be more realistic has been proposed,17

but this does not overcome the fundamental lack of data.

B. Reverberant-field PAT

When approximating an infinite planar measurement
surface by one of finite extent, one way to ameliorate the
limited-view problem is to reflect the sound back onto the
measurement surface by placing acoustically reflecting walls
perpendicular to, and at the ends of, the planar measurement
aperture. The effect of this is to introduce an infinite, peri-
odically repeating array of acoustic image sources. The data
can now be extended periodically so that p�xs , t� is known
over the entire infinite measurement plane, even though it
was only recorded over a finite region. An efficient recon-
struction algorithm that exploits the periodicity exists for this
case.11,18 In effect, the information that would have been lost
is retained in the reverberant field set up between the reflect-
ing walls.

This use of a reverberant acoustic field for imaging is in
contrast to most image reconstruction algorithms, which, as
mentioned above, suppose that the measurement surface sits
within an acoustic free-field, i.e., the waves emanating from
the photoacoustic source p0 travel outward through the mea-
surement surface, unimpeded and unaffected by either the
measurement surface itself or any other obstacles. The use of
acoustic reflectors, in addition to being one way to tackle the
limited-view problem, suggests that smaller detector arrays
could replace larger ones without sacrificing the quality of
the images, if reverberation can be used to replace the miss-
ing data. The question then naturally arises as to how far this
idea can be taken. For instance, if p0 is restricted to a box
with reflecting walls, as shown in Fig. 1, is it possible to
reconstruct p0 from measurements of the reverberant field at
a single point?19

III. RECTANGULAR CAVITY BACKPROJECTION

As a first step, consider the simple scenario: can the
position of a single point source �which emits one impulse�
be reconstructed from the times at which the pulse and its
reflections arrive at a single detector? For a rectangular cav-

single
detector acoustically

reflecting
walls

point
source

xd

yd

Lx

Ly

FIG. 1. A rectangular reverberant cavity with a single detector at point
�xd ,yd� and a point source.
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ity, the reflections from the walls can be represented by im-
age sources, which make the calculations of the arrival times
straightforward and provide a simple geometrical way to un-
derstand the problem. �Two-dimensional examples are used
throughout this paper for ease of presentation and in order to
limit the calculation times, but the same principles apply in
three dimensions �3D�.�

Figure 1 shows a 15 mm�20 mm cavity with a single
point source and a single point omnidirectional detector, and
Fig. 2�a� illustrates the idea of image sources due to the
single point source within the reverberant cavity. The image
sources within a circle of radius ct, where c is the speed of
sound, contribute to the signal measured at the detector up to
time t. If the source emits a pulse at time t=0, then the times
of arrival of the pulse and its reflections can be straightfor-
wardly calculated by using this notion of image sources:
each image source supplies one pulse at time �r /c�, where r
is the distance between the detector and the image source.
The effect of geometrical spreading on the waves was in-
cluded by reducing the amplitude by a factor of 1 /�r �in 3D
this would be 1 /r�. At this initial stage no attempt has been
made to model the photoacoustic wave propagation more
realistically than this, although it is fully modeled in the
other examples given below and in Sec. IV. Figure 3 shows
the impulse train p�t� that would be recorded by a detector
positioned in the corner, �xd ,yd�= �0 mm, 20 mm�, due to a
point source at �8 mm, 7 mm�. �There are three times at
which two reflections have coincided exactly and therefore
have twice the amplitude of the neighboring pulses.�

In Fig. 2�a�, rays connecting the image sources to the
detector have been drawn. Of course, the image sources emit
rays in all directions, but it is clear from Fig. 2�a� that the
direction in which the detected ray leaves its image source
can, and usually will, be different for different image
sources. This implies that many of the normals to the edge of
the source will reach a single measurement point sooner or
later. Given that the normals to the edges of a source are

required to cross the measurement surface for that edge to be
stably reconstructed, as mentioned in Sec. II A, this suggests
that it might be possible to reconstruct the edges of the
source accurately from a measurement at a single detector.

By considering the symmetries of the cavity in Fig. 1, it
is clear that for some detector positions it is not possible to
determine the point source uniquely, as point sources at two
different positions can give identical pulse trains. For ex-
ample, if the detector lies on any axis of reflection or rotation
symmetry then it is not possible to associate the pulse train
with a unique source. However, if the detector is placed
away from these symmetry axes, then it is possible to locate
the point source uniquely. To demonstrate this, the concept of
image detectors—the detector equivalents of image
sources—will be introduced.

The pulse train in Fig. 3 was calculated by determining
the distance �and therefore propagation time� between the
detector and a set of image sources, as described above. Each
image source represents one reflection, and therefore contrib-
utes one pulse to the pulse train. It could equally well have
been generated by calculating the distance between the actual

ct

image
sources image

detectors

(b)(a)

FIG. 2. Image sources and detectors. The shaded region is the actual rectangular cavity; the other rectangles are images. �a� Image sources. Those within a
circle of radius ct have contributed to the signal measured at the detector by time t, where c is the sound speed. Rays are shown connecting the image sources
to the omnidirectional detector, which records the times of arrivals of the pulses but not their directions. �b� Image detectors. These can be useful when
reconstructing the position of a point source. The circles illustrate the backprojection of three impulses received at the detector for three of the image sources,
showing that they coincide at the source point.

0 0.05 0.1 0.15 0.2 0.25
pulse train of arrival times (ms)

FIG. 3. The first 0.25 ms of the train of pulses received by the detector as
calculated using image sources. The amplitude shows cylindrical spreading
�ct dependence �sound speed c=1500 m /s�. On three occasions two pulses
arrive at the detector simultaneously, hence the three pulses with larger
amplitude.
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source position and a set of image detectors. The measured
signal at each hypothetical image detector would consist of a
single pulse, indicating the distance from the source. If these
measured signals are denoted pi�t� for image detectors i
=1, . . . , then the pulse train for the actual detector would be
the summation of the individual signals, p�t�=�ipi�t�. Each
image detector represents one reflection and, as with the im-
age sources, contributes one pulse to the measured pulse
train. If it were possible to measure the signals pi�t� individu-
ally, then the position and amplitude of the point source
could be determined by summing the backprojections of
each pi�t�

p0�x� � �
i=1

N 	��x − di�
N


pi��x − di�/c� , �1�

where di is the position of the image detector i, and the term
��x−di� was included to account for the cylindrical spread-
ing. This will give the position and amplitude of the point
source exactly in the limit N→�. In practice, the set of
signals �pi�t� ; i=1, . . .� is not measured, but only its summa-
tion p�t�. Replacing pi�t� with p�t� in Eq. �1� gives an ap-
proximate backprojection formula

p0�x� � �
i=1

N 	��x − di�
N


p��x − di�/c� . �2�

Figure 2�b� illustrates the principle by showing the back-
projection of three pulse arrival times from the actual detec-
tor position and two image detectors, and the three coincide
only at the source point. The backprojection of the time se-
ries in Fig. 3, from the 25 image detectors nearest to the
actual detector, gives the image in Fig. 4. It is clear that with
only this single measurement, the source position can never-
theless be located accurately and uniquely. This is similar to
single channel time-reversal imaging to locate point sources,
which is discussed further in Sec. V.

Next, the same backprojection was used to reconstruct
an estimate of the initial pressure distribution from a simu-
lated photoacoustic time series “measurement” rather than
just pulse arrival times. The “measured” signal in Fig. 5 was
simulated using a k-space method20 from the initial pressure
distribution shown in Fig. 6�A�. The detector was positioned
close to the corner at �0.03 mm,19.96 mm�, and 1% Gaussian
noise was added. Figure 6�B� shows the results of back-
projecting the 0.5 ms duration time series from the 500 im-
age detector positions nearest to the actual detector. It is
apparent that the main features of the initial pressure distri-
butions have been recovered, but also that the image is con-
taminated by artifacts and noise. A second example, which
will be compared to the modal reconstruction approach de-
scribed in Sec. IV, is also shown in Fig. 7. �These images are
placed later in the text to allow the comparison with the
images generated using other techniques to be made easily.�
The initial pressure distribution, Fig. 7�A�, consists of nine
small circular sources with Gaussian profiles which are just
about located accurately in the image, Fig. 7�B�, but the er-
rors due to artifacts are so significant that the image quality
is poor.

IV. MODAL RECONSTRUCTION

The backprojection reconstruction described in Sec. III
can give at best a crude approximation to the true initial
pressure distribution. Furthermore, it is only simple to imple-
ment when the reverberant cavity is a regular shape, such as
a rectangle, because the positions of the image detectors can
then be calculated straightforwardly. For a more accurate re-
construction, and one that could be applied to cavities of
more general shape, a reconstruction based on the acoustic
modes of a cavity was used. This has the advantage that it is
based more closely on the physics of the system, it is exact
�within the limits imposed by ill-posedness� and is generally
applicable, in that mode shapes and eigenvalues can be cal-
culated for a cavity of any shape.

A. General case

A photoacoustically generated acoustic pressure field at
a point �x ,y� in a reverberant cavity, at a time t, can be
written as a sum of normal modes

x (mm)

y
(m

m
)

0 5 10 15

20

18

16

14

12

10

8

6

4

2

0

FIG. 4. Backprojecting the train of pulses from the nearest 500 image de-
tectors shows that the point source can be located. The detector is located at
the corner �0 mm, 20 mm� and the source is at �8 mm, 7 mm�.
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FIG. 5. The first part of a photoacoustic time series simulated from the
initial pressure distribution in Fig. 6�A� for the point �0.03 mm, 19.96 mm�.
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p�x,y,t� = �
m

Am�m�x,y�cos��mt� , �3�

where subscript m indicates the mode with amplitude Am,
modal frequency �m, and normalized mode shape �m�x ,y�.
In this notation, the initial pressure distribution is

p0�x,y� = �
m

Am�m�x,y� , �4�

and it is clear that �p /�t �t=0=0, i.e., the particle velocity is
initially zero, which is true for photoacoustic waves. By dis-
cretizing the continuous variables x, y, and t as xn, yn, and ti,
where n=0, . . . ,N and i=0, . . . ,T, Eqs. �3� and �4� can be
written in matrix-vector form

p = MtA, p0 = M0A , �5�

where p= �p�xd ,yd , t0� , . . . , p�xd ,yd , tT��T, p0= �p0�x0 ,y0� ,
. . . , p0�xN ,yN��T, and A= �A0 , . . . ,AM�T. M is the total num-
ber of modes that are included in the reconstruction. Each
column of the N�M matrix M0 contains the shape of a
single mode m at all the points �xn ,yn�, n=0, . . . ,N

M0�n,m� = �m�xn,yn� , �6�

and each column of the T�M matrix Mt contains the values
of a single mode m at the detector position �xd ,yd� at all the
time points ti, i=0, . . . ,T

Mt�i,m� = �m�xd,yd�cos��mti� . �7�

The matrices M0 and Mt can be generated in advance from
knowledge of the mode shapes and frequencies of the cavity.
For simple geometries these may be known analytically; oth-
erwise it might be necessary to calculate them numerically
using the finite element �FE� method, for instance. �In which
case it would also be possible to take into account known

variations in the acoustic parameters within the cavity, such
as sound speed heterogeneities.�

From Eq. �5� it is clear that an approximation to p0 can
be found from the measured time series, p, in two steps: first,
estimate the modal amplitudes A by inverting the first equa-
tion,

A = Mt
−1p , �8�

and then use the second equation to obtain an estimate for p0.
Written as one equation these two operations are

p0 = M0Mt
−1p , �9�

which could also be written as

p0 = Greverb
−1 p , �10�

where the columns of the Green’s function matrix Greverb

contain the time series �impulse response functions� that
would be recorded at �xd ,yd� due to impulses leaving the
points �xn ,yn�, n=0, . . . ,N, at time t=0. For simple geom-
etries Greverb can be found analytically; when the boundary is
more complex, Greverb could in principle be constructed col-
umn by column from time domain calculations of the im-
pulse response functions. Clearly, Greverb

−1 =M0Mt
−1.

Equations �9� and �10� show that the success of this
imaging approach depends on the invertibility of the matrix
Mt �or Greverb�. This in turn depends on the geometry of the
cavity, as will be shown below by comparing the reconstruc-
tion using a rectangular cavity with that in a chaotic cavity �a
quarter Sinai billiard�.

B. Rectangular cavity

For a rectangular cavity, the mode shapes are separable
in x and y and take on simple forms, so Eq. �3� becomes
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FIG. 6. �A� Circular initial pressure distribution used to generate the time series in Fig. 5. �B� Image formed by backprojecting the reverberant time series from
the 500 image detector positions nearest to the actual detector. The circular initial pressure distribution has been recovered, but the image suffers from artifacts
and noise.
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p�x,y,t� = �
k,l

Akl cos�k�x/Lx�cos�l�y/Ly�cos��klt� , �11�

where k=0, . . . ,K, l=0, . . . ,L, and each pair �k , l� corre-
sponds to a single mode with amplitude Akl, modal frequency

�kl = c��k�/Lx�2 + �l�/Ly�2, �12�

and mode shape cos�k�x /Lx�cos�l�y /Ly�. Similarly, Eq. �4�
becomes

p0�x,y� = �
k,l

Akl cos�k�x/Lx�cos�l�y/Ly� . �13�

Each column of the N�KL matrix M0 contains, therefore,
the shape of a single mode �k , l� at all the points �xn ,yn�:

M0�n,�k,l�� = cos	 k�xn

Lx

cos	 l�yn

Ly

 , �14�

and each column of the T�KL matrix Mt contains the values
of a single mode �k , l� at the detector position �xd ,yd� at the
time points �t0 , . . . , tT�:
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FIG. 7. �Color online� �A� Initial pressure distribution, p0, consisting of nine small circles with Gaussian profiles. �B� Image of p0 obtained by backprojection
using Eq. �2�. �C� Image of p0 obtained by a modal reconstruction in a rectangular cavity. �D� Image of p0 obtained by a modal reconstruction in a chaotic
cavity. �E� Profiles at y=10 mm through �A�, �B�, �C�, and �D�, corresponding to the exact p0 �solid line�, backprojection �dashed�, modal reconstruction with
rectangular cavity �dot-dashed�, and chaotic cavity �dotted�. �F� Mean squared error as a function of truncation order for the images from rectangular �+� and
chaotic ��� cavities.
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Mt�i,�k,l�� = cos	 k�xd

Lx

cos	 l�yd

Ly

cos��klti� . �15�

This modal reconstruction approach was used to esti-
mate the initial pressure distribution shown in Fig. 7�A� from
the same single time series measurement �not shown� that
was used to reconstruct Fig. 7�B�. The T�1 vector of mea-
sured data, p, included 1% Gaussian noise and consisted of
T=1600 equally spaced samples with tmax=0.16 ms, and the
15 mm�20 mm reconstruction mesh consisted of N=90
�90=8100 rectangular pixels. Matrix Mt was constructed
with the 1000 lowest frequency modes, and its singular value
decomposition �SVD� was calculated using MATLAB’s SVD
function, which uses LAPACK’s DGESVD routine. The singu-
lar value spectrum is shown in Fig. 8. The physical signifi-
cance of the very small singular values will be discussed
below, but numerically they make Mt ill-conditioned, and
therefore its �pseudo�inverse is very sensitive to noise in the
data. Regularization must be included to suppress the noise,
and here a truncated-SVD inversion was used. The mean
squared error between the estimated and true images is
shown, again with + symbols, in Fig. 7�F� as a function of
the truncation order. Figure 7�C� shows the image with the
truncation order set to 770 singular values. This reconstruc-
tion is much more accurate than the backprojection, Fig.

7�B�, but it still used less than 80% of the available modes,
as many had to be discarded in order to regularize the solu-
tion. If a way could be found to improve the conditioning of
the matrix Mt, so that more modes can be included in the
inversion, it should be possible to improve the accuracy of
the image further.

C. Modal degeneracy

The columns of matrix Mt are given by Eq. �7�, and each
one is a scaled cosine oscillating with modal frequency �m.
For Mt to be invertible it is necessary that the columns are
linearly independent. This can only be the case when no two
modal frequencies are the same, i.e., �m��n ∀m ,n. In the
case of a rectangular cavity, the modal frequencies are given
by Eq. �12�, so many modes have the same modal frequency,
and the condition does not hold. This modal degeneracy
gives rise to the practically zero singular values in the spec-
trum shown in Fig. 8 and thus to the noninvertibility of Mt.
In order to improve the conditioning of Mt, therefore, it is
necessary to choose a cavity shape that minimizes the num-
ber of modes with the same modal frequency. Cavity shapes
with this property are already known from the study of
waves in reverberant cavities known as quantum or wave
chaos.21–23 Indeed, the eigenvalues for cavities of different
shapes have been studied in some depth, and it has been
shown that the distributions of the spacings between the ei-
genvalues �or modes� take on quite precise and universal
forms which depend on the shape of the cavity. Figure 9�a� is
a histogram showing the distribution of the spaces between
the lowest 4000 modal frequencies in a 20 mm�15.1 mm
rectangular cavity as a function of normalized modal spac-
ing, s �modal spacing/number of modes included�. This dis-
tribution agrees closely with Poisson’s distribution exp�−s�,
also shown, as is expected for integrable cavities such as this.
�An integrable cavity is one in which Hamilton’s equations
describing the cavity’s ray dynamics form an integrable sys-
tem.� It is notable that this distribution, which applies uni-
versally to any cavity of this type, has its peak at a modal
spacing of zero. This is of practical significance because it
means that there will be many degenerate modal frequencies,
and therefore imperfect image reconstruction, for any inte-
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FIG. 8. Singular values of matrix Mt for the rectangular cavity.
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grable cavity. �In fact, it is even worse than this for the case
investigated in Sec. IV B. When the sides of a rectangular
cavity are in simple ratios there is an even larger peak close
to zero spacing.23 The cavity used in Sec. IV B was
20 mm�15 mm, not 20 mm�15.1 mm, and the resulting
increase in degeneracy is shown in Fig. 9�a� with dotted
lines.� If the modal frequencies were spaced so that no two
modes share the same modal frequency, and degeneracy is
thereby reduced, then the columns of Mt would be linearly
independent and more of the modes can be used in the re-
construction, leading to more accurate imaging. That this is
true for chaotic cavities is shown in Fig. 9�b� and discussed
below.

D. Chaotic cavity

Although the description given for the acoustic field in
Sec. IV A was in terms of modes, ray descriptions can also
be helpful and intuitive. According to this model, rays are
emitted from a source, reflect specularly from the walls of
the reverberant cavity, and contribute to the detected signal
when they pass through the measurement point. Consider
rays emitted in all directions from a source. For some cavity
geometries some of these rays will never reach the detector.
They may, for instance, follow a periodic orbit around the
cavity never encountering the measurement point if it is not
on their orbit. The rectangular cavity used here is one ex-
ample of a type of cavity in which this can happen. It seems
intuitive that if some of the rays from a point do not encoun-
ter the detector, then that point cannot be reconstructed ex-
actly from the measured data. It seems clear, when thinking
in terms of rays, that what is required is a cavity in which
every ray travels through every point in the cavity, without
getting trapped into periodic orbits. Such a cavity is termed a
chaotic �or ray-chaotic� cavity.

To convert the 20 mm�15 mm cavity used so far into a
chaotic cavity, a quadrant of a circle of radius 7 mm, cen-
tered at �0,0�, was removed to form a “quarter Sinai billiard.”
�A Sinai billiard is a rectangular cavity with a circle re-
moved from the center.� The modal spacing distribution
for all chaotic cavities follows Wigner’s distribution,
�� /2�s exp�−��s2 /4��, shown as the solid line in Fig. 9�b�,
and the distribution of the spacings of the first 4000 modes of
the quarter Sinai billiard clearly follows this trend. The prin-
cipal point to note is that in a Wigner distribution, there are
no modal spacings of zero, i.e., no two modes have the same
modal frequency. This is exactly what was required to im-
prove the conditioning of Mt and to lead to better images.

The modal frequencies of the chaotic cavity cannot be
calculated using simple algebraic expressions, as they can for
the rectangular case, and so a FE model was used. A FE
simulation was constructed in MATLAB and the function
sptarn was used to calculate the eigenvalues �Arnoldi es-
timates� and eigenvectors of the cavity, and thereby construct
matrix Mt. A different FE mesh and the MATLAB function
hyperbolic were used to calculate the measured photoa-
coustic time series for a detector at �0.03 mm, 19.96 mm�,
and 1% Gaussian noise was added. The reconstruction was
performed, as above, using a truncated SVD. The singular

value spectrum is shown in Fig. 10 �dots� alongside the SVD
spectrum from the rectangular case �+�, and it shows that the
modal degeneracy has been removed so almost all the modes
can now be used in the reconstruction without causing ill-
conditioning.

Figure 7�A� shows an initial pressure distribution used
to compare the three reconstructions: simple backprojection
�Fig. 7�B��, modal inversion in a rectangular cavity �Fig.
7�C��, and modal inversion with the chaotic cavity �Fig.
7�D��.

Figure 7�D� shows the image recovered when 920
modes were included, which when compared to Fig. 7�C�
shows better recovery of both the amplitudes and the shapes
of the circles. The improvement in the reconstruction of the
amplitudes is confirmed by Fig. 7�E�, which shows profiles
at y=10 mm through the images in Figs. 7�A�–7�D�, corre-
sponding to the exact p0 �solid line�, p0 reconstructed using
backprojection �dashed�, modal reconstruction with rectan-
gular cavity �dot-dashed�, and reconstruction with chaotic
cavity �dotted�. Figure 7�F� shows the mean squared error as
a function of the truncation order for the rectangular �cross�
and chaotic �open circle� cavities. A much larger percentage
of the modes can be used in the chaotic case, and the error is
consequently significantly lower than in the rectangular case.

A second example comparing reverberant PAT imaging
in the rectangular and chaotic cavities was also calculated.
The inversions were performed exactly as before but for the
initial pressure distribution shown in Fig. 11�A�. The images
for the rectangular and chaotic cavities are given in Figs.
11�B� and 11�C�, and profiles through these images at y
=15 mm are shown in Fig. 11�D�. Again it is clear that the
chaotic cavity gives better results in terms of both amplitude
and shape.

V. DISCUSSION

A. Matrix inversion

The aim of this paper is to suggest and try to demon-
strate that it might be possible to use a single point measure-
ment of reverberation to do photoacoustic imaging. To this
end, simple two-dimensional examples have been given, in
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FIG. 10. Singular values of matrix Mt for rectangular �+� and chaotic �.�
cavities.
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which a SVD was used to calculate the matrix inversions.
The SVD provides a fundamental decomposition of the ma-
trices, and as such helps to provide insight into the reasons
why a chaotic cavity is preferable to an integrable one. �It is
worth noting that the inversion of Mt only needs to be per-
formed once for each geometry, i.e., cavity shape and detec-
tor position, so for a particular experimental arrangement
Mt

−1 could be precalculated, and each image formed with a
single matrix-vector multiplication. It does not need to be
calculated for every new initial pressure distribution.� The
SVD is only one way to calculate the inversions, and the
truncated SVD the only one way to regularize the solution.
The literature on algorithms to estimate matrix inversions
and regularization is substantial, and there is insufficient
space here for a study of which algorithms are best suited to
this particular problem. In some cases, perhaps for large-
scale problems, a different method altogether may be advan-
tageous. For instance, an optimization approach, in which a

norm of the error between the measured data and a model is
minimized, may have computational benefits as well as the
advantage that a constraint could be added to the cost func-
tion to include the prior information that p0 must be non-
negative everywhere.

B. Model assumptions

In the analysis above, a number of idealizations were
made to simplify the situation. For instance, it was assumed
that the sound speed is the same everywhere within the cav-
ity, that there is no bulk acoustic absorption, and that the
walls are perfectly reflecting �have a reflection coefficient of
1�. In practice these assumptions will not quite be true, and
the sound field will differ from the model, especially at
higher frequencies where the absorption may be significant.
The time series used in the examples was 0.5 ms duration,
over which time the sound waves will have traveled about
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0.75 m, or almost 40 times the length of the cavity. The high
frequency part of the signal will suffer in two ways over this
distance: it will be susceptible to being scattered by localized
sound speed heterogeneities and it may be strongly absorbed
through the bulk absorption of the medium. Both of these
effects will act to reduce the spatial resolution achievable in
the image. To counter these effects, both the spatial variation
in sound speed and the absorption could be included in the
model, if they are known beforehand, and the mode shapes,
frequencies, and amplitudes could then be calculated taking
these variations into account. When the high frequency ab-
sorption is significant, however, the acoustic pressure signal
may fall well below the noise floor, and regularization will
be required in the inversion to ensure a stable solution. The
frequency dependence of absorption varies, so the frequency
at which this will start to be a problem will depend on the
type of tissue.

The assumption of perfectly reflecting walls will be dif-
ficult to achieve in practice, but materials with a large acous-
tic impedance can achieve high pressure reflection coeffi-
cients for sound traveling from water, e.g., for steel R
�0.94 and for glass R�0.8. As above, if the reflection co-
efficients are known, they can be included in the model.
�This will add to the damping of the modes.� It may be
possible to do calibration experiments in the cavity contain-
ing a known medium, such as distilled water, to ensure that
the model of the geometry and boundary conditions are well
modeled. Another possibility is to replace one of the walls
with an air �pressure-release� boundary and take into account
the R�−1 reflection coefficient when calculating the modal
information. This sort of open-topped cavity would have the
practical advantage of making the cavity more accessible for
inserting and removing samples.

C. Detectors

The question studied in this paper has been whether an
image could be obtained from reverberant measurements us-
ing one detector. Intuitively there would be advantages in
using data from more than one measurement point. First, if a
single detector happens to be positioned close to the node of
a mode, then the contribution of that mode to the measured
pressure will be below the noise floor, and it will not be
included in the image reconstruction. With two detectors, it
is less likely that a mode will be missed in this way, so in
some circumstances could improve the image. Second, if the
reverberant signal is attenuated through absorption, a par-
ticular ray may be too weak to detect by the time it reaches
the detector, but a second detector, some distance from the
first, may encounter the ray earlier in its “lifetime” and thus
with a higher signal-to-noise ratio. However, the condition-
ing of the matrix Mt, which has been the chief concern of
much of this paper, would not be improved, as its condition-
ing depends on the columns having different modal frequen-
cies, and two different detector points would still see the
same modal frequencies. Measurements recorded in different
parts of the cavity will also be affected by absorption differ-
ently, so it may be that when the absorption is significant,
multiple measurements can be used to improve the image.

The detectors in this analysis have been assumed to be
omnidirectional, broadband, and located at a single point.
“Real” ultrasound detectors are often directional, bandlim-
ited, and of finite size. There is a class of ultrasound detec-
tors, however, which may be suitable for this application.
Optical interferometric ultrasound detectors6,24 can have a
very wide, flat, sensitivity range �from dc to �50 MHz�,
with small element sizes ��50 �m� and could be incorpo-
rated into the wall of the cavity, so not affecting the rever-
berant field.

D. Time-reversal imaging

When using time-reversal to refocus a signal through a
heterogeneous or reflecting medium, the measurements are
made at detector points and then time-reversed versions are
transmitted back into the medium from the same positions.
When time-reversal is used for imaging, the retransmission
into the medium is replaced by a simulated retransmission in
a numerical model. Experiments on time-reversing array
measurements of photoacoustic signals back to their origin
have been performed25 and time-reversal has been suggested
as a way to reconstruct a photoacoustic image26,27 when mea-
surements have been made over an array of detectors.

The time-reversal of a single photoacoustic measure-
ment in a reverberant cavity in order to form an image has
yet to be investigated, although the idea of using single chan-
nel time-reversal in a reverberant cavity to detect the location
of a point source has been studied and applied to
communication28 and touch sensitive interactive surfaces.29

In three interesting papers, Draeger and co-workers30–32 de-
scribed and analyzed experimental and numerical studies of
the time-reversal of a single point measurement of the rever-
beration generated by a point source back to its origin. These
studies were conducted using flexural waves on a chaotically
shaped silicon plate, but are analogous to the acoustic case,
and demonstrated that the signal could indeed be refocused.
A finite difference model was used to show the waves con-
verging on the point source,30 perhaps the first example of
time-reversal imaging using single channel reverberation
data. As an imaging technique, single point time-reversal dif-
fers in a number of ways to the modal inversion given here,
e.g., it requires the chaoticity of the cavity and so does not
work in a rectangular cavity,21,32 and it is inherently approxi-
mate, so can never give an exact image.

It is instructive to understand where the approximation
in single channel time-reversal arises, and why it does not
apply to the modal inversion described here. This can be
explained both in terms of modes or rays. The ray explana-
tion is that while each pulse arrives at the detector from one
specific direction, it is retransmitted in all directions, as the
omnidirectional detector does not record the direction of
arrival.32 This is similar to the approximation made in the
backprojection in Sec. III, which introduced significant arti-
facts while still roughly locating the regions of large initial
pressure. In terms of modes, the measured reverberation sig-
nal consists of a contribution from each mode weighted by
the modal amplitudes at the detector point, Am�m�xd ,yd�. The
time-reversed signal that is retransmitted into the medium �or
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the model in the case of imaging� will only excite the modes
at the detector �now transmitter� point with the same ampli-
tude. Therefore, unless the detector is at a maximum of a
mode, its contribution to the overall acoustic field will be
underestimated by �Am�m�xd ,yd��2. Draeger and Fink31 sug-
gested that the solution to this problem would be to know the
amplitude of each eigenmode at the detector point and com-
pensate for it, which is precisely the role of �m�xd ,yd� in Eq.
�7�. This amplitude effect only now remains a problem for
modes that fall below the noise floor at the detection point.
To avoid this, the detector was placed close to the corner of
the cavity where the boundary conditions enforce a maxi-
mum for all modes.

VI. SUMMARY

Photoacoustic tomography using reverberation recorded
by a single detector was proposed, and two-dimensional
simulations using a simple imaging algorithm based on a
modal inversion were described. The technique was analyzed
using a SVD, and it was shown that better quality images can
be obtained when the reverberant cavity is chaotic. The prac-
ticalities of such an imaging technique, and its advantages
over single channel time-reversal imaging, were discussed.
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A laser-based ultrasonic technique suitable for characterization of the microstructural state of metal
foils is presented. The technique relies on the measurement of the intrinsic attenuation of
laser-generated longitudinal waves at frequencies reaching 1 GHz resulting from ultrasonic
interaction with the sample microstructure. In order to facilitate accurate measurement of the
attenuation, a theoretical model-based signal analysis approach is used. The signal analysis approach
isolates aspects of the measured attenuation that depend strictly on the microstructure from
geometrical effects. Experimental results obtained in commercially cold worked tungsten foils show
excellent agreement with theoretical predictions. Furthermore, the experimental results show that
the longitudinal wave attenuation at gigahertz frequencies is strongly influenced by the dislocation
content of the foils and may find potential application in the characterization of the microstructure
of micron thick metal foils. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3068447�
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I. INTRODUCTION

The microstructural state of a material is critical to pre-
dicting the mechanical behavior and assessing the damage
state of the material. Ultrasound-based inspection techniques
have emerged as powerful tools for the characterization of
the microstructure of metals and metal alloys.1–14 The ultra-
sonic wave velocity depends on several bulk mechanical
properties including the elastic modulus and Poisson’s ratio,
which depend on the compliance and crystalline orientation
of the constituent grains in the microstructure.1,2 The ultra-
sonic wave attenuation, which relates to the decrease in am-
plitude of ultrasound with propagation distance, depends on
several characteristics of the microstructure including grain
orientation, grain size, and the population of defects includ-
ing dislocations, voids, vacancies, and secondary phases.3–9

It is also well known that certain physical aspects of a ma-
terial, such as anharmonicity of the crystal lattice bonding
and the dislocation content, can lead to nonlinear elastic be-
havior that produces harmonic generation of ultrasound.10–14

Consequently, by measuring the nonlinear-ultrasonic re-
sponse, these aspects of the microstructure can be character-
ized.

Several experimental ultrasound-based techniques have
been reported for the characterization of the microstructure
of metals and metal alloys. The traditional ultrasonic tech-
niques use piezoelectric transducers for the generation and
detection of ultrasound. A potential limitation of these tech-
niques arises from the coupling medium that facilitates the

transmission of ultrasound into the sample. The coupling me-
dium leads to loss of ultrasonic energy, particularly at high
frequencies. Laser-based ultrasonic �LBU� techniques pro-
vide a suitable alternative to the traditional ultrasonic tech-
niques. These techniques use pulsed or intensity-modulated
lasers for the generation of ultrasound. The generation laser
is delivered to a specimen surface, where the laser energy is
absorbed leading to localized specimen heating and thermal
stress production. The thermal stresses relax by launching
ultrasound in the specimen by transient thermoelastic expan-
sion. The generated ultrasound is detected at the specimen
surface by monitoring the surface displacement or strain us-
ing an optical interferometer or a diffraction-based
probe.15,16 LBU techniques are noncontacting, remote, and
can provide optical diffraction-limited spatial resolution.
Pulsed lasers allow for the generation of broadband ultra-
sound with frequency components ranging from a few kilo-
hertz up to hundreds of gigahertz, and intensity-modulated
lasers can be used to generate narrowband ultrasound.

The majority of the reported LBU work on microstruc-
tural characterization use broadband linear-ultrasonic ap-
proaches where the velocity and attenuation of bulk or sur-
face acoustic waves are measured and analyzed to obtain the
pertinent microstructural information.17–21 In the general
case, the ultrasonic attenuation is more strongly affected by
the microstructure than is the velocity, and the sensitivity
increases with frequency. While LBU measurements of at-
tenuation at megahertz frequencies in metals and metal al-
loys are widespread, there are limited experimental reports
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on attenuation measurements in the gigahertz range. The
most notable reports include the works of Moreau and Lord22

and Blanchard et al.23 in which the attenuation coefficients of
laser-generated longitudinal waves were measured in poly-
crystalline aluminum plates at frequencies reaching 500
MHz. Relating the measured attenuation to the microstruc-
tural state of a material can be challenging because the at-
tenuation is influenced by multiple physical processes that
may or may not depend directly on the microstructure. Fur-
thermore, the precision needed to isolate the contribution of
the microstructure to the attenuation is also limited at giga-
hertz frequencies due to low measurement signal-to-noise ra-
tio resulting from the small ultrasonic amplitude obtained
using a thermoelastic source along with the broad detection
bandwidth needed for certain types of frequency-resolved
material property measurements.

In this paper, a LBU technique is used for the nonde-
structive characterization of the microstructure of commer-
cially cold worked tungsten foils with micrometer scale
thickness. The tungsten specimen is chosen specifically to
monitor the interaction of the dislocations in the microstruc-
ture with pulsed-laser-generated longitudinal waves. The at-
tenuation coefficient of the longitudinal waves resulting from
dislocation induced scattering and absorption is measured at
frequencies reaching 1 GHz. Owing to the cold working pro-
cess used for fabrication, a large network of dislocations ac-
cumulates in the specimen, producing a dominant effect on
the attenuation of the laser-generated ultrasound compared to
other competing sources of attenuation that may result from
the specimen microstructure. In order to facilitate the mea-
surement, a model-based signal analysis approach is used,
that allows one to isolate aspects of the attenuation that are
directly related to the microstructure. The experimental re-
sults show excellent agreement with theoretical predictions,
and the measured longitudinal wave attenuation is found to
be highly sensitive to changes in the dislocation content of
the specimen that occurred during annealing. The LBU tech-
nique may be suitable for assessing the extent of damage in
the microstructure of thin metal foils, which is a critical as-
pect in evaluating their structural integrity.

II. THEORY

The theory of laser-generated ultrasound has been dis-
cussed extensively in the literature for various laser source
configurations and sample geometries.24–27 In this work, the
appropriate model pertaining to the experimental configura-
tion used is applied as an inverse signal analysis tool for the
measurement of laser ultrasonic attenuation in cold worked
tungsten foils. The results obtained are used to characterize
the microstructural state of the foils. As a guide to the signal
analysis approach, a brief description of various modes of
ultrasonic attenuation in metals is presented, and the perti-
nent features of the thermoelastic model used to characterize
the attenuation are detailed.

Various workers have investigated the attenuation of ul-
trasonic waves in metals. In these investigations, the test ma-
terials are assumed to be polycrystalline, and ultrasound is
transmitted through the materials over relatively long dis-

tances compared to the average grain size. In order to ana-
lyze the measured attenuation, mean field theories are used
to estimate the required microstructural information. In the
general case, ultrasonic attenuation in polycrystalline mate-
rials at room temperature results from a combination of ef-
fects, namely, grain scattering, absorption, and ultrasonic dif-
fraction. The contribution of grain scattering is typically
large in most metals and is due to microscopic anisotropic
effects resulting from the variation of the elastic constants
and orientation from grain to grain. These grain effects lead
to ultrasonic refraction at the grain boundaries and a reduc-
tion in the ultrasonic amplitude with propagation distance.
Depending on the ratio of the wavelength to the average
grain size, the ultrasonic attenuation due to grain scattering
has characteristic frequency dependences.1,4,28 Ultrasonic
wave absorption in polycrystalline materials is associated
with thermoacoustic damping, dislocation damping, and
other anelastic relaxation mechanisms.29–32 Thermoacoustic
damping results from the irreversible conversion of ultra-
sonic energy to heat as a material undergoes compression or
expansion following the propagation of an ultrasonic wave.31

This attenuation mechanism is limited to longitudinal waves
and is typically very small compared to grain scattering ef-
fects. Dislocation damping is considered by various workers
as being hysteretic in nature and occurs as a result of dislo-
cation motion being out of phase with the incident ultrasonic
wave leading to energy loss.32 Dislocation damping depends
on the dislocation loop length and is appreciable as the loop
length becomes comparable to the ultrasonic wavelength.
Thermoacoustic and dislocation damping produce viscous at-
tenuation effects, leading to a decrease in ultrasonic energy
with the square of the frequency.

Attenuation resulting from diffraction effects in most la-
ser ultrasonic measurements occurs primarily because of the
finite size of the ultrasonic source and probe. The effect of
ultrasonic diffraction is understood through examination of
the displacement fields produced by a point excitation force
in a solid, as calculated by Aki and Richards.33 The expres-
sion for the displacement ui along an arbitrary axis i pro-
duced by a point excitation source X0�t� acting along a di-
rection xj is represented by

ui = X0 � Gij
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where Gij is the Green’s function, cl and cs are the longitu-
dinal and shear wave velocities in the solid, � is the direction
cosine for the vector x, �ij is the Kronecker delta function, �
is the material density, and r is the propagation distance. The
first term in the equation shows that the displacement field
decays with propagation distance as r−2 for the case where
X0�t� is nonzero for times that are short compared to r /cs
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−r /cl and represents a coupled field comprised of longitudi-
nal and shear waves. The second and third terms represent
the displacement fields of the pure longitudinal and shear
waves, which decay as r−1. For small r, the first term in Eq.
�1� dominates the latter terms, yielding the amplitude decay
in the acoustic near field. As r tends to infinity, the second
and third terms become dominant, and the amplitudes of the
longitudinal and shear waves decay as r−1 with distance as a
spherical wave. These terms are the far field terms. Note that
as r tends to zero, the amplitude decay becomes negligibly
small; as such, the ultrasonic field can be approximated by a
plane wave. In a practical case where the excitation source
and receiver spot sizes are finite, there are two limiting cases
where the ultrasonic diffraction loss is well characterized.
Assuming that the source and receiver spot sizes are equal, a
spherical wave approximation holds for a small spot size,
long propagation distance, or low ultrasound frequency,
while a plane wave approximation can be used for a large
spot size, short propagation distance, or high ultrasonic fre-
quency. These limiting cases are distinguishable by the
Fresnel diffraction parameter S=�r /a2, where a is the spot
size of the source/receiver and � is acoustic wavelength; S
�0.2 for the plane wave approximation, and S	5 for the
spherical wave approximation. For a general case where the
source and receiver spot sizes differ, the ultrasonic diffrac-
tion loss depends on S and the ratio of source and receiver
spot sizes.18

In this work, a theoretical model-based signal analysis
approach is used to estimate the attenuation of laser-
generated longitudinal waves in laser ultrasonic measure-
ments. This approach allows for attenuation due to the mi-
crostructure to be isolated from other contributing
attenuation effects. Furthermore, by using model-based ap-
proaches, limitations to direct analysis of the experimental
results due to signal-to-noise ratio considerations can be
overcome. The theoretical model used is based on the solu-
tion to the temperature-rate dependent thermoelastic wave
equation derived by Spicer and Hurley34 for elastically iso-
tropic plates. Consider the experimental geometry shown in
Fig. 1 in which the excitation and detection lasers are inci-
dent on the epicenter on the same side of the sample. Figure
2 shows a calculated waveform obtained in a 50 
m thick
tungsten plate. An excitation laser source radius of 25 
m
�full-width-at-half-maximum �FWHM� intensity level� and a
pulse duration of 900 ps are used in the calculation. The
reported bulk values of the optical and thermal properties of
tungsten are used,30 in addition to the bulk longitudinal and
shear wave velocities of cl=5.22 mm /
s and ct

=2.89 mm /
s, respectively.30 The waveform shows a rapid
thermal expansion of the sample surface close to time zero
followed by a slow amplitude increase with time. Several
transient echoes, including the bulk longitudinal �P� and
shear �S� waves, mode converted waves, and a low fre-
quency oscillation, are also observed. The thermal expansion
signal is eliminated by applying a 200 MHz first order high
pass filter to Fig. 2�a�. The filtered waveform �labeled curve
A in Fig. 2�b�� clearly shows the transient echoes. The am-
plitudes of the longitudinal wave echoes decrease slightly
from one arrival to the next due to ultrasonic diffraction.

Consider the case in which the microstructure of the tungsten
foil produces frequency �or wavelength� dependent attenua-
tion of the longitudinal waves. In order to simulate this ef-
fect, a damping mechanism is introduced into the model by
assuming that the longitudinal wave speed is complex as
expressed below,

Incident Laser Pulse
(Low Energy)

Thermoelastic Expansion

Bulk Ultrasonic Waves

Specimen

Detection Probe

FIG. 1. A schematic of the geometry of a freestanding plate excited by a
laser source.
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FIG. 2. Theoretical waveforms showing �a� the thermal expansion and tran-
sient acoustic waves arriving on epicenter in a tungsten foil and �b� results
of retaining high frequency content by numerical filtering.
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c1 = cl + cld, cld = �fn. �2�

Here c1 is the complex longitudinal wave velocity expressed
in terms of the true wave speed cl and an imaginary compo-
nent cld that has an assumed power law frequency depen-
dence. The coefficient of the power law � is taken to be zero
for the case where the microstructure-based attenuation is
absent. While this assumption is not justified in detail, ultra-
sonic wave speeds are complex valued and frequency depen-
dent in a viscoelastic medium, owing to the complex elastic
properties, which lead to ultrasonic energy loss.35 Here, it is
assumed that the elastic moduli can also be expressed as
complex quantities even though the underlying physical
mechanisms are not completely specified. This assumption
immediately implies that the ultrasonic wave speed can be
represented as a complex quantity.

Figure 2�b� shows the filtered waveforms obtained for
the case where � has a linear �curve B� and a quadratic
�curve C� dependence on frequency. In both cases, the arrival
times of the longitudinal wave echoes are the same as in
curve A, indicating that the complex velocity does not
change the actual propagation speed. Note that small arbi-
trary values are chosen for the coefficient of the power laws
for curves A and B so that the apparent amplitude decay of
the echoes in these curves appears to be similar. In order to
calculate the attenuation coefficient of the longitudinal wave
echoes in units of dB/mm for each of these cases, the ampli-
tude spectra of the first two echoes �P2 and P4� in curves A
and B are compared. These echoes are extracted from the
time trace using a rectangular window, and the windowed
data are Fourier transformed to obtain the magnitude spectra.
The attenuation coefficient is evaluated as a function of fre-
quency using the relationship �20 /�l�log�A1 /A2�, where A1

and A2 are the amplitudes of the P2 and P4 echoes in the
frequency domain, �l=2l is the difference in propagation
distance between the two echoes, and l is the plate thickness.
The effect of the high pass filter applied is removed in taking
the ratio of the amplitude spectra A1 and A2 since the filter-
ing operation is linear. Figure 3 shows the attenuation curves
for the three cases between 0.2 and 1.1 GHz. For the first
case where �=0, the calculated attenuation coefficient is

small and decreases progressively with frequency as a result
of ultrasonic diffraction. The plane wave or spherical wave
approximations for the ultrasonic diffraction are not appli-
cable in this case because the ultrasonic fields for the P2 and
P4 echoes are in the intermediate region between these ex-
treme cases. Using the excitation laser spot size, the calcu-
lated Fresnel diffraction parameter goes from 1.0 to 0.2 for
the P2 echo and from 2.0 to 0.4 for the P4 echo between 0.2
and 1.1 GHz. The theoretical model allows one to calculate
the frequency dependence of the ultrasonic diffraction loss
irrespective of the regime of ultrasonic wave propagation
provided that the sample properties and spot sizes of the
excitation source and receiver are well known. Note that ul-
trasonic mode conversions between longitudinal and shear
waves produce an energy loss that contributes to the calcu-
lated attenuation. For the second case where �=5.0�10−7f ,
the attenuation curve is approximately linear beyond about
0.5 GHz, and for �=2.5�10−10f2, the attenuation curve is
quadratic. The variations in the attenuation coefficients with
frequency for the three cases are clearly different even
though the time domain waveforms are similar. By subtract-
ing the attenuation due to ultrasonic diffraction and mode
conversions, one can isolate the contribution of the micro-
structural attenuation in a practical case.

It is important to note that the approach used to intro-
duce microstructure-based attenuation into the model is not
rigorous and is only used here owing to the involved nature
of physically accurate modeling approaches. Also of impor-
tance is the fact that there are secondary effects, such as
surface roughness, that can lead to ultrasonic attenuation.36

Surface roughness effects are assumed to be negligible in
this work because, for the samples tested, the scale of the
surface roughness is significantly smaller than the ultrasonic
wavelength.

III. EXPERIMENTAL SETUP

A schematic of the experimental setup used is shown in
Fig. 4. A neodymium doped yttrium aluminum garnet
�Nd:YAG� microchip laser is used for ultrasonic wave gen-
eration. The laser has a pulse energy of 5 
J, a pulse dura-
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FIG. 3. Calculated longitudinal wave attenuation curves for various power
law profiles. FIG. 4. A schematic of the experimental apparatus used to perform ultra-

sonic measurements in thin metal foils.
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tion of 900 ps, a repetition rate of 50 kHz, and a wavelength
of 1064 nm. The generation laser is focused by a 20� long-
working-distance microscope objective on the sample sur-
face. The sample is supported on a three-axis translation
stage. The circular spot diameter of the excitation laser is
expanded to 145 
m at the FWHM intensity level by defo-
cusing the input light into the microscope. Expansion of the
generation laser beam diameter is needed in order to generate
approximately planar ultrasonic waves. In addition, the total
laser energy deposited in the sample is maximized without
sample ablation.

The normal surface displacement associated with the in-
teraction of the generated ultrasound with the sample bound-
ary is detected on the excited side of the sample using a
path-stabilized Michelson interferometer. The interferometer
uses a frequency doubled Nd:YAG laser with a wavelength
of 532 nm. The detection laser is delivered into the experi-
mental setup through a single mode optical fiber, collimated,
and directed to a beam splitter that splits the light into signal
and reference beams. The signal beam is directed to the
sample surface through the microscope objective and is re-
directed on reflection from the sample surface to a high
speed photodetector with a rise time of 1 ns. The circular
diameter of the signal beam on the sample surface is 1.2 
m
at the FWHM. The reference beam is delivered to a reference
mirror that redirects the beam to the photodetector where it
interferes with the signal beam producing an intensity-
modulated signal that is related to the absolute displacement
of the sample surface. The interferometer is stabilized at the
point of maximum displacement sensitivity through active
adjustment to the optical path length difference between the
reference and signal beams. This is achieved by electroni-
cally controlling the reference mirror position using a piezo-
electric actuator. The output signal from the photodetector is
recorded using a digital oscilloscope at the rate of 10 giga-
samples per second and is sent to a computer for data pro-
cessing.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 5 shows the filtered normal surface displacement
signal measured in an as-received tungsten foil with a nomi-
nal thickness of 50 
m. The tungsten sample �99.95% pu-
rity� is manufactured using a cold rolling process. The exci-
tation and detection lasers are aligned on the epicenter, and
the sample response is averaged for about 50 000 times to
minimize the incoherent noise in the measured data. The
measured sample response contained the thermoelastic ex-
pansion signal, which is removed by applying a 300 MHz
first order high pass filter to the measured waveform. A 1.0
GHz first order low pass filter is also applied to the measured
waveform to reduce the broadband noise from the optical
detection system. Several longitudinal wave echoes are seen
in the filtered waveform; the amplitudes of the successive
echoes decrease monotonically due to ultrasonic attenuation.
Also shown in Fig. 5 are two filtered theoretical waveforms
obtained by applying the same filter to the calculated tran-
sient response. In curve A, the reported values of the longi-
tudinal and shear wave velocities of tungsten �cl

=5.22 mm /
s , ct=2.89 mm /
s� are used. The measured
spot size and pulse duration of the excitation laser and the
bulk values of the optical and thermal properties of tungsten
are used as input parameters to the model. The plate thick-
ness is estimated to be 55 
m based on the autocorrelated
time interval ��t� between successive echoes given by �t
=2l /cl. The damping parameter � is set to zero, allowing for
only ultrasonic energy loss from diffraction and mode con-
version to be accounted for in the model. The apparent am-
plitude decay of the echoes is less pronounced in curve A
compared to the experimental data. Curve B is in closer
agreement with experimental data. A complex longitudinal
wave velocity was assumed in this case, and cld was set equal
to 23.5�10−10f2. Several power laws are used, and the qua-
dratic law provided the best agreement between the experi-
mental data and the model when the amplitude decay and the
width of the echoes are compared. Figure 5�b� shows the
comparison between the variation of the peak-to-peak ampli-
tudes of the echoes with distance in the experimental and
modeled data. The propagation distance of each echo is
given by 2nl, where n is the echo number. The amplitude
decay of the echoes in curve B closely matches the experi-
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FIG. 5. �a� Time domain waveform measured in a cold worked tungsten foil
with a nominal thickness of 50 
m. Curves A and B show the theoretical
waveforms calculated with a plate thickness of 55 
m and damping param-
eters of cld=0 and cld=23.5�10−10f2, respectively. �b� Comparison of the
peak-to-peak amplitudes of the longitudinal wave echoes in �a�.
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mental data, suggesting the presence of intrinsic
microstructure-based ultrasonic attenuation.

Figure 6 shows the modeled intrinsic attenuation coeffi-
cient of the longitudinal wave echoes as a function of fre-
quency. The amplitude spectra of the first two echoes �P2
and P4� in curve B in Fig. 5 were compared, as discussed in
Sec. II. Note that the useful frequency range for evaluating
the attenuation coefficient is limited to 0.3–1.0 GHz due to
the passband of the filters applied to the unfiltered waveform.
The contributions of ultrasonic diffraction and mode conver-
sion to the attenuation are calculated by comparing the am-
plitude spectra of the P2 and P4 echoes in curve A in Fig. 5,
and the resulting data are subtracted from the attenuation
curve obtained from the spectra of the same echoes in curve
B. The calculated ultrasonic diffraction loss is negligibly
small ��2 dB /mm� over the frequency range in the figure.
Also shown in Fig. 6 is the modeled attenuation coefficient
in an annealed tungsten sample of the same thickness. The
annealed sample was obtained by heating the as-received
sample to approximately 1400 °C and holding the tempera-
ture for 3 h in a nitrogen environment to prevent surface
oxidation. The attenuation coefficients obtained in the as-
received and annealed samples follow quadratic frequency
dependent curves. The differences in attenuation between the
samples are significant and increase with frequency, suggest-
ing that a change in the microstructure of the sample oc-
curred as a result of the annealing operation. Most likely, the
intrinsic attenuation of the longitudinal wave in the tungsten
samples is related to absorption and scattering from disloca-
tion networks. This is consistent with the processing history
of the material since dislocation densities in cold worked
materials are significantly higher than in annealed materials,
and the effects of grain scattering are negligible due to the
well-known elastic isotropy of tungsten. Note that due to the
small length of an individual dislocation in the tungsten
sample compared to the wavelength of the longitudinal
waves, a negligible scattering signal is expected from the
interaction of the longitudinal wave with a single dislocation.
However, interaction with a population of dislocations would
produce a cumulative loss in ultrasonic energy that is mea-
surable. This idea is also supported by the fact that the lon-
gitudinal wave velocity measured in the annealed foil is

found to be lower than that in the as-received sample by
about 0.9%. The velocity change could be related to the
larger intrinsic residual stress resulting from the dislocation
networks in the microstructure of the as-received sample.
These networks are reduced through annealing, leading to
relieving of the residual stress in the rolled foil. Indeed, the
longitudinal wave attenuation in the annealed sample ap-
proaches the fundamental thermodynamic limit dictated by
thermoacoustic damping at frequencies lower than 0.4 GHz.
The accepted thermoacoustic damping coefficient for longi-
tudinal waves in tungsten is 4.34�10−19 dB /mm GHz2.30

The dislocation content in the annealed sample is signifi-
cantly reduced, and the sensitivity of the attenuation to the
residual dislocation content in the sample is only evident at
higher frequencies.

V. CONCLUSIONS

In this work, ultrasonic characterization of certain mi-
crostructural characteristics of tungsten foils was demon-
strated. A LBU technique was used that allowed for measure-
ment of the intrinsic attenuation of high frequency
��1 GHz� longitudinal waves resulting from ultrasonic in-
teraction with the sample microstructure. Direct mapping of
the measured attenuation to the microstructural state is typi-
cally very challenging due to the multiple physical effects
that lead to ultrasonic attenuation as well as the low signal-
to-noise ratio of laser ultrasonic signals. In order to over-
come these challenges, a model-based signal analysis ap-
proach was used to estimate the intrinsic attenuation from the
measured laser ultrasonic data. The model used here incor-
porates ultrasonic attenuation by assuming a complex wave
speed that varies with frequency according to a power law.
With this approach, microstructure-based attenuation of the
longitudinal wave was estimated by comparison of the ex-
perimental measurements and modeled results. Experimental
results obtained in cold worked tungsten foils, where several
longitudinal wave echoes were observed, show excellent
agreement with modeled predictions. Furthermore, the ex-
perimental results showed that the longitudinal wave attenu-
ation at gigahertz frequencies is strongly influenced by the
dislocation content of the foil and could be used to charac-
terize this aspect of thin metal foil microstructures.
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On-axis and far-field series expansions are developed for the sound pressure due to an arbitrary,
circular symmetric velocity distribution on a flat radiator in an infinite baffle. These expansions are
obtained by expanding the velocity distributions in terms of orthogonal polynomials R2n

0 �� /a�
= Pn�2�� /a�2−1� with Pn the Legendre polynomials. The terms R2n

0 give rise to a closed-form
expression for the pressure on-axis as well as for the far-field pressure. Furthermore, for a large
number of velocity profiles, including those associated with the rigid piston, the simply supported
radiator, and the clamped radiators as well as Gaussian radiators, there are closed-form expressions
for the required expansion coefficients. In particular, for the rigid, simply supported, and clamped
radiators, this results in explicit finite-series expressions for both the on-axis and far-field pressures.
In the reverse direction, a method of estimating velocity distributions from �measured� on-axis
pressures by matching in terms of expansion coefficients is proposed. Together with the forward
far-field computation scheme, this yields a method for far-field loudspeaker assessment from on-axis
data �generalized Keele scheme�. The forward computation scheme is extended to dome-shaped
radiators with arbitrary velocity distributions. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3075594�

PACS number�s�: 43.38.Ar, 43.20.Bi, 43.40.At, 43.20.Px �AJZ� Pages: 1444–1455

I. INTRODUCTION

In this paper a new analytic method for the calculation
of on-axis and far-field sound pressures is presented. The
theory of sound radiation from a flat or dome-shaped radiator
in a rigid infinite baffle until 1980 is broadly reviewed by
Harris1 while a whole set of analytic results for the circular
symmetric flat piston radiator has been given by Greenspan.2

Recent analytical and/or numerical efforts have been under-
taken by Mast and Yu,3 Hansen,4 Mellow,5 and Kelly and
McGough,6 to name just a few. The point of view taken in
the present paper, viz., the applications to sound radiation of
the analytical results as developed in the diffraction theory of
optical aberrations by Nijboer7 and Zernike and Nijboer8

�also see Refs. 9 and 10� is, however, apparently new. Using
this new approach, many of the analytic results in Ref. 2,
such as those on on-axis pressure and those on reaction on
radiator and on radiated power, and the results in textbooks11

on far-field expressions and directivity can be presented and
extended in a systematic fashion. The aim of the present
paper is to work out this approach for the results on on-axis
pressure and far-field expressions for arbitrary velocity dis-
tributions on both flat piston radiators and dome-shaped ra-
diators. The radiated pressure is given in integral form by the
Rayleigh integral11,12 as

p�r�,t� =
i�0ck

2�
ei�t�

S
v�r�s�

e−ikr�

r�
dS , �1�

where �0 is the density of the medium, c is the speed of
sound in the medium, k=� /c is the wave number, and � is
the radian frequency of the vibrating surface S. Furthermore
t is time, r� is a field point, r�s is a point on the surface S, r�
= �r� −r�s� is the distance between r� and r�s, and v�r�s� is the
normal component of a �not necessarily uniform� velocity
profile on the surface S. The time variable t in p�r� , t� and the
harmonic factor exp�i�t� in front of the integral in Eq. �1�
will be omitted in the sequel. For transparency of exposition,
the surface S is assumed initially to be a disk of radius a,
�r�s�=rs�a, with average velocity Vs; later on, generalization
to the case of dome-shaped radiator surfaces S is done. See
Fig. 1 for the geometry and notations used in the case of a
flat piston. The volume velocity at the piston is

�
S

v�r�s�dS = Vs�a2. �2�

Frankort13 showed that loudspeaker cones mainly vi-
brate in a radially symmetric fashion. Therefore the attention
in this paper is restricted to radially symmetric velocity dis-
tributions v, which are denoted as v���, 0���a. Under an
integrability condition, viz., �S�v�r�s��2dS��, these v’s admit
a representation

v��� = Vs�
n=0

�

unR2n
0 ��/a�, 0 � � � a , �3�

in which

a�Electronic mail: ronald.m.aarts@philips.com. Also at Technical University
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The Netherlands.
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R2n
0 ��� = Pn�2�2 − 1�, 0 � � � 1, �4�

where Pn are the Legendre polynomials.14 �The notation
R2n

0 ��� stems from the analytical theory of optical
aberrations.7–9� The main aim of the present paper is to es-
tablish analytical results for the on-axis and far-field pres-
sures p�x�� in Eq. �1� related to the coefficients un and poly-
nomials R2n

0 occurring in the expansion in Eq. �3�.
By orthogonality of the terms R2n

0 ���, the coefficients un

in Eq. �3� can be found in integral form as

un =
2�2n + 1�

Vs
�

0

1

R2n
0 ���v�a���d�, n = 0,1, . . . . �5�

An expansion of the type as in Eq. �3� is usually referred to
as a Zernike0 expansion; in this paper only azimuthal order
m=0 occurs, and so the superscript 0 is dropped. There is an
impressive number of cases where one can explicitly find the
un in Eq. �5�; some of these appear in the present paper and
include the rigid, simply supported, and clamped radiators

v������ = �� + 1�Vs�1 − ��/a�2��H�a − ��, � = 0,1, . . . ,

�6�

and the Gaussian velocity profile

v��;	� =
	Vs

1 − e−	e−	��/a�2
H�a − �� , �7�

where H�x� is the Heaviside function, i.e., H�x�=0, 1 /2, or 1
according as x is negative, zero, or positive. Hence, the ve-
locity profiles in Eqs. �6� and �7� vanish for �
a.

The relevance of the Zernike terms R2n
0 for the purposes

of the present paper is the existence of closed-form formulas,
involving spherical Bessel and Hankel functions and Bessel
functions of the first kind, respectively, for the on-axis pres-
sure and for the far-field pressure due to a velocity profile
described by the term R2n

0 . Thus, by linearity in Eq. �3�, one
can compute the on-axis and far-field pressures due to a ve-
locity profile v, once its expansion coefficients un are avail-
able. For instance, the radiators in Eq. �6� give rise to an
on-axis pressure expansion in the form of a series of n+1
terms u�j��kr−�h�

�2��kr+�, with r� argument values directly re-
lated to the axial position �0,0 ,r�, while the far-field pres-
sure expansion is a similar series involving terms
u�J2�+1�ka sin �� / �ka sin ��. In the reverse direction, the for-
ward computation schemes for the on-axis and far-field pres-
sures can be complemented by an inverse method with po-
tential use in far-field loudspeaker assessment. Here one
estimates the expansion coefficients un of a velocity profile v
by matching with a measured on-axis pressure data set and
then one predicts the far-field sound radiation using the far-
field forward formula. Because the on-axis pressure data can
be collected in the �relative� near-field of a loudspeaker, this
avoids the use of anechoic rooms that would be necessary if
the far-field were to be assessed directly. The fact that
Zernike series are so efficient in representing velocity pro-
files is very instrumental here: A smooth velocity profile can
already be represented adequately by as few as two to five
terms �see Appendix A 2 where this is shown for the trun-
cated Gaussian as an example�.

An issue that must be addressed is the following: The set
of velocity profiles in Eq. �6� is well known and has been
studied in considerable detail, and has in principle the same
potential for the purposes of this paper as the set of profiles
associated with the Zernike terms. Indeed, closed-form ex-
pressions for the far-field pressure due to v�n� were found by
Stenzel,15 and analytical expressions for the on-axis pressure
due to the first few v�n� are given by Dekker et al.16 and by
Greenspan.2 However, the formulas for the on-axis pressure
in the references given become quite complicated, even for
values of n as low as 1 or 2. Furthermore, while Greenspan2

noted that any polynomial or power series in �� /a�2 can be
expanded as a linear combination of the functions �1
− �� /a�2�n, these expansions require relatively large coeffi-
cients due to nearly linear dependence of the expansion func-
tions. Because the Zernike terms are orthogonal, it can be
expected that the Zernike expansions behave much better
with this respect. Indeed, according to Appendix A, the nth
coefficient of the expansion into �1− �� /a�2�n is roughly a
factor 4n larger than the nth coefficient in the Zernike expan-
sion �note that the functions �1− �� /a�2�n and R2n

0 �� /a� have
the same mean square value�. This point is of particular im-
portance for the inverse problem, formulated above, of esti-
mating velocity profiles from the on-axis pressure data by
matching series representation coefficients. For these two
reasons, complicated on-axis pressure expressions and nearly
linear dependence, the expansion of velocity profiles in terms
of Zernike terms is preferred in this paper.
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FIG. 1. Setup and notations.

r�s = �xs,ys,0� = �� cos ,� sin ,0� ,

r� = �x,y,z� = �r sin � cos �,r sin � sin �,r cos �� ,

w = r sin � = �x2 + y2�1/2, z = r cos � ,

r = �r�� = �x2 + y2 + z2�1/2 = �w2 + z2�1/2,

r� = �r� − r�s� = �r2 + �2 − 2�w cos�� − ��1/2
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II. PAPER OUTLINE

In Sec. III the definition and basic properties of the
Zernike terms R2n

0 are given, and some of the expansion re-
sults that are relevant for this paper are presented. Further-
more, the Hankel transform of R2n

0 is presented in closed
form. The latter result is of importance both for the forward
computation scheme for the far-field and for establishing re-
sults on reaction on radiator, radiated power, etc., that are
related to King’s integral. More information on Zernike ex-
pansions is contained in Appendix A.

In Sec. IV the basic formulas for the flat piston are high-
lighted and discussed. Thus, the closed form involving a
spherical Bessel and Hankel function for the on-axis pressure
associated with a single term R2n

0 is presented, with com-
ments on both near-field and far-field behaviors and on be-
havior for small and large values of ka. Also, in Sec. IV, the
far-field expression, in terms of a Bessel function of the first
kind, of the pressure associated with a single term R2n

0 is
presented with particular attention given to the case that n
gets large or that ka gets large, etc. In Sec. V the inverse
method of estimating the Zernike expansion coefficients of
the velocity profile from the on-axis �measured, sampled�
pressure data is considered. Together with the forward
scheme for computing far-field pressures from Zernike ex-
pansions, this yields a loudspeaker assessment method that
generalizes a well-known method in audio engineering for
estimating the far-field of a loudspeaker from near-field on-
axis data in the case of a rigid piston �Keele scheme17�. In
this paper only a few measurements and simulation results
will be shown with attention given to more fundamental is-
sues such as the choice of the on-axis sampling scheme and
possible ill-posedness of the inversion method.

In Sec. VI the analytic expression for the on-axis pres-
sure developed for the flat piston is extended to dome-shaped
radiators. This extension is feasible due to a unique property
of the assumed dome profiles, and forms the basis for the
characterization of velocity profiles on dome-shaped radia-
tors from on-axis pressure data.

III. THE ZERNIKE TERMS R2n
0

The Zernike terms R2n
0 are polynomials of degree 2n

given by

R2n
0 ��/a� = Pn�2��/a�2 − 1� = �

s=0

n

�− 1�s	2n − s

n

	n

s



���/a�2n−2s, �8�

where Pn is the Legendre polynomial of degree n, see Ref.
14 �22.3.8 and 22.5.42�. The first few R2n

0 are given in Table
I, and in Fig. 2 some of them are plotted as a function of �
=� /a� �0,1�. The R2n

0 cannot be interpreted directly in
physical terms, unlike the velocity profiles v��� in Eq. �6� in
which � has the interpretation of a smoothness parameter for
the transition from the non-zero values on the piston ��
�a� to 0 outside the piston ��
a�. Rather, their significance
for loudspeaker analysis stems from the following facts.

• They are very efficient and convenient in representing a
general velocity profile v. This is due to the orthogonality
property

�
0

1

R2n1

0 ���R2n2

0 ����d� =
�n1n2

2�2n1 + 1�
�9�

�where � is Kronecker’s delta�, as well as the fact that
many velocity profiles considered in loudspeaker analysis
can be represented as a Zernike series. In Appendix A, a
number of cases are listed, such as the expansion

�1 − ��/a�2�� = �
n=0

�

�− 1�n2n + 1

n + 1

	�

n



	� + n + 1

�

R2n

0 ��/a� ,

�10�

which are relevant for the rigid and simply supported ��
=0,1� and the clamped radiators ���2� in Eq. �6�, and the
expansion

e−	�2
= e−�1/2�	�

n=0

�

�− 1�n�2n

+ 1���

	
In+1/2�	/2�R2n

0 ��/a� , �11�

which is relevant for the truncated Gaussian radiator in Eq.
�7�.

• An expansion result of direct relevance to the Rayleigh
integral for on-axis field points is the formula

TABLE I. Zernike polynomials.

n R2n
0 �� /a�

0 1
1 2�� /a�2−1
2 6�� /a�4−6�� /a�2+1
3 20�� /a�6−30�� /a�4+12�� /a�2−1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

σ /a

R
0 2n

(σ
/a

)

0
1
2
3
8

FIG. 2. �Color online� The Zernike terms R2n
0 vs � /a for various values of n.
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e−i��T2 + x�2�1/2

− i��T2 + x�2�1/2 = �
n=0

�

�2n + 1��− 1�njn��T−�hn
�2���T+�

�R2n
0 ��� , �12�

in which x�R, T
0, T2+x
0, and

T� = 1
2 ��T2 + x�1/2 � T� . �13�

This result can be applied to both flat radiators �Sec. IV A�
and dome-shaped radiators �Sec. VI�. See Appendix A for
the proof of Eq. �12� and Sec. IV A for more details on the
spherical Bessel functions jn and spherical Hankel func-
tions hn

�2� occurring in Eq. �12�.
• The Hankel transform of zeroth order of the R2n

0 has a
closed form, viz.,

�
0

a

J0�u��R2n
0 ����d� = �− 1�na

u
J2n+1�ua� . �14�

This formula has been proved in Ref. 7 as a special case of
a formula expressing the mth order Hankel transform of
Zernike polynomials of azimuthal order m in terms of
Bessel functions of the first kind. This formula is very
important for the development of explicit analytic results
in the spirit of Ref. 2. For the purposes of the present
paper, the result is important since it gives the far-field
expression for the pressure due to a single term R2n

0 in the
velocity profile, see Sec. IV B and Appendix B.

IV. ON-AXIS AND FAR-FIELD EXPRESSIONS FOR
THE FLAT PISTON

The velocity profile v��� considered in this section �nor-
mal component� vanishes outside the disk ��a and has been
developed into a Zernike series as in Eq. �3� with coefficients
un given in accordance with Eq. �5� or explicitly as in the
cases discussed earlier.

A. On-axis expression

There holds for an on-axis point r� = �0,0 ,r� with r�0
by radial symmetry of the integrand in Eq. �1� the formula

p�r�� = i�0ck�
0

a

v���
e−ik�r2 + �2�1/2

�r2 + �2�1/2 �d� . �15�

Inserting v���=Vs�n=0
� unR2n

0 �� /a� into the integral and set-
ting �=a�, 0���1, it follows that

p�r�� = i�0cka2Vs�
n=0

�

un�
0

1 e−ik�r2 + a2�2�1/2

�r2 + a2�2�1/2 R2n
0 ����d� . �16�

Then by Eq. �12� and orthogonality of the Zernike terms,

p�r�� =
1

2
�0cVs�ka�2�

n=0

�

�n�k,r�un, �17�

in which

�n�k,r� = �− 1�njn�kr−�hn
�2��kr+� ,

r� = 1
2 ��r2 + a2 � r� . �18�

The jn and hn
�2�= jn− iyn are the spherical Bessel and Hankel

functions, respectively, of the order n=0,1 , . . ., see Ref. 14
�Sec. 10.1�. In particular, j0�z�= �sin z� /z and h0

�2��z�
= �ie−iz� /z.

What follows now is a discussion of the results in Eqs.
�17� and �18�. The r� of Eq. �18� satisfy

0 � r− �
1
2a � r+, r+r− = 1

4a2, r+ + r− = �r2 + a2.

�19�

Consider the case of the rigid piston, i.e., �=0 in Eq. �10�.
Then u0=1, u1=u2= ¯ =0, and from Eqs. �17�–�19� it is
found, using j0�z�=sin z /z and h0

�2��z�= ie−iz /z and some ad-
ministration, that

p�r�� =
1

2
�0cVs�ka�2sin kr−

kr−

ie−ikr+

kr+

= 2i�0cVse
−�1/2�ik��r2 + a2�1/2+r� sin

1

2
k��r2 + a2�1/2 − r� .

�20�

This is the classical result on the on-axis pressure for a rigid
piston as can be found in the textbooks, see, e.g., Ref. 11
�Eqs. �8.31a� and �8.31b��. Figure 3 shows a plot of
���=n=0�k ,r�� as a function of r /a �rigid piston� and of
��n�k ,r�� for n=1,2 ,3. Some comments on these plots are
presented at the end of this subsection.

For the simply supported radiator, case �=1 in Eq. �6�,
one has u0=1 and u1=−1 so that

p�r�� = 1
2�0cVs�ka�2�j0�kr−�h0

�2��kr+� + j1�kr−�h1
�2��kr+�� ,

�21�

and for the lowest order clamped radiator, case �=2 in Eq.
�6�, one has u0=1, u1=−3 /2, and u2=1 /2, so that

p�r�� = 1
2�0cVs�ka�2� j0�kr−�h0

�2��kr+� + 3
2 j1�kr−�h1

�2��kr+�

+ 1
2 j2�kr−�h2

�2��kr+�� . �22�

The results of Eqs. �21� and �22� generalize to higher �
immediately since the required coefficients u for the general
case are available through Eq. �10�. Also see Ref. 6, Eqs.
�9�–�11�, where the expression for �=1,2 leads to consider-
able complications. In Fig. 4 the rigid piston ��=0�, the sim-
ply supported radiator ��=1�, and the first two clamped ra-
diators ��=2,3� are considered ��p�r���, normalized as a
function of r /a�.

The next comments concern the behavior of the terms �n

in Eq. �18�. From Eqs. �18� and �19� it follows that

r− � 1
2 �a − r� � 1

2a � 1
2 �a + r� � r+, r � a . �23�

Therefore, when ka is large and r→0 �with n not large�, it
follows from the results in Ref. 14, Sec. 10.1 that

��n�k,r�� �
�cos 1

2k�a − r��
1
4k2a2

, �24�

confirming the presence of zeros and the largely
n-independent envelope of the curves in Fig. 3 near r=0.
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Finally, when r�a, it follows from Eqs. �18� and �19�
that

r− �
a2

4r
, r+ � r . �25�

Therefore, from Ref. 14, Sec. 10.1,

�n�k,r� �
	− ika2

4r

n

1 � 3 ¯ �2n + 1�
e−ikr+

− ikr+
, �26�

which shows an O�1 /rn+1�-behavior of �n�k ,r� as n→�.

B. Far-field expression

Using the Zernike expansion �3� of v��� it is shown in
Appendix B that the following far-field approximation holds:
When r� = �r sin � ,0 ,r cos �� and r→�,

p�r�� � i�0ckVs
e−ikr

r
a2�

n=0

�

un�− 1�nJ2n+1�ka sin ��
ka sin �

. �27�

The result of Eq. �27� will now be discussed. In the case
of a rigid piston, it follows that

p�r�� � i�0cka2Vs
e−ikr

r

J1�ka sin ��
ka sin �

. �28�

This is the familiar result for the far-field pressure of a
rigid piston as can be found in the textbooks, see, e.g.,
Ref. 11 �Eq. �8.35��. In Fig. 5 a plot can be found of
�J2n+1�ka sin �� /ka sin ��, n=0,1 ,2 ,3.

For the simply supported radiator, case �=1 in Eq. �6�,
and for the clamped radiators, cases ��2 in Eq. �6�, there is
the far-field result of Stenzel,15

p�r�� � i�0cVska2�� + 1�!2�e−ikr

r

J�+1�ka sin ��
�ka sin ���+1 ; �29�

also see Ref. 2 �Sec. II�.
Alternatively, the coefficients u in the Zernike expansion

of the v��� in Eq. �6� are available per Eq. �10�, and this gives
the far-field approximation of p�r�� via Eq. �27� in a form
different from Eq. �29�. Equating the r-independent parts of
the right-hand sides � RHSs� of the two expressions leads to
a non-obvious analytic relation between Bessel functions,
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FIG. 3. The product �jn�kr−�hn
�2��kr+�� from Eq. �18�, for n=0, . . . ,3, vs r /a,

where a /�=4 and a=0.1 m, which yields f =13.7 kHz and ka=8�. �a� n
=0, �b� n=1, �c� n=2, and �d� n=3.
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FIG. 4. �Color online� Normalized �p� vs r /a for the rigid piston ��=0�
�solid curve�, the simply supported radiator ��=1� �dotted curve�, and the
first two clamped radiators ��=2,3� �dashed-dotted and dashed curves, re-
spectively� using Eq. �17�. Here a /�=4 and ka=8�. The normalization is
equal to ��+1� /2�0cVs�ka�2. The factor �+1 allows an easier comparison of
the four curves.
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�!2�J�+1�x�
x�+1 = �

n=0

�
2n + 1

n + 1

	�

n



	� + n + 1

�



J2n+1�x�
x

, �30�

and either method yields the result shown in Fig. 6.
Some comments on the behavior of the terms J2n+1�z� /z,

z=ka sin �, as they occur in the series in Eq. �27� are pre-
sented now. From the asymptotics of the Bessel functions, as
given in Ref. 14 �Eq. �9.3.1��, it is seen that in the series in
Eq. �27� only those terms contribute significantly for which
2n+1�

1
2e ka sin �. In particular, when �=0, it is only the

term with n=0 that is non-vanishing, and this yields

p��0,0,r�� �
1

2
i�0cVska2e−ikr

r
, r → � . �31�

This is in agreement with what is found from Eq. �17� when
only the term with n=0 is retained and r+ is replaced with r,
and r− is replaced with 0. For small values of ka the terms in
the series �27� decay very rapidly with n. For large values of
ka, however, a significant number of terms may contribute,
especially for angles � far from 0.

V. ESTIMATING VELOCITY PROFILES FROM ON-AXIS
RADIATION DATA FOR FAR-FIELD LOUDSPEAKER
ASSESSMENT

A. Estimating velocity profiles from on-axis radiation

The on-axis expressions �17� and �18� for the pressure
can, in reverse direction, be used to estimate the velocity
profile on the disk from �measured� on-axis data via its ex-
pansion coefficients un. This can be effectuated by adopting a
matching approach in which the coefficients un in the “theo-
retical” expressions �17� and �18� are determined so as to
optimize the match with at M +1 points measured data. Thus,
one has for the pressure pm= p��0,0 ,rm�� due to the velocity
profile v���=Vs�n=0

N unR2n
0 �� /a� the expression

pm =
1

2
�0cVs�ka�2�

n=0

N

�− 1�njn�krm,−�hn
�2��krm,+�un, �32�

where rm�0 and

rm,� = 1
2 ��rm

2 + a2 � rm� , �33�

and m=0,1 , . . . ,M. With

A = �Amn�m=0,1,. . .,M,
n=0,1,. . .,N

,

Amn = 1
2�0cVs�ka�2jn�krm,−�hn

�2��krm,+� , �34�

p� = �p0, . . . ,pM�T, u� = �u0, . . . ,uN�T, �35�

the relation between on-axis pressures pm and coefficients un

can be concisely written as

Au� = p� . �36�

Now given a �noisy� on-axis data vector p� one can estimate
the coefficients’ vector u� by adopting a least mean-squares
approach for the error Au� − p� . This will be illustrated by a
simulated experiment and, subsequently, by a real experi-
ment, below. In the simulated experiment, we assume a loud-
speaker with a Gaussian velocity profile �	=2�, as shown in
Fig. 7�a� curve vG �dashed-dotted� and given by the left-hand
side �LHS� of Eq. �A2�. This profile is approximated using
three Zernike coefficients �u0=0.4323, u1=−0.4060, and u2

=0.1316� given by the RHS of Eq. �A2�, and this leads to the
velocity profile va �solid curve� in Fig. 7�a�. It can be seen
from Fig. 7�a� that including three Zernike terms provides a
fair approximation �3�10−2 absolute accuracy on the whole
range�. Using the three coefficients of the approximated ve-
locity profile, the sound pressure was calculated by applying
Eq. �17� and plotted in Fig. 7�b� as pcalc �solid curve�. Then
random white noise was added to pcalc as shown as p
+noise in Fig. 7�b� �dotted curve�. Subsequently the inver-
sion procedure was followed by using the noisy pressure data
vector p� to estimate the coefficients’ vector u� by adopting a
least mean-squares approach for the error Au� − p� �see Eq.
�36��. Using the recovered three Zernike coefficients the ve-
locity profile and pressure data were calculated and plotted in
Fig. 7�a� �thick dotted curve� and Fig. 7�b� �thick dotted
curve�, respectively. It appears that the inversion procedure is
rather robust against noise since the calculated and recovered
pressure curves in Fig. 7�b� are almost coincident.
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FIG. 5. �Color online� �J2n+1�ka sin �� /ka sin �� vs ka sin �.

1 2 3 4 5 6 7 8 9 10
−50

−45

−40

−35

−30

−25

−20

−15

−10

−5

0

k a sin θ

|p
l|[

dB
]

l=0
l=1
l=2
l=3
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sion of the v��� and Eq. �27� or Eq. �29�.
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For the second experiment we measured a loudspeaker
�vifa MG10SD09-08, a=3.2 cm� in an IEC-baffle,18 at ten
near-field positions �r�m=0.00,0.01,0.02,0.03,0.04,0.05,
0.07,0.10,0.13,0.19 m�, and finally in the far-field at 1 m
distance at 13.72 kHz �ka=8.0423�. The magnitude of the
sound pressure is plotted in Fig. 8 �solid curve, “p meas”�.
Using the same procedure as described above for the first
experiment, the inverse process was followed by using the
ten measured near-field pressure data points to estimate the
coefficients’ vector u� . Using four Zernike coefficients the
pressure data were recovered and plotted in Fig. 8 �dotted
curve, “p rec”�. It appears that the two curves show good
resemblance to each other and that only four coefficients are
needed to provide a very good description of the near-field at
rather high frequencies �13.72 kHz�. Furthermore, it appears
that using these four coefficients, the calculated sound pres-
sure level at 1-m distance yields −42 dB. The measured
value at that far-field point is −44 dB. These values match

rather closely, even though at the used frequency of
13.72 kHz the cone vibrates not fully circularly symmetric
anymore due to break-up behavior. This match provides a
proof of principle as the far-field measurement point was not
used to determine the Zernike coefficients, also see Sec. V B
below.

In the experiments just described, no particular effort
was spent in forming and handling the linear systems so as to
have small condition numbers. The condition number, the
ratio of the largest and smallest non-zero singular value of
the matrix A in Eq. �34�, equals 50 in the case of the loud-
speaker experiment leading to Fig. 8. In Fig. 9 the condition
number is plotted as a function of the number N+1 of col-
umns for the case of the simulation experiment leading to
Fig. 7. It is seen that the condition number grows rapidly
with N. It is expected that considerably improved condition
numbers result when the structure of the linear systems and
their constituent functions j and h is employed; this is, how-
ever, outside the scope of the present paper. The influence of
the condition number on noise-sensitivity and the like of the
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FIG. 7. �Color online� Simulated experiment. �a� Gaussian velocity profile
�	=2� vG vs � �dashed-dotted curve, given by the LHS of Eq. �A2��. Ap-
proximated velocity profile va using the series at the RHS of Eq. �A2�,
truncated at n=2 �solid curve�. From noisy pressure data recovered velocity
profile vrec �thick dotted curve�. �b� Sound pressure using Eq. �17� and ka
=8 �pcalc, solid curve�. Pressure with added noise �p+noise, dotted curve�.
Recovered pressure data �prec, thick dotted curve�.
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solution of least-squares problems is discussed in Ref. 19. In
practical cases the number of required Zernike coefficients
will be less than, say, six. This will not cause numerical
difficulties. Furthermore, such a modest number of coeffi-
cients already allow a large set of velocity profiles.

B. Far-field assessment from on-axis measurements

In Ref. 17 a method is described to assess low-frequency
loudspeaker performance in the on-axis far-field from an on-
axis near-field measurement. In the case of the rigid piston,
the on-axis pressure p�r��= p��0,0 ,r�� is given by Eq. �20�.
Now assume ka�1. When r�a it holds that

sin� 1
2k�r2 + a2 − r� � sin� 1

2ka� � 1
2ka , �37�

and, when r�a it holds that

sin
1

2
k��r2 + a2 − r� � sin	 ka2

4r

 �

ka2

4r
. �38�

Therefore, the ratio of the moduli of near-field and far-field
on-axis pressures is given by 2r /a. This is the basis of
Keele’s method;17 it allows far-field loudspeaker assessment
without having to use an anechoic room.

With the inversion procedure to estimate velocity pro-
files from on-axis data �which are taken in the relative near-
field� as described in Sec. V A together with the forward
calculation scheme for the far-field as described in Sec. IV B,
it is now possible to generalize Keele’s scheme.17 This is
illustrated by comparing the far-field responses pertaining to
the two sets of Zernike coefficients occurring in the Gaussian
simulated experiment, see Fig. 7 in Sec. V A. Using Eq. �27�
the normalized far-field pressure is plotted in Fig. 10 as pcalc

�solid curve� and prec �dotted� curves, respectively �	=2 and
ka=8�, where the normalization is such that the factor in
front of the series at the RHS of Eq. �27� equals unity. It
appears that the two curves are very similar. This confirms
that the un obtained from the noisy near-field measured pres-
sure data yield a good estimate of the far-field spatial pres-
sure response.

VI. GENERALIZATION OF THE ON-AXIS RESULT TO
DOME-SHAPED RADIATORS

The on-axis result in Eq. �17� for the flat-piston radiators
is now generalized to dome-shaped and inverted-dome-
shaped radiators. The formal treatment of the dome-shaped
radiators requires solving the Helmholtz equation. However,
in this paper, a geometrical approach is used, where the Ray-
leigh integral in Eq. �1� is maintained, with distance function
r� defined in accordance with the function d describing the
dome surface. This geometrical approach is similar to the
one used by Bordoni20 and Kates.21 From Suzuki and Tichy22

�Sec. 2 A� it appears that the geometrical approach yields a
fairly good approximation, at least, in the high-frequency
region.

Thus the considered radiating surface S is now assumed
to consist of the points

r�s = �xx,ys,zs� = �� cos ,� sin ,d���� ,

0 � � � a, 0 �  � 2� , �39�

in which d��� is the function

d��� = � ��b2 − �2�1/2 − �b2 − a2�1/2�, 0 � � � a ,

�40�

with b�a. The �-sign in Eq. �40� corresponds to a convex
dome while the �-sign corresponds to a concave �or in-
verted� dome. In the �-case, S is the cap of a sphere of
radius b bounded by the parallel of latitude of angle arccos
�a /b�. In Fig. 11 the situation is depicted for a convex dome.
Thus the dome surface S consists of a spherical cap whose
boundary coincides with the boundary of the infinite baffle.

The integral expression for the pressure is still given by
the Rayleigh integral in Eq. �1�, with v�r�s� the normal com-
ponent of the velocity distribution on S. The normal on the
surface S is given by
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FIG. 10. �Color online� Simulated experiment Gaussian radiator �	=2�.
Normalized sound pressure in the far-field using Eq. �27� and ka=8 �pcalc,
solid curve�. Recovered normalized far-field pressure data �prec, dotted
curve�.
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FIG. 11. Geometry of a �convex� dome-shaped radiator, with radiating sur-
face S given as the set of points �xs ,ys ,zs�= �� cos  ,� sin c ,d���� in accor-
dance with Eqs. �39� and �40�.
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n� ��� =
1

b
��� cos , � � sin ,�b2 − �2�1/2� . �41�

The function r�, being the distance between a field point r�
= �r sin � ,0 ,r cos �� and the point r�s in Eq. �39�, is given by

r� = �r2 + �2 − 2r� sin � cos  − 2rd���cos � + d2����1/2,

�42�

and is to be considered in the set �r ,�� with r cos ��d���.
When transforming the Rayleigh integral �1� from an

integral over the disk ��a, one should account for the sur-
face element in the usual manner according to

dS =�1 + 	 �f

�x

2

+ 	 �f

�y

2

dxdy =
b�d�d

�b2 − �2
, �43�

where f�x ,y�=d��x2+y2�. Then writing

v��� = v��� cos ,� sin ,d�����, 0 � � � a , �44�

one obtains

p�r�� =
i�0ck

2�
�

0

a �
0

2�

v���
e−ikr�

r�

b
�b2 − �2

�d�d . �45�

In Appendix C the following is shown. Let

g��� = �	2 − �1 − c0��2

1 + c0

1/2

, �46�

in which c0=�1− �a /b�2. Then g is a mapping from �0, 1�
onto �0, 1�. Now when

W��� = v�ag����, W��� = Ws�
n=0

�

wnR2n
0 ��� , �47�

with Ws such that w0=1, then

p�r�� = i�0cWs�ka�2 1

1 + c0
�
n=0

�

�n�k,r�wn, �48�

where

��k,r� = �− 1�njn�k�r− + 1
2d�0���hn

�2��k�r+ + 1
2d�0��� .

�49�

Here r� is as in Eqs. �17� and �18�. The validity of this result
is largely due to the special form of the assumed dome shape
and does not seem to admit a generalization to other dome
shapes.

A discussion of the result of Eqs. �47�–�49� follows now.
As Eq. �47� shows, a simple warping operation on v is re-
quired so as to obtain the series representation �48� with
coefficients per Eq. �49� that is strikingly similar to the result
of Eqs. �17� and �18�. In Fig. 12 the warping function g���,
0���1, for s0=a /b=1,0.9,0.5,0 is shown, the case s0=0
yielding g���=� �i.e., the result of Eqs. �17� and �18��. The
plots show that for moderate values of s0, say, s0�1 /2, the
influence of the warping operation is quite modest. Conse-
quently, in that case, wn�un, where un are the coefficients in
the Zernike expansion �3� of v itself.

A particularly interesting case occurs when b=a so that
S is a hemisphere. Then c0=0 and

g��� = ��2 − �2�1/2 = �1 − �1 − �2�2�1/2. �50�

When v���=v������= ��+1�Vs�1+ �� /a�2��, see Eq. �6�, one
gets

v����ag���� = �� + 1�Vs�1 − �2�2� =
� + 1

2� + 1
v�2����� , �51�

and so the required Zernike coefficients wn in Eq. �47� are
available per Appendix A 1, case k=2�. For the Gaussian in
Eq. �7� one computes, using Eq. �50� and exp�x�=��=0

� x� / l!,

v�ag���;	� =
	Vs

e	 − 1�
�=0

�
	�

�!
�1 − �2�2�. �52�

Hence the required Zernike coefficients wn in Eq. �47� can be
obtained explicitly in the form of infinite series by combin-
ing Eq. �7� and Appendix A 1.

VII. DISCUSSION AND OUTLOOK

In this paper the foundation is laid for a method to per-
form forward and inverse sound pressure computations for
circular radiators with a non-uniform velocity profile. In the
forward problem, the velocity profile is assumed to be
known and the on-axis and far-field sound pressures are ex-
pressed analytically in terms of Zernike expansion coeffi-
cients of the velocity profile and �spherical� Bessel �and Han-
kel� functions. In the inverse problem, the velocity profile is
unknown and is estimated in terms of Zernike expansion
coefficients from on-axis pressure data by adopting a match-
ing approach based on the analytic result for the on-axis
pressure. Well-behaved velocity profiles are already ad-
equately represented by only a few terms of their Zernike
expansion. Therefore, the Zernike series approach is more
convenient for both the forward problems and the inverse
problem than, for instance, an approach based on expansions
involving the family of rigid, simply supported, and clamped
radiators. The forward and inverse methods are proposed for
use in assessment of the far-field of a loudspeaker without
the need for an anechoic room. Here, the Zernike coefficients
of the velocity profile are estimated from the on-axis �rela-
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FIG. 12. �Color online� The warping function �Eq. �46�� g��� vs �.
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tively near-field� data, and these coefficients are used in the
forward scheme to compute the far-field. This assessment
procedure has not been fully worked out in the present paper
due to a variety of practical issues that need to be addressed.
Among these practical issues are

• choice of the on-axis measurement points,
• condition of the linear systems that arise,
• influence of ka,
• influence of noise,
• influence of misalignment of the measurement points,
• influence of inclination of the measurement axis, and
• incorrect setting of the radius of the radiator,

while various combinations of these issues should also be
considered. The authors intend to work out the method for
the loudspeaker assessment with attention for the above
mentioned points.

In this paper, the theory has been developed mainly for
flat radiators. However, the basic result for the on-axis pres-
sure as a series expansion, in terms of Zernike coefficients
and spherical Bessel and Hankel functions, has been gener-
alized to the case of dome-shaped radiators. It is, therefore,
to be expected that both the forward and the inverse methods
can also be generalized to the case of dome-shaped radiators.
The forward problem and the inverse problem concerning
the on-axis pressure are not much more difficult than in the
case of flat radiators: Only a simple warping operation per-
formed on the velocity profile is required. The computation
of the far-field is, however, more complicated for the dome-
shaped radiators. In the first place, the estimated Zernike
coefficients require a transformation due to the warping op-
eration. Secondly, the basic integrals corresponding to a
single Zernike term, which occur in the far-field expression
for the sound pressure, are not readily expressed in Bessel
functions as was the case for flat radiators. The authors in-
tend to develop the method both on a theoretical and practi-
cal level for dome-shaped radiators as well.

VIII. CONCLUSIONS

Zernike polynomials are an efficient and robust method
to describe velocity profiles of resilient sound radiators. Only
a few coefficients are necessary to approximate a wide vari-
ety of velocity profiles including the rigid piston, the simply
supported radiator, the clamped radiators, Gaussian radiators,
as well as real loudspeaker drivers. This method enables one
to solve the inverse problem of calculating the actual veloc-
ity profile of the radiator using �measured� on-axis sound
pressure data. This computed velocity profile allows the ex-
trapolation to far-field loudspeaker pressure data, including
off-axis behavior. The forward computation scheme can be
extended to dome-shaped radiators with arbitrary velocity
distributions.

APPENDIX A: ZERNIKE EXPANSIONS

In this appendix a number of explicit Zernike expan-
sions for the radially symmetric case are collected, some
general results on Zernike expansions are given, and some
examples are given to demonstrate that the nth coefficient in

a Zernike expansion is roughly 4n as small as the nth coef-
ficient in an expansion based on the functions �1− �� /a�2�n in
Eq. �6�. The results are presented in terms of the normalized
variable �=� /a, 0���1.

1. Zernike expansion of �2�, „1−�2
…

�

From Ref. 23, Appendix A,

�2� = �
n=0

�
2n + 1

n + 1

	�

n



	� + n + 1

�

R2n

0 ��� . �A1�

Using Pn�−x�= �−1�nPn�x�, so that R2n
0 ���1−��2�1/2�

= �−1�nR2n
0 ���, one obtains Eq. �10�.

2. Expansion of e−��2

It holds that

e−	�2
= e−�1/2�	�

n=0

�

�− 1�n�2n + 1���

	
In+1/2�	/2�R2n

0 ��� ,

�A2�

where �� /2z�1/2In+1/2�z� is the modified spherical Bessel
function of order n. See Ref. 14, Secs. 10.2 and 10.2.37, with
z=	 /2 and cos �=2�2−1 in Sec. 10.2.37. From Ref. 14,
Secs. 22.14.7 and 10.25,

�R2n
0 ���� � 1, ��

	
In+1/2�	/2�

�
�	/2�n

1 � 3 ¯ �2n + 1�
, n → � . �A3�

For instance, when 	=1, including the terms in the series in
Eq. �A2� with n=0, . . . ,5 yields absolute accuracy 10−6 on
the whole range 0���1. Alternatively, there is an expan-
sion in terms of the velocity profiles �1− �� /a�2�n of Eq. �6�,
viz.,

e−	�2
= e−	�

n=0

�
	n

n!
�1 − �2�n. �A4�

Denoting the expansion coefficients in Eq. �A2� by un and
those in Eq. �A4� by wn, it follows from the asymptotics of
the �-function that

un

wn
� e�1/2�	

��n

4n , n → � . �A5�

Thus the nth coefficient required in the clamped radiator ex-
pansion in Eq. �A4� is roughly 4n as large as the one needed
in the Zernike expansion in Eq. �A2�. This phenomenon has
been noted and verified for a large set of other analytic ve-
locity profiles such as �spherical� Bessel functions.

3. Expansion of exp„−i�„T2+x�2
…

1/2
… /−i�„T2+x�2

…

1/2

To show Eq. �12�, consider Ref. 14, Secs. 10.1.45 and
10.1.46,
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ei�V

i�V
= �

n=0

�

�2n + 1�jn��r1�hn
�1���r2�Pn�cos �� , �A6�

where V= �r1
2+r2

2−2r1r2 cos ��1/2 with ��R, and 0� �r1�
�r2. With the choice

r1 = T−, r2 = T+, cos � = 1 − 2�2, �A7�

one has V= �T2+x�2�1/2 and Eq. �12� follows using
Pn�−x�= �−1�nPn�x�, R2n

0 ���= Pn�2�2−1� and Ref. 14, Secs.
10.1.1, 10.1.3,

jn�− z� = �− 1�njn�z�, hn
�1��− z� = �− 1�nhn

�2��z� . �A8�

APPENDIX B: FAR-FIELD APPROXIMATION

Letting r� = �r sin � ,0 ,r cos ��, it holds

p�r�� =
i�0ck

2�
�

S
v�r�s�

e−ikr�

r�
dS = i�0ck�

0

a

v���

�	 1

2�
�

0

2� e−ik�r2+�2−2r� sin � cos 

�r2 + �2 − 2r� sin � cos 
d
d� .

�B1�

Now, when r→�,

�r2 + �2 − 2r� sin � cos  � r − � sin � cos  � r . �B2�

Replacing r� in exp�−ikr�� with r−� sin � cos  and r� in the
denominator in the integrand in Eq. �B1� with r while using

�
0

2�

eiz cos d = 2�J0�z� , �B3�

the conventional approximation

p�r�� � i�0ck
e−ikr

r
�

0

a

v���J0�k� sin ���d� �B4�

follows. Then Eq. �27� follows upon inserting in Eq. �B4� the
Zernike expansion �3� of v and using the result of Eq. �14�.

APPENDIX C: ON-AXIS FIELD FOR A DOME-SHAPED
RADIATOR

In this appendix the result of Eqs. �46�–�49� is proved.
The on-axis pressure at r� = �0,0 ,r� is given by, see Eq. �45�,

p�r�� = i�0ck�
0

a bv���
�b2 − �2

e−ikr�

r�
�d� , �C1�

in which

r� = �r2 + �2 − 2rd��� + d2����1/2 �C2�

and d��� is given by Eq. �40�. Working this out, while noting
cancellation of terms �2 due to the special form of d, it
follows that

�r��2 = c�r� + d�r�����, ���� = − �b2 − �2�1/2, �C3�

where c�r� and d�r� only depend on r. In normalized coordi-
nates

� = �/a, s0 = a/b , �C4�

Eq. �C3� assumes the form

�r�/a�2 = C�r� + D�r����� ¬ F��;r� , �C5�

where C�r�=a−2c�r�, D�r�=a−2d�r�, and

���� =
1

b
���� = − �1 − s0

2�2�1/2, 0 � � � 1. �C6�

This F�� ;r� can be written as

F��;r� = F�0;r� + �F�1;r� − F�0;r��f2��� , �C7�

where

f��� =����� − ��0�
��1� − ��0�

=�1 − �1 − s0
2�2�1/2

1 − c0
�C8�

and c0= �1−s0
2�1/2. Letting

T2 = F�0;r�, x = F�1;r� − F�0;r� , �C9�

it follows that r�=a�T2+xf2����1/2. Hence, from Eqs. �C1�
and �12� with �=ka and f��� instead of �,

p�r�� = i�0cka�
0

1 v�a��
�1 − s0

2�2

e−ikr�

r�
�d�

= �0c�ka�2�
n=0

�

�n�k,r�tn, �C10�

in which, see below Eq. �12�,

�n�k,r� = �− 1�njn�kaT−�hn
�2��kaT+� �C11�

and

tn = �2n + 1��
0

1 v�a��
�1 − s0

2�2
R2n

0 �f�����d� . �C12�

From Eqs. �C5� and �C9� it follows that

aT = r − d�0�, a�T2 + x = �r2 + a2; �C13�

hence, �n�k ,r� is given by the RHS of Eq. �49�. Next, sub-
stitute �= f���, �=g��� in the integral defining tn, where the
inverse function g of f is given by

g��� = �	2 − �1 − c0��2

1 + c0

1/2

, 0 � � � 1. �C14�

Then, using

g����g���
�1 − s0

2g2���
=

2

1 + c0
, �C15�

it follows that

tn =
2�2n + 1�

1 + c0
�

0

1

v�ag����R2n
0 ����d� . �C16�

Noting that W���=v�ag����, see Eq. �47�, the proof is com-
plete.
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Effect of electrical circuits on duration of an acoustic pulse
radiated by a piezoplate
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By means of numerical computation, pulse mode of a piezoelectric radiator in the form of a plate,
loaded with a liquid and connected to R-L circuits in various combinations, is investigated. The
computations were carried out having taken into account the internal resistance of the electric
generator. Numerical results, based on the theory, are provided for examples of parallel and series
circuits connected to a piezoelectric plate. The optimal values of parameters are determined,
providing minimal duration of radiated acoustic pulses.
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I. INTRODUCTION

There are many problems in applied acoustics, which
require a short pulse, duration of which is about some cycles
�2–3� of high-frequency oscillations, because this allows to
enhance resolution and to decrease the length of the dead
space �for instance, in ultrasonic nondestructive testing and
medical diagnostic apparatuses�.

One of the methods for obtaining a short acoustic pulse
at the output of the transducer is to connect an electric R-L
circuit in different combinations to the radiating element.
However, the problem of choice of optimal parameters of
electric circuits, which provide minimal duration of radiated
pulses, was not elucidated duly in scientific literature.

In the papers1–5 the authors investigated pulse mode of a
piezoelectric plate connected in series to R-L circuits, which
elements R and L may be connected both in series and in
parallel to each other. The electric generator exciting the
transducer was assumed to be an ideal source of electric
voltage, i.e., its internal resistance is equal to zero.

II. ANALYTICAL CONSIDERATION

This paper relates to pulse mode of a piezoelectric plate
for the case when the generator has the internal resistance
that is not equal to zero. It should be noted that in this case
the corrective R-L circuit may be connected to the piezoelec-
tric plate not only in series but in parallel as well, and the
elements within the R-L circuit may be connected in series or
in parallel to each other.

Figure 1�a� illustrates two methods for connecting elec-
tric load Zel to the piezoelectric plate P. Herein the following
notations are used: U�t� is electric voltage, produced by a
generator for exciting of the acoustic radiator; Ri is internal
resistance of the generator; S1 and S2 are switches designed
for connecting electric load either in parallel �position 1� or
in series �position 2� to the piezoelectric plate.

In Fig. 1�b�, two methods for realizing the electric load
Zel are shown �series or paralleling connection R and L�.

The problem is to determine parameters of electric cir-
cuits, when Ri is given or being selected, so as to achieve at

the output of the transducer the acoustic pulse of minimal
duration. These values of parameters will be referred to as
optimal values.

The acoustic load of the transducer will be water, at one
side and air at the other side.

Pulse duration will be defined as the time interval from
the beginning of the pulse until the time of decreasing pulse
level by 20 dB from its relative maximum value of particle
velocity during the pulse.

To resolve the above-mentioned problem, we shall use
the method of analogous electric circuits and also the method
based on the use of Fourier transform pair.

Having used wide known analogous electric circuit for a
piezoelectric plate,6 we obtain the equivalent scheme for the
radiating system, presented in Fig. 2.

In this figure, Zel is connected in parallel to the trans-
ducer, and elements R and L are connected in series one to
another. In this case switches S1 and S2 in Fig. 1 are in
position 1. The mechanical impedance loading the piezoelec-
tric plate is designated as Zl.

In the Fig. 2, the impedances are correspondingly

Z1 = j��c�cerS tan
xcer

2
, Z2 =

��c�cerS

j sin xcer
, xcer =

�

c
l ,

index “cer” relates to piezoelectric ceramics, xcer is wave
thickness of the active element, � is current angular fre-
quency, l is thickness of the plate, ��c�cer is specific acoustic
impedance of piezoceramics, c= �c33

D /��1/2 is the phase veloc-
ity of the longitudinal wave in the clamped plate, C0 is the
electrical capacity of the clamped plate, and S is the area of
the plate.

The total mechanical impedance measured at the ends of
the secondary winding of the electromechanical transformer
we shall refer to as ZM. This is impedance of a part of circuit
connected to the secondary winding of the electromechanical
transformer. It may be expressed through impedances Z1, Z2,
and Zl by means of conventional methods known in the
theory of electrical circuits. This impedance may be trans-
ferred into the part of the circuit including the primary wind-
ing, according to the rules known for transformers: Zins

=ZM /KU
2 , where KU is coefficient of electromechanical trans-
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formation. In the theory of circuits impedance, Zins is re-
ferred to as “reflected secondary impedance.”

In Fig. 2, the elements R and L are connected in series.
Similarly the case of parallel connection may be considered.

This scheme may be made simpler, if two parallel
branches R-L and C0 will be replaced by their resulting im-
pedance Z. Then the scheme may be calculated by means of
well known in electrical engineering conventional methods.

The current flowing through the inserted impedance Zins

may be determined as

I =
UZ�C0

�Ri�C0 + Z�C0�
ZM

KU
2 + Z��C0Ri + j� + jRi

.

The total mechanical “current” �in fact, the particle ve-
locity� flowing through the secondary winding of the trans-
former is IM = I /KU.

Further, we introduce a number of new variables accord-
ing to

LC0 =
1

�el
2 ,

�el

�0
= n,

�

�0
= �,

�elL

R
= Q,

1

�0C0Ri
= Q1.

New variables �dimensionless� are introduced for ob-
taining the general solution of the problem, suitable for the
entire class of the transducers in the form of a plate.

Now we explain the sense of these variables: �el is the
resonant frequency of the oscillating circuit formed by in-
ductance L and capacity C0, �0 is the antiresonant frequency
of the plate, parameter n characterizes “tuning” of the oscil-
lating circuit �LC0� relative �0, � is dimensionless �relative�
frequency, Q is the quality factor for electric load, Q1 is the
quality factor that characterizes losses of energy due to in-
ternal resistance of the electric generator.

We shall use also the expression for coefficient of elec-
tromechanical transformation: KU=e33S / l, where e33 is pi-
ezoelectric constant.

Yet one equation will be useful: KU
2 1 /�0C0

= ��2 /��Zcer, where �2 is the square of the coefficient of
electromechanical coupling for the plate under longitudinal
oscillations through the thickness.

Taking into account the variables introduced, we obtain

IM = �KUU�

A���
B���

� �

Q1
+

A���
B���

�ZM���� + �� �

Q1
+ j�A���

B���
+ j

�

Q1
�Zcer

�2

��

.

For the case of R and L connected in series,

A��� =
�

nQ
+ j

�2

n2 , B��� = jA��� + 1.

For the case of R and L connected in parallel,

A��� = j
�2

n2Q
, B��� = j

�

n
+

1

Q
+ jA��� .

The formula for IM comprises the value of ZM. It is not
very difficult to find the expression for it:

ZM = Zcer
1 + cos xcer

sin xcer

Zcer sin xcer − jZl cos xcer

�1 + cos xcer�Zl + j2Zcer sin xcer
.

The current Il flowing through the acoustic load Zl may
be determined through the current IM, using the transfer co-
efficient: Il= IMK���, where for coefficient K��� the expres-
sion can be obtained:

K��� =
sin����

2 sin���� − j
Zl

Zcer
�1 + cos�����

.

Similarly the case may be considered, when Zel is con-
nected in series to the piezoelectric plate, the switches S1 and
S2 being this time in position 2.

R
R L

L

(a)

(b)

1S 2SelZ
iR

)(tU

1 1

2 2
P

elZ

FIG. 1. The schematic model of the assigned task �a� and the types of
electric load Zel �b�.

UK:1R

L
0C

0C−

)(tU

iR

1Z

1Z

2Z

lZ
elZ

FIG. 2. The analogous circuit for a transducer.
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As well as in the preceding case, the expressions for the
currents I and IM = I /KU can be obtained.

For the case of Zel in series,

IM =
UKU

� j�
1

n
� 1

Q
+

n

Q1
� −

�2

n2 + 1�ZM + j�2Zcer

��

.

For the case of Zel in parallel,

IM =
UKU

	 j�
1

Q1
+

1

Q2 +
n2

�2

�− 1 + j
�Q

n
� + 1
ZM + j�2Zcer

��

.

Further the computation of Il, i.e., vibrational speed of
the radiating surface of the piezoelectric plate can be accom-
plished analogously to the preceding case.

Having obtained the frequency response Il����, we can
turn to computation of the pulse mode.

The dependence of the vibrational speed on time in
acoustic pulse is determined by the inverse Fourier trans-
form:

v�T� =
�0

2�
�

−�

�

U���Il����ej��Td� .

Here U��� is the spectral function of electric pulse ex-
citing the piezoplate; Il���� is the spectral function of vibra-
tional speed; T= t /T0 /2 is dimensionless time; T0 is period of
natural oscillations of the plate at the angular frequency �0.

Taking into account that values of v�T� are to be real
and the property of symmetry of the integral at the intervals
�−� ,0� and �0,��, the formula for v�T� can be written in the
form

v�T� = ��0

�
�Re�

0

�

U���Il����ej��Td� .

Let the exciting pulse be one-half period of the sinusoid
at the angular frequency �0 that corresponds to the resonance
exciting. The spectral function of this pulse may be written
as

U��� =

cos���

2
�

1 − �2 e−j��/2.

Now, if the expression for U��� and Il���� would be
substituted in the formula for v�T�, one can determine the
form of pulse of vibrational speed.

Piezoelectric material used in the paper is of PZT-type.
Its parameters used for calculations have the following val-
ues: �2=0.23; Zcer=30�106 Pa s /m; c=4100 m /s; for
acoustical load �water� Zl=1.5�106 Pa s /m.

The results of calculations are considered and discussed
below.

III. THE NUMERICAL RESULTS

Connection Zel in parallel to the piezoelectric plate under
condition that switches S1 and S2 in Fig. 1 are in position 1.

The significant number of systematically accomplished
calculations allowed determining the approximate areas for
values of parameters n, Q1, and Q, which provide the notice-
able decrease in acoustic pulses durations. In particular, the
computation has shown that when the elements R and L are
connected to one another in series, the positive effect may be
found, if n=0.7, . . . ,1.0, Q1=0.4, . . . ,0.8, and Q�10. These
notations mean that n may take any value from 0.7 to 1.0,
respectively, and Q1 may take any value from 0.4 to 0.8.

When the connection is a parallel one, n=0.7, . . . ,1.0,
Q1=0.2, . . . ,0.7, and Q=0.15, . . . ,0.80.

The process of searching more suitable values of param-
eters n, Q, and Q1 is presented in Fig. 3 �for connection R
and L in series� and in Fig. 4 �for connection R and L in
parallel�. In both figures along the axes of abscissas the val-
ues of relative resonance frequency n of the oscillating LC0

circuit are laid. The ordinate axes contain the values of du-
ration �p of radiated acoustic pulse, presented by the number
of half-period at the natural frequency of the piezoelectric
plate.

pτ
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5

3

1

0 0.2 0.4 0.6 0.8 1.0 1.2 n

FIG. 3. The dependences �p versus n for constant value Q and different
values Q1 under R-L connections being in series. 1−Q1=0.4, 2−Q1=0.6,
and 3−Q1=0.8.
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FIG. 4. The dependences analogous to those in Fig. 3, but for R-L connec-
tions being in parallel. 1−Q1=0.3, 2−Q1=0.5, and 3−Q1=0.7.
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The data presented in Fig. 3 correspond to the value Q
=10. The numbers of curves in dependence on Q1 are 1
−Q1=0.4, 2−Q1=0.6, and 3−Q1=0.8.

Comparing these curves we can make the conclusion
that minimal duration of the pulse �p�6 is achieved for the
next set of parameter values: Q=10, Q1=0.6, and n=0.85.
We can take these values of parameters as the optimal val-
ues.

The results of computation, presented in Fig. 4, corre-
spond to the value Q=0.2. The numbers of curves in depen-
dence on Q1 are 1−Q1=0.3, 2−Q1=0.5, and 3−Q1=0.7.

It can be seen that minimal duration of the pulse is
achieved for Q=0.2, Q1=0.5, and n=0.85. Thus these values
are close to the optimal values.

Note that in both cases considered, corresponding con-
nection of the R−L circuit, having configuration in series or
in parallel, to the piezoplate in parallel, the duration of the
radiated acoustic pulses, as well as their amplitudes are very
close to each other.

Connection Zel in series with the piezoelectric plate un-
der condition that switches S1 and S2 in Fig. 1 are in position
2.

In both cases, parallel and series connections R and L, as
the computation has shown, the durations of radiated pulses
are �p=5.5–6, and their amplitudes are very close.

The forms of acoustic signals, radiating by the system
under optimal values of parameters for all combinations of
connection R−L circuit both to each other and to the piezo-
electric plate, are presented in the Fig. 5. In particular, Figs.
5�a� and 5�b� correspond to the switches S1 and S2 in Fig. 1
being in position 1.

Figure 5�a� relates to the case of connections R and L in
series, and Fig. 5�b� corresponds to connection R and L in
parallel.

Two other pulses �Fig. 5�c� and 5�d�� correspond to the
case, when the switches S1 and S2 in Fig. 1 are in position 2.
The pulse presented in Fig. 5�c� relates to R−L connection in
series, and the pulse presented in Fig. 5�d� relates to connec-
tions R and L in parallel. For each of the combinations pre-
sented in Fig. 5�a�–5�d�, the optimal values of parameters are
correspondingly:

Fig. 5�a� − nopt = 0.85, Qopt = 10, Q1opt = 0.55;

Fig. 5�b� − nopt = 0.84, Qopt = 0.15, Q1opt = 0.5;

Fig. 5�c� − nopt = 1.1, Qopt = 2.0, Q1opt = 6;

Fig. 5�d� − nopt = 0.85, Qopt = 0.75, Q1opt = 9.

In Figs. 5�a�–5�d� along the axes of ordinates, the nor-
malized values �v /vmax� are laid, where vmax is the maximal
absolute value of the vibrational velocity during the pulse
duration.

It can be seen that for all cases considered, the acoustic
pulses have almost the same form, and do not exceed 5.5–6
one-half periods. Hence, there exist approximately equal op-
portunities for obtaining pulses of short durations, when us-
ing any of considered above variants of connection R-L cir-
cuits to the piezoelectric plate.

The results of numerical investigation allow stating that
under optimal values of parameters, the amplitudes of radi-
ated pulses occur to have very close values, independent of
series or parallel type of R-L circuit itself. This is true for
both parallel and series connection the R-L circuit to the
piezoelectric plate. However, connection of the electric load
in parallel to the piezoelectric plate provides the amplitude of
the radiated pulse about two times less than in the case of
connection to the plate in series. This may be explained by
the fact, that in the case of parallel connection the electric
load to the piezoelectric plate, the optimal value Ri is signifi-
cantly greater than in the case of connection in series. This
results in decrease in the voltage transfer coefficient from the
generator to the piezoelectric plate.

IV. CONCLUSION

In this paper, the possibility of radiating a short pulse by
connecting R-L circuits to the piezoelectric plate in various
combinations was investigated. On the base of numerical
computation, the specific estimates for durations and ampli-
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FIG. 5. The radiated acoustic pulses of vibrational velocity for optimal
values of parameters Q, Q1, and n.
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tudes of radiated signals were obtained, and the optimal val-
ues of parameters, characterizing the system, were deter-
mined.
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In this manuscript, a method is introduced for the evaluation of Fourier wavenumber
decompositions on C1 vibrating surfaces for spatial-spectral analysis. Whereas typical Fourier
analysis is restricted to geometries that are separable for meaningful interpretations of the
corresponding wave motion, this approach allows for conformal spectral analysis along curved
surfaces. This is accomplished by restricting the wavevectors to lie within the local tangent to the
surface and to be spatially dependent. The theoretical development is presented and it is
demonstrated that commonly utilized kernels appropriate for some simple geometries can be
recovered. Additionally, this approach is applied in the analysis of the vibration and radiation of a
point driven, fluid loaded cone, where the displacements and pressures have been obtained using the
finite element method. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3068450�

PACS number�s�: 43.40.At �EGW� Pages: 1461–1472

I. INTRODUCTION

Most of the tools �both standard as well as specialized�
for understanding radiation, scattering, and the relations be-
tween sound, elastic vibration, and structural detail exploit
knowledge about wavenumber space �spatial Fourier analy-
sis� and the extrapolation of wavefields from one surface to
the other.1

Up to now, the application of Fourier decomposition and
analysis and the powerful techniques based on them have
been restricted to separable geometries �planes, spheres, cyl-
inders, etc.�. This is primarily because the Fourier kernels
�and their corresponding basis functions� for the spatial
transforms of these simple geometries provide a direct and
physical interpretation of the vibrational behavior. For non-
separable geometries, however, such a direct interpretation is
not yet available.

In the past, efforts to adapt simple Fourier decomposi-
tions to accommodate more complex structures have in-
volved rather ad hoc remedies. These include, for example,
the approximation of complex, curved structures with locally
planar, piecewise continuous transform “elements” �or
plates�, and the axial “weighting” of the radius within a cy-
lindrical transform as an estimation for the transforms along
conical and ellipsoidal structures. Although these representa-
tions seemed logical and provided particular feature spaces,
their physical interpretations were left to speculation.

Concerning the extrapolation of wavefields from one
surface to another �as in nearfield acoustical holography�,

several advanced methods such as boundary element meth-
ods �BEMs� and equivalent source methods2,3 have been de-
veloped which can accommodate these projections; however,
they do not provide a direct analysis and interpretation of the
vibrational fields in a conformal wavenumber spectrum.

In this paper, we introduce a new method which enables
two-dimensional spatial Fourier decompositions on C1 sur-
faces. This is an extension of our previous work in wave-
guide constrained magnetic resonance elastography,4

wherein we performed dispersion analysis along particular
fiber pathways within a tapered waveguide. That study was
able to extract spatially dependent velocities of propagation
even though the material comprising the structure did not
vary significantly throughout. Here, we wish to extend that
development to surfaces.

In Sec. II, we present the theoretical development of this
approach from fundamental principles using differential ge-
ometry, and in Sec. III, we demonstrate how the Fourier
transform representations of some simple geometries can be
recovered. In Sec. IV, we develop the particular form of this
generalized transform which is applicable to a conical sur-
face, and in Sec. V, we analyze the vibration of a point
driven, fluid loaded conical structure whose displacements
and pressures were calculated using the finite element
method. Finally, in Sec. VI, we analyze the radiation behav-
ior from the conical structure and utilize our transform
method to evaluate the farfield radiating components.

II. THEORETICAL DEVELOPMENT

In this section, we briefly describe the background for
this method and provide the theoretical development for thea�Electronic mail: anthony.romano@nrl.navy.mil
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extension to surface transforms. We begin by outlining a pre-
viously published method we developed for dispersion
analysis along arbitrarily oriented fibers and waveguides,
which is provided below in Sec. II A. In Secs. II B and II C,
we subsequently demonstrate how this approach can be ex-
tended to arbitrary surfaces.

A. Background

As presented in Ref. 4, we were posed the problem of
analyzing wave propagation along a fibrous, tapered wave-
guide. We were provided with a knowledge of the three-
dimensional elastic displacements throughout a volume con-
taining the structure, as well as the orientations and locations
of the individual fibers comprising the structure. To evaluate
the propagation behavior, we developed a spatial-spectral fil-
ter which provided only those wave components which were
traveling parallel along the individual fibers within the struc-
ture. With this information, a sliding window spatial Fourier
transform was then performed along the individual fiber
pathways utilizing arclength, �, as a parameter, for localized
dispersion analysis, and the transform appeared as

Ui�k�� = �
�L

ui�r����e−ık��d� , �1�

where ui�r����, i=1,2 ,3, are the local displacement compo-
nents, Ui�k�� their corresponding transformed quantities, k� is
the wavenumber component corresponding to the arclength
variable �, and �L is the sliding aperture window length. This
specific representation provided an analysis of the zero-order
waveguide components5 along individual pathways within
the structure. The method yielded results indicating that the
wave velocities were spatially varying along the length of the
structure even though the material parameters comprising the
structure did not vary significantly.

B. Extension to surfaces

In this publication, we wish to extend this formulation to
C1 surfaces for two-dimensional wavenumber decomposi-
tion. Whereas the previous representation required that the
wavevectors depend on the unit tangent vector along a fiber
pathway �i.e., a line�, here, we require that our wavevectors
lie within a local surface tangent plane.

We begin by requiring that our surface be characteriz-
able as C1. Specifically, this implies that �1� the surface can
be parametrized providing the position, and �2� that this
parametric representation allows for first order spatial deriva-
tives providing the corresponding surface tangent vectors.

Next, we define two surface tangent vectors T1��1 ,�2�
and T2��1 ,�2�, where �1 and �2 are the parametric variables
defining the surface. We can represent a surface parametri-
cally by means of a function r :T→R3, where T�R2. So, for
each ��1 ,�2��T, we have

r��1,�2� = �x1��1,�2�,x2��1,�2�,x3��1,�2�� , �2�

where x1 ,x2 ,x3 are the rectangular coordinate functions of
the representation, �1 ,�2 are the parameters, and the brackets

� � imply that they are vector components.6 As ��1 ,�2� ranges
over T, r��1 ,�2� gives the position vector of points on the
surface. The surface tangent vectors may now be defined as

T1��1,�2� =
�r��1,�2�

��1

=
�x1��1,�2�

��1
ê1 +

�x2��1,�2�
��1

ê2 +
�x3��1,�2�

��1
ê3,

�3�

and

T2��1,�2� =
�r��1,�2�

��2
=

�x1��1,�2�
��2

ê1 +
�x2��1,�2�

��2
ê2

+
�x3��1,�2�

��2
e3, �4�

where ê1, ê2, and ê3 are the orthogonal unit vector compo-
nents, while the normalized representations of the surface

tangent vectors will be labeled as T̂1��1 ,�2� and T̂2��1 ,�2�,
respectively. These quantities allow us to define a unit nor-

mal vector, N̂��1 ,�2�, to the surface as

N̂��1,�2� = T̂1��1,�2� � T̂2��1,�2� . �5�

At each point r��1 ,�2� on the surface, the vectors, T̂1��1 ,�2�,
T̂2��1 ,�2�, and N̂��1 ,�2� define the “Gauss trihedron”6 which
acts as a basis for the space of vectors at r��1 ,�2�. On an
arbitrary surface, the vectors T1��1 ,�2� and T2��1 ,�2� �and

correspondingly T̂1��1 ,�2� and T̂2��1 ,�2�� may not necessar-
ily be orthogonal vectors. However, any two vectors may be
orthogonalized either by specific parametrization or by uti-
lizing such methods as, for example, Gram–Schmidt.7

C. The surface transform

Since the waves which we wish to transform have
propagating components along a surface, we need only to
concern ourselves with transforms along particular ar-
clengths, as demonstrated above in Eq. �1�, and account for
their corresponding surface areas. Continuing with our de-
velopment, we see that the arclengths labeled as s1��1 ,�2�
and s2��1 ,�2�, which are traced along the surface of the struc-
ture, are related to their respective surface tangent vectors,
Eqs. �3� and �4�, as

s1��1,�2� =� �T1��1,�2��d�1, �6�

and

s2��1,�2� =� �T2��1,�2��d�2, �7�

respectively, where we have expressed these quantities in
terms of their indefinite integrals. As a consequence of these
definitions, the associated wavenumbers may assume two
specific and individual forms, k1 and k2, where k1 multiplies
the arclength s1��1 ,�2� in one transform kernel, while k2 mul-
tiplies the arclength s2��1 ,�2� in a second kernel. It should be
mentioned that the wavenumbers, k1 and k2, may be spatially
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dependent as well along the surfaces as will be demonstrated
below. Additionally, the corresponding surface area is related
to the magnitude of the cross product of the surface tangent
vectors as �T1��1 ,�2��T2��1 ,�2��d�1d�2. Using these
definitions,8,9 we see that the forward two-dimensional spa-
tial Fourier transform of a surface quantity, f�r��1 ,�2��, lying
on the surface assumes the following form:

F�k1,k2� =� � f�r��1,�2��e−ık1s1��1,�2�e−ık2s2��1,�2�

��T1��1,�2� � T2��1,�2��d�1d�2. �8�

Here, the function f�r��1 ,�2�� can represent surface pressure,
surface displacements or velocities, or the parametric repre-
sentation of a surface itself. Additionally, the vector displace-
ments or velocities may be dotted with a locally rotating
reference frame as demonstrated in Ref. 4.

The generalized inverse transform of Eq. �8� may be
represented as

f�r��1,�2�� =
1

�2��2 � � F�k1,k2�

�eık1s1��1,�2�eık2s2��1,�2�dk1dk2. �9�

A generalized analytical proof that Eqs. �8� and �9� form
a Fourier transform pair is not a simple undertaking, particu-
larly in light of the fact that the wavenumbers, k1 and k2 can,
themselves, be spatially dependent. Additionally, there may
be issues of orthogonality requirements as mentioned above.
In what follows, however, we will demonstrate how these
representations can identically recover the wavevector repre-
sentations of several well-known simple geometries, and
then extend this approach to a conical surface for vibration
and radiation analysis.

III. APPLICATION TO SIMPLE GEOMETRIES

In this section, we demonstrate that our new develop-
ment reduces to the well- known formalisms on structures
which are defined by separable geometries such as a plate, a
cylinder, and a sphere. Here, we define the particular param-
etrizations, tangent vectors, surface areas, and wavenumbers
appropriate for these simple cases, and demonstrate how
their corresponding forms of the spatial Fourier transform
can be identically recovered.1

A. Cartesian geometry

Consider first a two-dimensional surface lying in the r
= �x ,y ,0� plane. In this case, the parametric variables may be
defined as �1=x and �2=y. The surface tangent vectors �Eqs.
�3� and �4�� become T1�x ,y�= �1,0 ,0� and T2�x ,y�
= �0,1 ,0�, respectively, while their normalized representa-

tions appear as T̂1�x ,y�= �1,0 ,0� and T̂2�x ,y�= �0,1 ,0�. As
can be verified by inspection, the two tangent vectors are

orthogonal �since T1�x ,y� ·T2�x ,y�= T̂1�x ,y� · T̂2�x ,y�=0�,
while the curl of their normalized representations defines the

surface normal, N̂�x ,y�= T̂1�x ,y�� T̂2�x ,y�= �0,0 ,1�. In this

case, the three vectors T̂1�x ,y�, T̂2�x ,y�, and N̂�x ,y� define an

orthogonal reference frame. Letting k1=kx, k2=ky, d�1=dx,
d�2=dy, s1�x ,y�=x, s2�x ,y�=y, and �T1�x ,y��T2�x ,y��=1,
Eq. �8� becomes

F�kx,ky� =� � f�r�x,y��e−ıkxxe−ıkyydxdy , �10�

which is the two-dimensional spatial Fourier transform rep-
resentation of the function f�r�x ,y��.

The generalized inverse transform of Eq. �10� may be
obtained from Eq. �9� and appears as

f�r�x,y�� =
1

�2��2 � � F�kx,ky�eıkxxeıkyydkxdky , �11�

which is the two-dimensional inverse Fourier transform rep-
resentation of the function F�kx ,ky�.

B. Cylindrical geometry

Consider next a cylindrical surface lying in the r
= �� ,� ,z� coordinate system with x=� cos �, y=� sin �, and
z=z. In this case, the parametric variables of the surface at a
fixed radius, �=a, may be defined as �1=� and �2=z. The
surface tangent vectors �Eqs. �3� and �4�� become T1�� ,z�
= �−a sin � ,a cos � ,0� and T2�� ,z�= �0,0 ,1�, respectively,

while their normalized representations appear as T̂1�� ,z�
= �−sin � , cos � ,0� and T̂2�� ,z�= �0,0 ,1�. As can been seen
by inspection, the two tangent vectors are orthogonal �since

T1�� ,z� ·T2�� ,z�= T̂1�� ,z� · T̂2�� ,z�=0�, while the curl of
their normalized representations defines the surface normal,

N̂�� ,z�= T̂1�� ,z�� T̂2�� ,z�= �cos � , sin � ,0�, and the three

vectors T̂1�� ,z�, T̂2�� ,z�, and N̂�� ,z� define an orthogonal
reference frame. Letting k1=k�, k2=kz, d�1=d�, d�2=dz,
s1�� ,z�=a�, s2�� ,z�=z, and �T1�� ,z��T2�� ,z��=a, Eq. �8�
becomes

F�k�,kz� = a�
0

2�

d�� f�r�a,�,z��e−ık�a�e−ıkzzdz , �12�

which is the two-dimensional spatial Fourier transform rep-
resentation of the function f�r�a ,� ,z��.

The generalized inverse transform of Eq. �12� may be
obtained from Eq. �9� and appears as

f�r�a,�,z�� =
1

�2��2 � � F�k�,kz�eık�a�eıkzzdk�dkz, �13�

which is the two-dimensional inverse Fourier transform rep-
resentation of the function F�k� ,kz�.

C. Spherical geometry

Consider next a spherical surface lying in the
r= �� ,� ,�� coordinate system with x=� sin � cos �,
y=� sin � sin �, and z=� cos �. In this case, the para-
metric variables of the surface at a fixed radius, �=a,
may be defined as �1=� and �2=�. The surface tangent
vectors �Eqs. �3� and �4�� become T1�� ,��= �a cos � cos � ,
a cos � sin � ,−a sin �� and T2�� ,��=
�−a sin � sin � ,a sin � cos � ,0�, respectively, while their
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normalized representations appear as T̂1�� ,��=

�cos � cos � , cos � sin � ,−sin �� and T̂2�� ,��=
�−sin � , cos � ,0�. As can be verified by inspection, the two
tangent vectors are orthogonal �since T1�� ,�� ·T2�� ,��
= T̂1�� ,�� · T̂2�� ,��=0�, while the curl of their normalized

representations defines the surface normal, N̂�� ,��
= T̂1�� ,��� T̂2�� ,��= �sin � cos � ,−sin � sin � , cos ��. In

this case, the three vectors T̂1�� ,��, T̂2�� ,��, and N̂�� ,��
define an orthogonal reference frame. Letting k1=k�, k2=k�,
d�1=d�, d�2=d�, s1�� ,��=a�, s2�� ,��=a sin ��, and
�T1�� ,���T2�� ,���=a2 sin �, Eq. �8� becomes

F�k�,k�� = a2�
0

2�

d��
0

�

f�r�a,�,���e−ık�a�e−ık�a sin ��

�sin �d� , �14�

which is the two-dimensional spatial Fourier transform rep-
resentation of the function f�r�a ,� ,���. Generally, a surface
spherical Fourier transform is accomplished using spherical
harmonic basis functions;1 however, it can be shown that
such a representation is equivalent to the representation
shown in Eq.�14�.

The generalized inverse transform of Eq. �14� may be
obtained using Eq. �9� and appears as

f�r�a,�,��� =
1

�2��2 � � F�k�,k��eık�a�eık�a sin ��dk�dk�.

�15�

which is the two-dimensional inverse Fourier transform rep-
resentation of the function F�k� ,k��.

IV. APPLICATION TO A CONICAL GEOMETRY

In this section, we apply the generalized expression, as
shown in Eq. �8�, to a conical structure for vibration and
radiation analysis. Generally, this analysis can be performed
in either a global or a localized fashion. In the global analy-
sis, the integral representation can be performed over the
entire surface area of a continuous structure being interro-
gated, while in the localized analysis, the transform, as
shown in Eq. �8�, can be applied over individual segments of
a structure, with each segment being continuous within itself.
Additionally, a local window may be moved along the sur-
face in a specific manner so as to investigate the spatial de-
pendence of the dispersion spectra as was demonstrated in
Ref. 4, which utilized a sliding window along a particular
pathway. Here, we demonstrate the transform in a global
fashion on the conical section of an endcapped, fluid loaded,
point driven structure.

Consider a conical surface lying in the r= ���z� ,� ,z� co-
ordinate system with x=��z�cos �, y=��z�sin �, and z=z. Let
us define the function ��z� as ��z�=a0�1−z / lz�, where a0 is
the radius of the base of the cone and lz is the length of the
cone. In this case, the parametric variables of the surface
may be defined as �1=� and �2=z. The surface tangent vec-
tors �Eqs. �3� and �4�� become

T1��,z� = 	− a0
1 −
z

lz
�sin �,a0
1 −

z

lz
�cos �,0� �16�

and

T2��,z� = 	−
a0

lz
cos �,−

a0

lz
sin �,1� , �17�

respectively, while their normalized representations appear
as

T̂1��,z� = �− sin �,cos �,0� �18�

and

T̂2��,z� =
	−

a0

lz
cos �,−

a0

lz
sin �,1�

1 + �a0

lz
�2

. �19�

As can be seen by inspection, the two tangent vectors are

orthogonal �since T1�� ,z� ·T2�� ,z�= T̂1�� ,z� · T̂2�� ,z�=0�,
while the curl of their normalized representations defines the
surface normal,

N̂��,z� = T̂1��,z� � T̂2��,z� =
	cos �,sin �,

a0

lz
�

1 + �a0

lz
�2

, �20�

and the three vectors T̂1�� ,z�, T̂2�� ,z�, and N̂�� ,z� define an
orthogonal reference frame. Letting k1=k� �representing the
wavenumber around the circumferential direction of the
cone�, k2=kz �representing the wavenumber along the axial
surface length of the cone�, d�1=d�, d�2=dz, s1�� ,z�=a0�1
−z / lz��, s2�� ,z�= �1+ �a0 / lz�2�z, and �T1�� ,z��T2�� ,z��
=a0�1−z / lz�1+ �a0 / lz�2, Eq. �8� becomes

F�k�,kz� = a01 + �a0

lz
�2�

0

2�

d�� f�r�a0
1 −
z

lz
�,�,z��

�e−ık�a0�1−z/lz��e−ıkz�1+�a0/lz�
2�z
1 −

z

lz
�dz . �21�

In this representation, due to circular periodicity require-
ments, it can be seen that the circumferential wavenumber
must assume the form k�=2n� / �2�a0�1−z / lz��, n is an
integer, while the axial wavenumber is represented as
kz=2m� /Lax, where m is an integer and Lax is the length of
interrogation on the conical surface along the z-axis �i.e.,
Lax=lz

2+a0
2�. It should be mentioned that these wavenum-

bers resemble those provided by Godzevich10 in his Galerkin
formulation of the Donnel–Mushtari shell equations for a
conical structure; however, his wavenumbers are constant
with respect to the structure, while those provided here are
spatially dependent, taking into account the variation of ra-
dius with respect to axial location.

The generalized inverse to Eq. �21� may be obtained
using Eq. �9� and appears as
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f�r�a0
1 −
z

lz
�,�,z�� =

1

�2��2 � � F�k�,kz�eık�a0�1−z/lz��

�eıkz�1+�a0/lz�
2�zdk�dkz, �22�

where, for a finite structure, dk��dk� /dn= 2� / 2�a0�1
−z / lz� , and dkz�dkz /dm=2� /Lax, respectively. In what fol-
lows, we will demonstrate the application of this transform
pair.

V. DEMONSTRATION USING NUMERICAL DATA

In this section, we demonstrate the application of the
spatial wavenumber decomposition on a finite element simu-
lation of a point driven, fluid-loaded, conical structure. With
reference to Fig. 1, we see the image and dimensions of the
physical structure, as well as an image of the finite element
mesh utilized in this study. As can be seen in this figure, the
conical length is 2 m, the larger conical end has a radius of
2 m, and the smaller conical radius is 1 m. The left end is
terminated with a flat, circular plate, while the right end is
terminated with a hemispherical shell. The spatial parameter
lz=4 m, and Lax=5 m. The thickness of all three parts of
the structure is 1 cm, and they are all composed of nickel
with Young’s modulus of 2.2�1011 Pa, a density of
7800 kg /m3, Poisson’s ratio of 0.3, and a damping ratio of
0.01. The conical structure was immersed in water with a
density of 1000 kg /m3 and a velocity of 1500 m /s.

Concerning the numerical study, a parallel hp-version of
a finite element method11,12 was utilized to determine the
structural-acoustic response due to a point force applied to

the interior surface of a conical shell. After a hp-convergence
analysis, an approximation using fourth degree approxima-
tion for both the pressure and displacement fields was uti-
lized. The spatial mesh, shown in Fig. 1, has 6720 elastic and
13 440 fluid elements. 3360 unconjugated infinite elements13

of radial degree 2 were utilized to truncate the infinite exte-
rior fluid domain. The resulting discrete model consists of
659 772 complex-valued unknown coefficients. The data
were delivered to the transform over a grid of 201 locations
axially and 720 locations circumferentially. As a demonstra-
tion of our transform method, the surface displacements and
pressures were determined over the conical structure for two
frequencies: 50 and 500 Hz. With regard to Figs. 2 and 3, we
see the real part of the normal surface displacements and
pressures, respectively, for 50 and 500 Hz. As can be seen,
two images per dataset are provided. While one image dis-
plays the image as a cone, to better portray the modal struc-
tures, the conical sections were unwrapped onto a corre-
sponding two-dimensional plane.

There are numerous, interesting observations provided
by this new transform method. With regard to Eq. �21�, we
see by the definition of the parametrization and the wave-
numbers that the conical structure can be seen to support
helical wave propagation. Unlike helical waves on a uniform
cylindrical surface,1 however, these modes are spatially de-
pendent and their resulting velocities vary as a function of
position. To demonstrate this, let us define a helical wave
velocity, ch, as

Y

X

Z

2m

1m

2m

FIG. 1. Images of the conical structure
used in the finite element study show-
ing both the dimensions as well as the
finite element mesh. Red arrow indi-
cates location and direction of the ap-
plied point force.
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ch��,m,n,z� =
�

kz
2 + k�

2

=
�

�2m�

Lax
�2

+ � n

a0
1 −
z

lz
��

2
. �23�

Since k� is dependent on the z-coordinate, so are the helical

wave velocities. In Fig. 4, we show the velocity profiles of
these helical modes as functions of some low order circum-
ferential and axial mode numbers, and axial location using
Eq. �23�. As can be observed, for the n=0 breathing mode,
there is no spatial variation of the corresponding helical
wave velocity �with regard to Figs. 4�b� and 4�d��. However,
for the higher order circumferential modes, we see that the
helical wave velocities become slower as the waves propa-
gate toward the smaller end of the cone. Additionally, as can
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FIG. 2. Normal surface displacement
��a� and �b�� and surface pressure ��c�
and �d�� over the conical surface of the
structure for 50 Hz excitation. Images
�a� and �c� represent a perspective im-
age of the cone while images �b� and
�d� represent the unwrapping of the
conical surface onto a plane with rela-
tive axes x� and y�.
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FIG. 3. Normal surface displacement
��a� and �b�� and surface pressure ��c�
and �d�� over the conical surface of the
structure for 500 Hz excitation. Im-
ages �a� and �c� represent a perspective
image of the cone while images �b�
and �d� represent the projection of the
conical surface onto a plane with rela-
tive axes x� and y�.

1466 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Romano et al.: Conformal Fourier wavenumber decompositions



be observed from Eq. �23�, if a conical structure actually
continued to a point, then the helical wave velocities become
identically zero at the focus. This may seem counterintuitive,
however because the radius decreases as the cone tapers, k�

increases, thereby representing a slowing of the helical wave
velocity. Another interesting result is that the sets of modes
have supersonic “cutoff” locations, as shown in Fig. 4�c�,
wherein the m=0, n=4 mode and the m=0, n=3 mode drop
below the velocity of wave propagation in the fluid. This will
be discussed later in Sec. VI in reference to farfield radiation
contributions. We continue with our analysis by performing
the integration of Eq. �21� over the circumferential variable
first, resulting in the function F�n ,z�. As shown in Figs. 5

and 6, we can see the axial dependence of the various cir-
cumferential modes. For the 50 Hz case, there appear to be
only two dominant circumferential modes appearing for n
= 	2 and n= 	9, and are essentially constant along the
length of the cone. For the 500 Hz case, however, there is a
broad presence of circumferential harmonics near the driver
axial location, with the n= 	31 component dominating.
Moving down the cone away from the base, the modes shift
toward lower n values, a phenomena observed by Lindholm
and Hu14 which they attributed to the higher stiffness and
shorter distance between consecutive nodal meridians in this
region which tends to suppress high n transverse motion. In
any event, this decrease in mode number results in a constant
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circumferential mode number as a
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velocity of the wave as it propagates along the conical struc-
ture. That is, as it maintains a constant velocity down the
cone, it assumes lower order circumferential modes as its
propagation mechanism. This result was determined using
Eq. �23� which indicated that for the m=0, n=31 mode, the
velocity was 200 m /s near the driver. As the wave propa-
gated down the cone, to maintain this same velocity, it con-
verted, in a linear fashion, to lower order circumferential
modes, becoming an m=0, n=16 mode at the smaller end of
the cone.

Next, application of the axial integration of the surface
transform �as shown in Eq. �21�� over the conical section
results in the function F�n ,m�, and is shown in Figs. 7 and 8.
As can be observed, for the vibration at 50 Hz, the modes are
concentrated near kz=0, and have two distinct circumferen-
tial components for n= 	2 and n= 	9, which is not surpris-
ing from the result shown in Fig. 5. For the 500 Hz excita-
tion, the character of the wavenumber spectrum is quite
different from that observed at the lower frequency. First,
there are noticeable components at low n �n= 	2� for m�
−5. These are clearly backward-propagating waves, presum-
ably related to reflection of these much shorter wavelength
�
� lz /5� structure-borne waves from the smaller end of the
cone. Second, although here too there exists a dominant n

mode �n= 	31�, in this case, there is significant additional
modal structure whose striations suggest modal coupling ef-
fects.

Finally, we demonstrate the convergence of the inverse
transform numerically. In Fig. 9, we show a slice in the cir-
cumferential direction near the axial drive location for the
displacement at 500 Hz. The red line is the total displace-
ment, while the subsequent lines provide the inversion of the
modes including up to m= 	10, n= 	10; m= 	20, n
= 	20; and m= 	50, n= 	50, respectively. As can be seen,
the inverse is very well converged �to within a 1 percent total
variation� for the final set of modes.

While it should be mentioned that much work has been
performed on the vibration of conical structures in the past
�notably the work of Godzevich,10 Goldberg and
Bogdanoff,15 a review chapter by Leissa,16 and more recently
Guo17,18�, our results are somewhat difficult to compare to
theirs. Although their studies mention modal cutoffs as being
spatially dependent as do we, the transform kernels we have
defined in this study do not directly compare to dispersion
profiles or specific mode shapes they provide, particularly
since we have only investigated two individual frequencies.
If we examined a broad spectrum of frequencies, we should
be able to portray the families of wavetypes as a result of
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dispersion images. Guo,18 however, demonstrated the axial
dependence of wavenumbers �compressional, shear, and
flexural� and showed that on a fluid-loaded cone, the com-
pressional wavenumbers slow as one approaches the apex.
Additionally, he demonstrated that for the n=0 circumferen-
tial harmonic, the compressional wavenumber displays no
axial dependence on the fluid-loaded cone, a characteristic
behavior we portray in Fig. 4 for the m=1, n=0 helical wave
mode. Suffice it to say that one should be aware of these
previous studies when placing the current work in context.

VI. FIELD SEPARATION USING THE HELMHOLTZ
INTEGRAL

As a final component, we demonstrate the utility of the
previously described transform method in the analysis of the

farfield radiation behavior of the conical surface. Consider
the farfield expression for the Helmholtz integral as shown
below:

p��r̂� =
1

4�
�

�

p�r0�n · �0G�r̂,r0� − i��G�r̂,r0�vn�r0�d� ,

�24�

where r0 is the surface location, p�r0� is the surface pressure,
vn�r0� is the normal surface velocity, n the outwardly point-
ing normal vector, and G�r̂ ,r0� is the farfield Green’s func-
tion e−ıkr̂·r0eik�r� / �r� of the surrounding medium, r̂ is the nor-
malized field point, and � the surface of integration. This
particular form can be shown to be the farfield expansion of
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the free-space Green’s function, G�r ,r0�= eik�r−r0� / �r−r0� , for
�r� �r0�.19 We wish to use this expression to quantify those
components out of the entire wavenumber spectrum which
are responsible for farfield radiation.

It is well known1 that for an infinite surface or structure,
the wavenumber components which will more efficiently
contribute to the farfield are those contained within the ra-
diation circle, i.e., whose radius in wavenumber space is de-
termined by the wavenumber in the surrounding medium.
These components are often called “supersonic,” because
there structural wavenumbers give rise to velocities on the
structure which are greater than the velocity of propagation
in the fluid. All other wavenumber components represent ve-
locities on the structure which are slower than the velocity of
propagation in the fluid. These latter waves tend to decay
exponentially away from the vibrating surface, and are called
“evanescent.” For a circularly symmetric structure, however,
slightly subsonic circumferential waves on the structure can
still radiate efficiently to the farfield because as they begin to
radiate radially they can become trace matched acoustically a
short distance away from the circular surface. A general “rule
of thumb”20 for empirically fitting such a circumferential
wave has been given as

n � ka + � , �25�

where n is the circumferential harmonic such that n
=2�a,
a is the radius of the structure, k is the wavenumber in the
fluid, and � is a fitting parameter.

In Sec. V, we discussed the dependence of wave velocity
on the radius of the cone, which is subsequently dependent
on the axial location. Therefore, in this case, Eq. �25� as-
sumes the particular form

n�z� � ka0�1 −
z

lz
� + � . �26�

In Fig. 4�c� �with regard to Eq. �23��, at 500 Hz, one can
actually see at which point the wave velocities drop below
the sonic line as a function of position. If we use this cutoff
criteria in the inverse transform of the displacement and
pressure for the 500 Hz case, the resulting surface fields are
shown in Fig. 10. These are comprised of the kz=0 wave-
number, coupled with various lower order circumferential
harmonics such as n=0,1 ,2 ,3 ,4, whose presence is spa-
tially dependent. Here, we see that the supersonic modes are
actually “quantized” as a function of axial location. A com-
parison of the farfield radiation �Eq. �24�� due to the total
fields �computed from the fields as shown in Fig. 3� and the
radiation due to these supersonic components is shown in
Figs. 11�a� and 11�b� for a projection in the x-y and the y-z
planes, respectively. They obviously do not agree very well.
If we implement Eq. �26� and perform a few iterations, we
arrive at the subsequent farfield patterns shown in this figure.
For a determined farfield convergence of the axial mode con-
tributions contained within m= 	20, we vary the parameter
� for the values of 0, 2, and 4, respectively. At this latter
value, the farfield patterns have converged to the total field to
within a 5% total error. From the values of kax and a�z� for
our cone, this implies that there are within n= 	8 circum-
ferential harmonics which contribute at the larger end of the
cone, and within n= 	6 circumferential harmonics which
contribute at the smaller end. Using these limits, the inverse
transform for the radiating components are shown in Fig. 12.
Therefore, using this transform method in conjunction with
the Helmholtz integral provides a method for determining
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the radiating components on C1 surfaces for radiation analy-
sis and/or feature space determination.

VII. CONCLUSIONS

In this paper, we developed and implemented a formu-
lation for conformal Fourier wavenumber decompositions on
C1 surfaces. The generalized forward and inverse represen-
tations were derived from fundamental principles using dif-
ferential geometry, and it was shown that the representations
of the spatial Fourier transforms for simple structures such as
a plate, a cylinder, and a sphere can be identically recovered
with the appropriate parametrization.

The transform was then applied to a point driven, fluid
loaded, conical structure, whose displacements and pressures
were obtained using the finite element method. From the
analytical representation for the kernels, the cone could be
seen to support spatially dependent helical wave propaga-
tion, and that individual modes tended to slow as waves
propagated toward the tapered end. Additionally, the inverse

transform was utilized, in conjunction with the farfield
Helmholtz radiation integral, to determine the radiating com-
ponents from the total surface fields on the cone. As a result
of this latter study, it was seen that many additional modes
were required for farfield convergence than are represented
by the so-called supersonic radiation condition. For more
complex vibrating surfaces, it is anticipated that many more
modes will be required for this farfield convergence and will
provide an interesting metric for radiation analysis.

Future research will attempt to extend this method to
more complex vibrating structures. Additionally, although we
have provided a numerical demonstration that our forward
and inverse transform representations form a transform pair
in the case of a conical structure, many questions remain. In
particular, although we have presented orthogonal parametri-
zations for simple surfaces, it is not yet known under what
conditions a forward and inverse transform pair can exist.
Therefore, a generalized analytical proof of the existence of
this transform pair and the criteria which must be met for
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them to exist is currently being investigated. While many
challenges remain, this approach shows great promise in the
study of the vibration of, and radiation from, C1 surfaces, for
which current methods of modal analysis are either insuffi-
cient or nonexistent.
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In this paper, the second principle of thermodynamics is discussed in the framework of statistical
energy analysis �SEA�. It is shown that the “vibrational entropy” and the “vibrational temperature”
of sub-systems only depend on the vibrational energy and the number of resonant modes. A SEA
system can be described as a thermodynamic system slightly out of equilibrium. In steady-state
condition, the entropy exchanged with exterior by sources and dissipation exactly balances the
production of entropy by irreversible processes at interface between SEA sub-systems.
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I. INTRODUCTION

Statistical energy analysis1 �SEA� is a statistical theory
of vibroacoustics. When modes are too numerous and when
waves are uncorrelated, the vibrational energy tends to be
uniformly distributed inside the system. This is the state of
diffuse field2 or equipartition of modal energy.3 Furthermore,
when two sub-systems with diffuse field are connected to-
gether, the power flow between them is proportional to the
difference of their modal energies.4

It has been recognized for a long time5 that this propor-
tionality relationship for power flow is the foundation of an
analogy with thermodynamics provided that the “vibrational
temperature” is defined as the modal energy. The “heat” or
vibrational energy then flows from hot sub-system to cool
sub-system.

SEA is entirely based on the application of the energy
balance that is the first principle of thermodynamics. And the
natural question that arises is the following: What about the
second principle of thermodynamics? This question was
raised by Carcaterra in Ref. 6. In Ref. 7, it has been shown
that the mechanical statistics approach leads to a strict defi-
nition of the vibrational temperature and gives an argument
in favor of the proportionality relationship of power flow
with the difference of modal energies.

This aim of this study is to explicit the notion of entropy
in SEA for systems at equilibrium but also for systems in
non-equilibrium, which is the only case of interest in SEA.

II. ENTROPY OF A SINGLE SEA SUB-SYSTEM

The first question to solve is the following: How can one
define the entropy of a single SEA sub-system?

A. Thermodynamic entropy

Before giving a rigorous answer to this question, let us
develop some simple arguments based on classical thermo-
dynamics. Clausius’ principle states that thermal energy al-

ways flows from high temperature to low temperature. In
SEA, the net power exchanged by two sub-systems i and j is
given by

Pij = ��ijni�Ei

ni
−

Ej

nj
� , �1�

where Ei is the total vibrational energy contained in sub-
system i, ni is the modal density in mode per rad/s, � is the
central frequency, and �ij is the so-called coupling loss factor
in which all the physics of the problem at hand is included. It
is clear that the relevant quantity, which governs the flow of
vibrational energy, is the modal energy Ei /Ni where Ni

=ni�� is the number of modes contained in the frequency
band of width ��. The modal energy in SEA is therefore
analogous to the temperature in thermodynamics and for this
reason, it can be called vibrational temperature,

T �
E

N
. �2�

In thermodynamics, at least two kinds of energy can be
exchanged with a system: heat and work. Work is the energy
carried by external forces. This is the case when a pressure p
is applied to the boundary and leads to a change in volume
dV, the work is �W=−pdV or when the system of mass m is
raised to height dh and therefore increases its potential en-
ergy by �W=mgdh. In all cases, it is tacitly assumed that the
force is static or at least slowly varying. This means that the
period of the variation is very large compared with the period
of thermal vibrations. In vibroacoustics, it is irrelevant to
consider the deformation of the sub-system or to take into
account the gravitational potential energy. The only way to
provide energy to sub-systems is by driving forces for struc-
tures and noise sources in rooms. The forces are then time-
varying and the energy they provide must be considered as
the equivalent of heat. The “vibrational heat” provided by a
source of power Pi during dt is then

�Q = Pidt . �3�

The “vibrational entropy” can now be introduced in the
same way Clausius did a century and half ago in thermody-
namics. Entropy is a state function that depends on the ex-a�Electronic mail: alain.le-bot@ec-lyon.fr
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tensive variables of the sub-system. These are the total vibra-
tional energy E and the number of modes N. For a reversible
process, Clausius definition of entropy is

dS =
�Q

T
. �4�

Since the vibrational sources do not provide work, �W=0
and the first principle of thermodynamics reads

dE = �Q . �5�

By substituting Eqs. �2� and �5� into Eq. �4�, it yields

dS � N
dE

E
. �6�

Finally, the variation of entropy between two states of energy
E2 and E1 is therefore

�S � N log�E2

E1
� . �7�

This relationship gives the vibrational entropy of SEA sub-
systems. It has been established for reversible processes. But,
the entropy is a function of state and, therefore, the same
relationship must also hold for irreversible processes.

It could be inferred from Eq. �7� that the absolute en-
tropy S�E ,N� is N log E. This expression is compatible with
the variation of entropy derived here, but, it is inconsistent
with the requirement that the entropy is an extensive quantity
in classical thermodynamics. An extensive quantity must
verify the equality S�2E ,2N�=2S�E ,N�, which is obviously
not the case with N log E.

Equation �7� has been derived by considering a small
variation dE of internal energy. The number of modes N has
been tacitly assumed to be constant during this transforma-
tion. Thus, if one fixes a reference energy E0, the absolute
entropy S�E ,N�=�S�E ,E0�+S�E0 ,N� is known from Eq. �7�
apart from a function S�E0 ,N�, which now only depends on
the number of modes N. But, it is not possible to go beyond
and, in particular, to fully derive the function S�E ,N� with
Clausius’ approach. This is what is done in Sec. II B by
introducing the statistical entropy.

B. Statistical entropy

In statistical mechanics,8 the microscopic properties of a
system are known as soon as the Hamiltonian of the system
is established. A SEA sub-system is a set of N modes of
frequencies �i i=1, . . . ,N in the band ��−�� /2,�+�� /2�.
Since the modes are orthogonal, the vibrational energy of the
sub-system can be decomposed on the modes. If qi is the
modal factor and pi=miq̇i is its conjugate momentum, the
Hamiltonian of the sub-system is

H�q1, . . . ,qN,p1, . . . ,pN� = �
i=1

N
mi�i

2

2
qi

2 +
1

2mi
pi

2, �8�

where mi is the modal mass of the mode i. For normalized
modes, mi=1 or m the mass of the sub-system depending on
the choice of the norm.

In the phase space � defined by all positions and mo-
menta q1 , . . . ,qN , p1 , . . . , pN of the sub-system, the hyper-
surface of constant energy H�q1 , . . . ,qN , p1 , . . . , pN�=E is an
ellipsoid of dimension 2N−1 with semi-axes �2miE�1/2 and
�2E /mi�i

2�1/2. Its volume V�E� is

V�E� = �
H�E

d� =
�2��N

N ! 	i=1

N
�i

EN. �9�

In SEA, the set of modes is considered to be a random popu-
lation of modes. The frequencies �i have a uniform probabil-
ity density over the band ��−�� /2,�+�� /2�. The product
	i�i can therefore be substituted by its expected value �N.
The volume becomes

V�E� = �2�

�
�NEN

N!
�10�

and the structure function 	�E� is

	�E� =
dV

dE
= �2�

�
�N EN−1

N − 1!
. �11�

All the information useful for a macroscopic description
of the sub-system is contained in the structure function 	.

The general method of statistical mechanics is to con-
sider that the position of the system in �-space can never be
known exactly. The only available information on the system
is the probability density function of presence at any point in
�-space. At this stage, it is common in statistical mechanics
to distinguish two statistical ensembles. The microcanonical
ensemble is the statistical distribution of positions in the
�-space of an isolated system for which the energy is con-
stant. And the canonical ensemble is the statistical distribu-
tion of a system in equilibrium with a thermal bath. What-
ever the distribution of probability 
i of microstates
�positions in �-space�, the statistical entropy is always de-
fined as

S = �
i

− k
i log 
i, �12�

where the sum runs over all microstates. This is the expec-
tation of information Ii=−k log 
i associated with an event of
probability 
i.

Indeed, the two statistical ensembles do not lead to the
same probability distribution 
i. And the resulting entropy
that is the mean loss of information of system whose the only
macroscopic state is known is a priori not the same for both
ensembles. But, this is a well-known result in statistical me-
chanics that the microcanonical entropy and the canonical
entropy only differ with a negligible term.8 For this reason,
in the following, the SEA sub-system is assumed to be iso-
lated and the microcanonical approach is adopted.

In the microcanonical ensemble, all the positions in the
�-space around the surface H�q1 , . . . ,qN , p1 , . . . , pN�=E are
equally probable. This is the so-called fundamental assump-
tion of statistical mechanics. If the position of modes qi and
pi is known with the uncertainties �qi and �pi such that
�qi�pi=h and the energy of the system is known with the
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uncertainty �E, the number of microstates W is the volume
of the shell of thickness �E and surface 	�E� divided the
volume of a microstate hN,

W =
	�E�

hN �E . �13�

The entropy is then defined by substituting the uniform prob-
ability 
i=1 /W in Eq. �12�, which gives the Boltzmann’s
equation S=k log W,

S = kN log
2�E

�h
− k log�N − 1� ! + k log

�E

E
. �14�

For a large population N
N−1 and Stirling’s approximation
gives log N ! 
N log N−N. Furthermore, the term log �E /E
is usually discarded since it is related to the choice of the
relative uncertainty on the energy, which is not a physical
process. The final result is

S�E,N� = kN�1 + log�2�

h�

E

N
�� . �15�

This is the microcanonical entropy of a SEA sub-system. It
can be remarked that this relationship well agrees with Eq.
�7�, which stems from the difference of S�E2 ,N�−S�E1 ,N�.
Equation �15� gives the complete expression of the vibra-
tional entropy of an isolated SEA sub-system.

The temperature is obtained as for any thermodynamic
system with

1

T
= � �S

�E
�

N

, �16�

with the result

T =
E

kN
. �17�

As it was expected from Eq. �1� giving the power flow be-
tween two SEA sub-systems, the vibrational temperature is
well defined by the modal energy. This result was obtained
from an analogy between SEA and thermodynamics. This is
now a logical consequence of the expression of the entropy
obtained from Boltzmann’s definition. The same result has
been derived in Ref. 7 with Khinchin’s definition9 of entropy.

III. SECOND PRINCIPLE OF THERMODYNAMICS IN
SEA

The second principle of thermodynamics states that an
isolated system �with no exchange of energy� always evolves
in such a way that its entropy increases. To illustrate what is
the second principle of thermodynamics in the particular
framework of SEA, let us consider two isolated acoustical
cavities. Isolated means that the cavities do not exchange
energy and, in particular, that there is no noise source inside
and that they do not dissipate the sound. As usual, it is also
assumed that the thermal equilibrium is realized within the
cavities, that is, the sound is diffuse. Therefore, these cavities
are perfect reverberation chambers with infinite reverberation
times; the sound pressure level is constant, but indeed, may
have different values in the two cavities. The entropy of the

acoustical cavities i=1,2 are S�Ei ,Ni� where S is given in
Eq. �15�. For an acoustical cavity, the modal density is

ni =
Vi�

2

2�2c0
3 , �18�

where c0 is the sound speed and Vi is the volume of the
cavity.

Now, let us consider that the two rooms are adjacent and
that they are separated by a small closed window. The prob-
lem is to observe the evolution of the coupled rooms after the
window has been opened. By opening the aperture between
the two cavities, the energy is mixed and, since there is no
cause of dissipation, the global system has energy E=E1

+E2. The total volume is also V=V1+V2 so that the modal
density of the total system is

n =
�V1 + V2��2

2�2c0
3 = n1 + n2. �19�

Thus, the number of modes of the global system N=n��
= �n1+n2��� is the sum of the numbers of modes of the two
cavities N=N1+N2.

When the equilibrium is reached, the entropy of the en-
tire system becomes

S�E,N� = S�E1 + E2,N1 + N2� . �20�

The difference between the final entropy and the sum of
initial entropy is therefore the entropy created during the
mixing process.

�S = S�E,N� − �S�E1,N1� + S�E2,N2�� . �21�

By substituting Eq. �15�, it yields

�S = k�N1 + N2�log
E1 + E2

N1 + N2
− kN1 log

E1

N2
− kN2 log

E2

N2
.

�22�

This is the entropy created by mixing the energy of two
acoustical cavities. It is expected to be non-negative.

To prove this statement, it is necessary to introduce the
function f�x ,y�=y log�x /y� and to rewrite the entropy of
mixing �S,

�S = kf�E1 + E2

2
,
N1 + N2

2
� −

k

2
�f�E1,N1� + f�E2,N2�� .

�23�

The function f , defined for x�0 and y�0, has the following
derivatives:

�2f

�x2 = −
y

x2 ,
�2f

�x � y
=

1

x
,

�2f

�y2 = −
1

y
, �24�

so that the quadratic form tangent to f is

q�X,Y� = −
y

x2X2 +
1

x
XY −

1

y
Y2 = − �y

x
X −

1
y

Y�2

.

�25�

Since q�X ,Y��0 for all X and Y, −f is convex. The convex-
ity of a function means that its value at the middle point of a
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segment is lower than the mean of the values at the extremi-
ties. This reads

f� x1 + x2

2
,
y1 + y2

2
� −

1

2
f�x1,y1� −

1

2
f�x2,y2� � 0. �26�

This proves the inequality �S�0. The entropy of mixing is
therefore always non-negative. The evolution of an isolated
system �which does not receive neither dissipates energy�
always leads to an increasing of the entropy. This is the sec-
ond principle of thermodynamics in the particular framework
of SEA.

IV. ENTROPY PRODUCTION AT INTERFACE

Up to now, we have considered that sub-systems are
isolated and that they have reached their equilibrium state,
or, in other words, that the equipartition of energy among
modes is verified. Indeed, this situation is an ideal case,
which has been introduced only to obtain the explicit expres-
sion of the entropy of a single sub-system.

But in vibroacoustics, a sub-system can never been con-
sidered as isolated. For instance, in Sabine’s theory of rever-
beration chambers, the room is first filled up with noise and,
after the source has been switched off, the energy starts to
decrease. The rate of dissipation gives the reverberation time
of the room. This is therefore not an isolated room. In
steady-state SEA, the sub-systems can receive vibrational en-
ergy and in the same time, they can dissipate the energy as
well as they can exchange energy with neighbor sub-
systems. SEA sub-systems are therefore not isolated systems.

A. Single sub-system

Let us first consider a single sub-system submitted to
input power and dissipated power. This sub-system is as-
sumed to be in steady-state condition, that is, all macroscopic
quantities such as input power, dissipated power, vibrational
energy, vibrational temperature, and entropy are constant in
time. The sub-system is not in thermodynamic equilibrium in
the meaning accepted in the first two sections since a flux of
energy can flow through it. This is the simplest problem in
non-equilibrium thermodynamics.

If the flux is not too important, the sub-system is in local
equilibrium. This means that the relaxation processes inside
the sub-system such as the mixing of rays are more rapid
than the breakdown of equilibrium imposed by sources and
dissipation. This assumption of local equilibrium is impor-
tant since it allows to define a unique vibrational temperature
for the sub-system.

The transfer of vibrational energy by sources and dissi-
pation is therefore a reversible process. At any time,

dS =
�Qi + �Qd

T
, �27�

where �Qi is the vibrational heat supplied by sources to the
sub-system and �Qd is the vibrational heat extracted from the
sub-system by dissipation. This net vibrational heat is the
sum of the gain �Qi and the loss �Qd. Each term is the
product of a power by the infinitesimal time dt,

�Qi = Pidt �28�

for the gain term and

�Qd = − Pddt �29�

for the loss term.
The vibrational entropy may therefore be separated into

two terms: the entropy dSi provided by sources and the en-
tropy dSd consumed by dissipation.

dS = dSi + dSd =
Pi − Pd

T
dt . �30�

The first term dSi is positive, and the sources provide heat to
the sub-system and therefore warm it and increase its en-
tropy. The second term dSd is negative, and the dissipation
extracts heat from the sub-system. This cooling process
makes the entropy to decrease.

In steady-state condition, the power balance reduces to

Pi = Pd, �31�

where Pd=��Ed is the power being dissipated. This simple
equation is the SEA equation in the trivial case of a single
sub-system. Substitution into Eq. �30� gives

dS

dt
= 0. �32�

Thus, any SEA system composed of a single sub-system and
submitted to sources and dissipation has a null production
entropy.

B. Coupled sub-systems

Let us now consider a couple of two adjacent sub-
systems. Once again, the sub-systems are assumed to be in
local equilibrium allowing to define a vibrational tempera-
ture for all sub-systems. But, these vibrational temperatures
T1 and T2 may be different. The conditions under which a
local equilibrium is reached while a global equilibrium is not
is discussed in Ref. 10.

By applying Eq. �4� to sub-system 1, it yields

dS1 =
P1

i − P1
d − P12

T1
dt �33�

and for sub-system 2

dS2 =
P2

i − P2
d + P12

T2
dt . �34�

Entropy is an extensive quantity. Therefore, for the en-
tire system, the entropy dS is at any time the sum of the
entropy of its parts dS1+dS2.

dS =
P1

i − P1
d − P12

T1
dt +

P2
i − P2

d + P12

T2
dt . �35�

This sum may be re-combined into two terms, dS=dSrev

+dSirr. The first term dSrev is the sum of the net entropy
provided by the exchange of vibrational heat with exterior
�sources and dissipation�.
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dSrev =
P1

i − P1
d

T1
dt +

P2
i − P2

d

T2
dt . �36�

This entropy is supplied to the system by a reversible process
since equality �4� applies. The second term,

dSirr = P12� 1

T2
−

1

T1
�dt , �37�

is the entropy created during the exchange of vibrational heat
between the two sub-systems. This term is not related to an
exchange of heat with exterior. This is the entropy created
inside the system by the mixing of vibrational energy. This
entropy is therefore the entropy created by irreversible pro-
cesses.

By substituting Eqs. �1� and �17�

dSirr

dt
= k�12�N1�E1

N1
−

E2

N2
��N2

E2
−

N1

E1
� . �38�

This relationship gives the production rate of entropy at the
interface between two adjacent SEA sub-systems. The right-
hand side can be re-arranged,

dSirr

dt
= k�12�N1

N1N2

E1E2
�E1

N1
−

E2

N2
�2

. �39�

It is now clear that the right-hand side is always positive.
Therefore,

dSirr

dt
 0. �40�

This result generalizes the second principle of thermodynam-
ics to the case of non-equilibrium SEA sub-systems.

The procedure followed to obtain Eq. �38� is similar to
the one adopted in thermodynamics of linear irreversible
processes11 except that the power flow has been substituted
by the correct SEA power flow given in Eq. �1�.

C. Entropy balance

The last question to examine is the following: How to
write an entropy balance for the entire SEA system? Since
the steady-state condition is assumed to apply, the entropy is
constant in time and therefore the production of entropy
dS /dt for the entire system must vanish.

Any sub-system i receives an infinitesimal entropy sup-
plied by sources,

dSi
i =

Pi
i

Ti
dt , �41�

and also loses entropy by dissipation,

dSi
d = −

Pi
d

Ti
dt . �42�

At any interface, the entropy created by the irreversible pro-
cess is

dSij
irr = Pij� 1

Tj
−

1

Ti
�dt . �43�

Now, consider the entire system. Since entropy is an exten-
sive variable, the entropy of the whole system is the sum of
the entropy exchanged with exterior by sub-systems and the
entropy created at interfaces by irreversible processes.

dS = �
i=1

N

dSi
i + dSi

d + �
i�j

dSij
irr. �44�

The last sum runs for i� j since each interface must be
counted only one time. By substituting Eqs. �41�–�43� into
Eq. �44�, it yields

dS

dt
= �

i=1

N
Pi

i − Pi
d

Ti
+ �

i�j

Pij� 1

Tj
−

1

Ti
� . �45�

By splitting the last sum and remarking that Pij =−Pji,

dS

dt
= �

i=1

N
1

Ti
�Pi

i − Pi
d + �

j�i

Pij� . �46�

But the energy balance of any sub-system reads

Pi
i − Pi

d + �
j�i

Pij = 0. �47�

Finally,

dS

dt
= 0. �48�

This is the expected result. It means that there is no produc-
tion of entropy for the entire SEA system. But there is an
exchange of entropy with exterior, which exactly balances
the production of entropy by irreversible processes.

V. CONCLUSION

In this paper, it has been shown that the second principle
of thermodynamics can be stated in the particular context of
SEA. Explicit relationships have been derived for the vibra-
tional entropy of sub-systems and the production of vibra-
tional entropy by irreversible processes at interfaces of sub-
systems. The mixing of vibrational energy of two sub-
systems as well as the exchange of power flow between two
sub-systems always lead to an increase in the entropy.

Beyond the work of Carcaterra6 who demonstrated that
the proportionality of power flow with the difference of
modal energies can be derived from the statistical mechanics,
this study highlights the importance of entropy in SEA. The
thermodynamical analogy on which SEA is based could not
be completed without the introduction of the second prin-
ciple.

In SEA, the study of perfectly isolated sub-systems in
the meaning of classical thermodynamics is of no interest.
Systems of interest are always crossed by a flux of energy
supplied by sources and lost in dissipation process. These
thermodynamic systems are maintained in non-equilibrium
condition by external constraints. But, the diffuse field as-
sumption in SEA requires that all sub-systems remain in
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equilibrium. From this point of view, SEA is therefore the
thermodynamics of linear irreversible processes in vibra-
tional systems.
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The microphone in real ear �MIRE� protocol allows the assessment of hearing protector’s �HPD�
attenuation in situ by measuring the difference between the sound pressure outside and inside the ear
canal behind the HPD. Custom-made earplugs have been designed with an inner bore to insert the
MIRE probe containing two microphones, the reference microphone measuring the sound pressure
outside and the measurement microphone registering the sound pressure behind the HPD. Previous
research on a head and torso simulator reveals a distinct difference, henceforth called transfer
function, between the sound pressure at the MIRE measurement microphone and the sound pressure
of interest at the eardrum. In the current study, similar measurements are carried out on humans with
an extra microphone to measure the sound pressure at the eardrum. The resulting transfer functions
confirm the global frequency dependency found earlier, but also show substantial variability
between the ears with respect to the exact frequency and amplitude of the transfer functions’
extrema. In addition, finite-difference time-domain numerical models of an ear canal with earplug
are developed for each individual ear by including its specific geometrical parameters. This
approach leads to a good resemblance between the simulations and their corresponding
measurements. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075603�

PACS number�s�: 43.50.Hg, 43.66.Vt �BSF� Pages: 1479–1489

I. INTRODUCTION

Several studies clearly indicate that exposure to exces-
sive noise is an important cause of hearing loss �Śliwinska-
Kowalska and Kotylo, 2007�. Furthermore, Tak and Calvert
�2008� estimated that this hearing loss is not seldom induced
by noise exposure during employment. Additionally, noise
damages hearing in an irreversible way, to date irreparable
by pharmacological intervention �Śliwinska-Kowalska and
Kotylo, 2007�.

Therefore, dealing with noise-induced hearing loss
comes down to prevention by lowering the sound level at the
worker’s eardrum. In this regard, individual hearing protec-
tion is often the most feasible solution due to economical and
practical constraints �Arezes and Miguel, 2002�. The Euro-
pean Noise Directive �2003-10-EC� on exposure limit values
also acknowledges the use of hearing protectors at the work
floor by stipulating that the worker’s effective exposure must
take account of the attenuation provided by his hearing pro-
tectors.

However, it seems less advisable to calculate this expo-
sure from the hearing protector’s attenuation reported by the
manufacturer, since the discrepancy between the attenuation
measured in laboratory conditions and the actual protection
offered to the individual user has been well-established
�Franks, 2003; Witt, 2007�.

This issue can be handled by measuring the attenuation
of hearing protectors in situ �Witt, 2007; Casali et al., 1995�.
The usability of any in situ measurement is not only deter-
mined by its accuracy but also by its rapidity and the re-
quired acoustical conditions �Casali et al., 1995�. Among the
different alternatives, the microphone in real ear �MIRE� ap-
proach offers a quick and objective way to evaluate the at-
tenuation �Berger, 2005�.

MIRE testing may be carried out with one or two mi-
crophones. In the single microphone technique, the receiver
is placed in the ear canal during separate, consecutive mea-
surements with and without a hearing protector. Using two
microphones, one is placed inside the ear canal underneath
the hearing protector, and the other measures simultaneously
the sound level outside the ear. Both methods have proved to
be successful with earmuffs, but the application with ear-
plugs often requires extra adaptations �Pääkkönen et al.,a�Electronic mail: annelies.bockstael@ugent.be
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2000�. By contrast, Voix �2006� and others �Berger et al.,
2007� described a custom-made earplug with an inner bore
that allows the insertion of a miniature microphone register-
ing sound pressure levels inside the ear canal behind the
hearing protector. In practice, this microphone is mounted in
a probe that also contains a reference microphone measuring
the sound pressure outside the ear canal �see Fig. 1�.

Since this test design becomes more widespread �Berger
et al., 2007�, a more thorough investigation of the underlying
acoustical mechanisms is needed. A critical point in the ac-
curacy of this measurement technique is the relationship,
henceforth called transfer function, between the sound pres-
sure registered by the MIRE measurement microphone and
the sound pressure of interest at the eardrum. As literature
already suggested �Hammershøi and Møller, 1996; Hellstrom
and Axelsson, 1993�, the sound pressure at the MIRE mea-
surement microphone differs indeed manifestly from the
level registered by a head and torso simulator’s �HATS� mi-
crophone mimicking the human eardrum �Bockstael et al.,
2008�.

Although the thus measured transfer functions appear
stable and reproducible, it is unwise to generalize the results
obtained on a HATS to human subjects without additional
research. Despite the technological progress in the design of
HATS’s �Buck and Dancer, 2007�, these devices are never an
exact replica of the human body’s acoustical features
�Berger, 1986, 2005�. Moreover, the intersubject variation
might also be significant �Hammershøi and Møller, 1996�.

In this paper, the transfer function previously obtained
for the HATS is now also registered for humans by simulta-
neously measuring the sound pressure at the eardrum and at
the MIRE measurement microphone for a sample of volun-
teers.

Furthermore, the influence of the morphology of an in-
dividual’s hearing protector and ear canal on the transfer
function will be assessed using finite-difference time-domain
�FDTD� simulations of the outer ear canal occluded by an
earplug with inner bore, analogous to the earlier developed
numerical simulations for the HATS �Bockstael et al., 2008�.
It will be verified whether numerical FDTD simulations rep-
resenting a specific individual’s occluded ear are able to pro-
vide satisfying correspondence with measured transfer func-

tions. Furthermore, the possible gain in likeness will be
assessed when using personalized numerical models versus
the numerical model of the HATS. Finally, the influence of
different dimensional parameters on the accuracy of the
simulations will be addressed.

II. GENERAL METHODOLOGY

This study has been approved by the Ethical Committee
of the University Hospital of Ghent �Belgium�.

A. Subjects

Nineteen subjects, eleven female and eight male, be-
tween 18 and 48 years old are randomly selected from stu-
dents and employees at Ghent University. Fifteen of them
were inexperienced with respect to hearing protectors; none
of them has a history of otological problems. All participated
voluntarily and signed an informed consent.

Before the actual measurements take place, otoscopy is
carried out and the hearing of the volunteers is tested with
pure-tone audiometry performed by a qualified audiologist in
accordance with the modified Hughson-Westlake technique
�ISO 8253-1, 1989�. This takes place in a sound-proof audio-
metric cabin at the Audiology Center of the Department of
Oto-rhino-laryngology of Ghent University Hospital, using a
regularly calibrated Orbiter 922 audiometer. All subjects
have normal pure-tone hearing thresholds better than 20 dB
HL for octave frequencies between 125 and 8000 Hz �Harrel,
2002�.

Furthermore, the status of the middle ear is verified by
carrying out tympanometry at 226 Hz with a ZODIAC 901
tympanometer of Madsen Electronics. All ears show normal
patterns, suggesting that the reflection of sound at the ear-
drum is not perceptibly influenced by abnormalities of the
eardrum or middle ear �Fowler and Shanks, 2002�.

B. Hearing protector devices

The custom-made earplugs used in this study are made
of hypo-allergic acrylic and have two inner bores �see Fig.
1�, the test bore and a second bore with an adjustable valve
determining the attenuation. Measurements by the Germane
Institute for Occupational Safety and Health �BGIA� follow-
ing the ISO standard �ISO 4869-2, 1994� reveal that an al-
most open valve can offer 25 dB attenuation �single number
rating �SNR�� whereas a completely closed valve reaches a
SNR of 31 dB. The test bore is closed in normal wearing
conditions, but it allows the insertion of a MIRE probe to
measure the hearing protector’s attenuation.

Custom-made earplugs are manufactured for each par-
ticipant on the basis of an impression of the ear canal taken
by a well-trained audiologist. The fitting of each protector is
tested using an attenuation control unit �ACU�. Via the test
bore, this device builds up a pressure of 10 mbars in the
residual part of the ear canal behind the hearing protector. If
this pressure holds stable for 2 s, the fitting of the hearing
protector is considered satisfactory. If not, a new impression
of the ear canal has to be made for a new hearing protector.
This procedure is repeated until each participant has a pair of
perfectly fitting hearing protectors.

FIG. 1. Earplug with two inner bores; one to adjust the attenuation with an
adjustable valve �b� and the other test bore �a� for insertion of the MIRE
probe �c� with measurement �d� and reference �e� microphone. The measure-
ment microphone measures the sound level in the ear canal behind the
hearing protector whereas the reference microphone registers the incoming
sound level.
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III. MEASUREMENT METHODOLOGY

A. Material and measurement setup

All measurements are carried out in an anechoic room to
prevent disturbances from background noise and reflected
sound. They are performed with a laptop PC connected to a
four input channel data acquisition front-end of Brüel &
Kjær �type 3560-C� linking all sound equipment. The signals
from the microphones are registered by the Brüel & Kjær’s
PULSE LABSHOP software version 7.0. Linear averaging is
carried out over 3000 samples and overloads are rejected. In
the frequency range between 0 Hz and 10 kHz, the responses
are spectrally analyzed using fast fourrier transform �FFT�
�6400 points�.

The test stimulus is low pass filtered pink noise with a
cut-off frequency of 12.8 kHz generated on the PC using
PULSE LABSHOP software. The signal is then transmitted via
the front-end and a Pioneer A-607 R direct energy metal-
oxide-semiconductor �MOS� amplifier through a Renkus-
Heinz �model CM 81� loudspeaker. The quality of the sound
generation system is not critical since the sound signal will
be calibrated out in all measurements. The signal is set suf-
ficiently loud to ensure that the lower working sound limit of
each microphone is exceeded. On the other hand, it is also
verified that the test signals are not harmful to the partici-
pants’ hearing.

The MIRE measurements are performed with a probe
containing two Knowles low noise FG-3652 microphones.
The so-called measurement microphone registers via the ear-
plug’s test bore the sound pressure level in the residual part
of the ear canal behind the hearing protector whereas the
reference microphone captures the incoming sound level.
The difference between both levels indicates the noise reduc-
tion offered by the earplug. Previous measurements have
shown that the attenuation of the hearing protector is not
altered by the insertion of the probe �Bockstael et al., 2008�.

Further, a GN ReSound Aurical microphone is used to
measure the sound pressure at the eardrum. This device con-
sists of a flexible silicone tube �outer diameter of 0.85 mm�
to be inserted in the ear canal, connected to an ear piece with
microphone. According to the Aurical’s manual, the tube is
inserted 31 mm in the ear canal for male subjects and 28 mm
for female participants.

Finally, two prepolarized free-field 1 /2 in. microphones
type 4189 �Brüel & Kjær� with preamplifier �type 2669C,
Brüel & Kjær� are used to calibrate unwanted influences out
of the measured transfer functions �see Sec. III B�.

To perform the measurements, the test subject with his
test ear toward the loudspeaker is seated diagonally in front
of the loudspeaker at a distance of 1.61 m and one free-field
microphone is placed symmetrically at the other side. The
height of this free-field microphone is set equal to the height
of the test ear. For this test, the sound incident direction is
less important because Hammershøi and Møller �1996�
showed that the transmission of sound to the eardrum from
any point between the eardrum and a point 6 mm outside the
ear canal can be considered directional independent.

B. Calibration and signal processing

The transfer functions calculated from these measure-
ments should be absolutely independent of the test signal, the
test space, and the microphones’ characteristics. To fulfill
these conditions, several calibration steps are carried out.

The first step takes place while the measurements are
performed. The test setup described previously allows to cal-
culate the frequency response function between, on the one
hand, the MIRE measurement microphone, the MIRE refer-
ence microphone, and the Aurical, and on the other hand, the
free-field microphone, respectively, Hmf

�1�, Hrf
�1�, and Haf

�1�. The
equation for the frequency response function can in general
be written as

Hxy =�Gxy�k�
Gxx�k�

Gyy�k�
G

xy
* �k�

, �1�

where Hxy is the frequency response, Gxx�k� and Gyy�k� are
the autospectra, Gxy�k� is the cross-spectrum, and G

xy
* �k� is

its complex conjugate.
Ideally, the reference microphone would have been

placed very close to the test subject to ensure that all the
microphones receive the same signal. However, the signal of
the free-field microphone was heavily distorted by sound re-
flection from the test subject’s body and therefore it had to be
placed at the opposite direction.

To compensate for a possible inhomogeneous sound dis-
tribution across the anechoic room, a second calibration step
is carried out. The test subject is replaced by the second
free-field microphone at the same height as the subject’s test
ear. The frequency response function �Eq. �1�� is then calcu-
lated between the second free-field microphone and the first
one, the latter placed at its original position. With this trans-
fer function HFf

c , the measured transfer functions Hxf
�1� can be

calibrated using the following expression:

HxF
�2� =

Hxf
�1�

HFf
c , �2�

with x being, respectively, m, r, or a. F stands for the second
reference microphone and f for the first one.

Further, the influence of the different microphone char-
acteristics has to be accounted for. For the MIRE measure-
ment microphone, the MIRE reference microphone and the
Aurical, the frequency response function is measured by sub-
sequently closely mounting these microphone with the sec-
ond free-field microphone placed straight in front of the
loudspeaker. This procedure yields to a calibration function
over the frequency range of interest for each microphone,
namely HxF

c , with x being, respectively, m, r, or a. With this
function the measurements can be corrected yielding to

HxF
�3� =

HxF
�2�

HxF
c . �3�

Measurements of the HxF
c frequency response are re-

peated regularly during the entire test period. The nearly
identical HxF

c responses measured on different test days indi-
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cate that the characteristics of the different microphones are
very stable across time and different environmental condi-
tions.

Finally, the transfer function between the MIRE mea-
surement microphone and the Aurical �Hma� on the one hand
and between the MIRE measurement microphone and the
MIRE reference microphone �Hmr� on the other can be cal-
culated, namely,

Hma =
HmF

�3�

HaF
�3� �4�

and

Hmr =
HmF

�3�

HrF
�3� . �5�

C. Measurement procedure

At the beginning of each test day, the microphones are
calibrated using a 4228 pistonphone from Brül & Kjær.
Otoscopy and 226 Hz tympanometry are carried out for each
test subject to ensure that no indication for outer or middle
ear abnormalities is present. Next, the ability of the test sub-
jects to fit his hearing protector correctly is checked with the
ACU. Finally, the hearing protector is removed from the ear
and the subject is seated with his test ear toward the loud-
speaker as described previously.

The Aurical is inserted at the appropriate depth, 28 mm
for female and 31 mm for male participants, to measure the
sound pressure at the eardrum for the unoccluded ear canal.
Then, the earplug, once with open, once with closed valve, is
placed by the test subject. The MIRE probe is slided at a
fixed depth into the test bore by the investigator. The position
of the probe is visually inspected and contact with the pinna
is avoided as much as possible. In addition, the responses of
both MIRE microphones are also registered with the Aurical
removed from the ear canal. The order of the different mea-
surements is randomized across subjects and the earplugs are
fitted carefully for each test. The investigator always leaves
the anechoic room between the different measurement steps.
After all tests are completed for one ear, the Aurical’s tube is
disinfected.

It is worthwhile realizing that the flexible tube of the
Aurical breaks the seal between hearing protector and ear
canal and hence might lower the earplug’s attenuation. This
is not problematic since the focus of this study lies on the
transfer function between sound pressure at the MIRE mea-
surement microphone and the sound pressure at the eardrum,
which appears to be independent of the earplug’s attenuation
�Bockstael et al., 2008�.

IV. NUMERICAL SIMULATION METHODOLOGY

The sound pressure distribution in an ear canal occluded
by an earplug with two inner bores is numerically simulated
using the FDTD technique. The model used for the individu-
alized simulations is based on the model designed previously

for the HATS. The general features of the simulations are
summarized in Sec. IV A, a more detail description can be
found in Bockstael et al. �2008�.

A. General characteristics

A key factor of the numerical FDTD simulation is that
both pressure p and particle velocity u are discretized in
Cartesian grids. These grids are staggered by shifting the grid
for discretizing u� over half of a grid step, d� /2, in direction
� with respect to the grid chosen for discretizing p. In time,
staggering is obtained by calculating p at t= ldt and u at t
= �l+ 1

2
�dt. The resulting equations

u�
l+1/2�� +

1

2
� = u�

l−1/2�� +
1

2
� −

dt

�0d�
�pl�� + 1� − pl	 ,

�6�

pl+1 = pl − 

�=x,y,z

�0c2dt

d�

· �u�
l+1/2�� +

1

2
� − u�

l+1/2�� −
1

2
�� , �7�

with c the speed of sound and �0 the density of air, allow to
step in time replacing old values by newly calculated ones
without much memory overhead. The brief notation ��+q� is
used to indicate that the value is taken at a point shifted by q
spatial steps d� in the �-direction with respect to the refer-
ence location referred to by indices �i , j ,k�. The first equation
is repeated for �=x, y, and z, where x and y are defined
along the cross-section of the ear canal and z represents the
longitudinal axis.

In the numerical model of the occluded ear, two points
of interest are defined where the sound pressure is registered,
namely, in front of the eardrum and at the end of the test bore
where in reality the MIRE measurement microphone is
placed.

The acoustically important features of the different ma-
terials in the model can be introduced by boundary imped-
ance of the form

Z = j�Z1 + Z0 +
Z−1

j�
, �8�

which can be easily implemented in FDTD �Botteldooren,
1995�. The impedance of the hearing protector’s material is
based on data from Hillström et al. �2000, 2003� and the
impedance of the MIRE measurement microphone terminat-
ing the test bore is derived from Brüel & Kjær �1996�. The
impedance of the ear canal is based on the impedance of
bone �Wit et al., 1987� because the ear canal’s cartilaginous
part is filled by the hearing protector and hence relevant
sound propagation occurs mainly in the ossicular part. For
the influence of the middle and inner ear, the impedance at
the eardrum is calculated from the one-dimensional circuit
model by Kringlebotn �1988� because of the close resem-
blance with experimental results �Farmer-Fedor and Rabbitt,
2002; Voss and Allen, 1994� and in accordance to Hiselius
�2004�. Finally, the surface impedance of the earplug termi-
nating the residual part of ear canal between hearing protec-
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tor and eardrum is not simply set equal to material imped-
ance �Hiselius, 2005�, but measured with an impedance tube
using the two microphone transfer function according to the
ISO standard �ISO 10534-2, 1998�.

In addition, extra attention has been devoted to the
sound field in the earplug’s two inner bores. Since these
bores are very narrow, the effects of viscosity and heat con-
ductivity become potentially important and are therefore in-
cluded in the model.

Eardrum impedance, earplug impedance, and viscother-
mal boundary layers are implemented in FDTD using digital
filters �Bockstael et al., 2008�.

B. Individual characteristics

Some characteristics of the hearing protector and the
outer ear clearly depend on the individual under study, in
contrast with the features described in Sec. IV A. It will be
verified whether this mostly geometrical variation can ex-
plain and predict the interindividual variation of the transfer
functions. Therefore, the most striking features of the hearing
protector that are thought to influence sound propagation are
accurately measured for each earplug and included in the
simulations with a 0.35 mm gridcell size.

First, the length of the test bore and second bore deter-
mining the attenuation is measured with a caliper accurate up
to 0.01 mm.

Second, the end of the earplug toward the eardrum has a
particular shape for each individual. This tip of the hearing
protector is not flat, but forms a very small pit in which the
two inner bores end. The cross-section of this pit is in gen-
eral more or less elliptic, but the length of the major and
minor axis varies, as does the pit’s depth. Moreover, the dis-
tance between the two bores’ terminus differs between sub-
jects, just like their distance to the pit’s edge. Finally, the
width of the acrylic rim around the pit appears to be typical
for each hearing protector. To determine all relevant dimen-
sions of the earplug’s tip, measurements are carried out with
the coordinate-measurement machine VM-250 Nexiv, manu-
factured by Nikon and accurate up to 0.1 �m.

The residual part of the ear canal between hearing pro-
tector and eardrum is for all participants modeled as a
straight tube with uniform cross-section. The length of this
tube is the difference between the length of the hearing pro-
tector and the length of the unoccluded ear canal. The former
is measured with the caliper, and the latter is estimated from
the first maximum of the frequency response of the unoc-
cluded ear �Pickles, 1988�. Finally, the diameter of the ear
canal is based on the earplug’s diameter.

V. STATISTICAL ANALYSIS

The results from the measurements and the simulations
are explored with different statistical techniques which are
discussed in detail in Sec. VI.

VI. RESULTS

A. Measured transfer functions

Figure 2 shows for all ears the transfer function with
open valve between the MIRE measurement microphone and
the Aurical �Hma� which is very similar to the measurements
with closed valve. A positive function value implies that the
MIRE measurement microphone registers a higher sound
pressure level than the Aurical, obviously the opposite is true
for a negative value.

It becomes clear that the majority of all transfer func-
tions has the same global form with a distinct maximum
between 2500 and 3500 Hz and multiple minima above
4500 Hz, with often the most distinct minimum between
4500 and 6500 Hz. This morphology is in accordance with
the transfer function measured on the HATS �Bockstael
et al., 2008�.

Combining the results from both studies leads to the
conclusion that the first maximum in Fig. 2 is most probably
caused by resonance in the test bore, picked up by the MIRE
measurement microphone, but not by the Aurical. Addition-
ally, the most distinct minimum is most likely due to reso-
nances in the residual part of the ear canal behind the hearing
protector, registered by the Aurical but not by the MIRE
measurement microphone.

Despite this common global shape of most transfer func-
tions, the intersubject variability appears to be substantial
with respect to the exact frequency and amplitude of the
extrema.

Within one ear, the measurements with open and closed
valves resemble each other closely for most subjects and
only minor shifts are seen with respect to the frequencies at
which the extrema occur, see, for example, Fig. 3. Minimal
deviations in the first maximum’s frequency might be due to
the position of the MIRE probe in the test bore. Although the
probe is as accurately as possible inserted at a fixed depth,
minor differences in the exact position cannot be excluded.
In a similar way, the position of the earplug in the ear canal
might also slightly differ between measurements, causing
differences in the exact frequency of the minima above
4500 Hz.
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FIG. 2. �Color online� Magnitude of all measured transfer functions be-
tween the MIRE measurement microphone and the Aurical microphone for
earplugs with open valve.
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However, for some participants, the amplitude of the
transfer functions with closed valve tends to be more nega-
tive than with open valve in the higher frequency region
�Fig. 3�. Previous results suggest that this difference is not a
true feature of the transfer functions for different positions of
the valve since they appear to be independent of the applied
attenuation in HATS measurements �Bockstael et al., 2008�.
These results also reveal that the MIRE measurement micro-
phone cannot be held responsible for the observed deviation
since similar aberrations have never systematically occurred
when measuring with the HATS.

Hence, the Aurical microphone seems to register in pro-
portion a higher sound pressure level in the condition with
closed valve to the measurements with open valve. This
might be at least partially caused by sound pressure reaching
the Aurical microphone unwantedly through the walls of the
flexible tube. This sound level becomes potentially important
in the conditions where the sound pressure behind the hear-
ing protector is very low, i.e., for earplugs with closed valve.
This hypothesis is supported by the fact that the effect is
merely seen in the higher frequency range where the attenu-
ation of a passive hearing protector reaches a maximal value.
Therefore, the transfer functions measured with open valve
might be more reliable in the higher frequencies.

To sum up, the close resemblance between the measure-
ments with open and closed valves suggests that the transfer
functions for a particular ear can be registered in consistent
and hence reliable way. Nevertheless, the results also suggest
that errors up to 10 dB can be expected when predicting an
individual’s transfer function from the mean transfer function
measured on a sample of test subjects. More detailed predic-
tion models, for instance, in the form numerical FDTD simu-
lations, are clearly needed.

B. Numerical FDTD simulations

For the ears which measured transfer functions follow
the global trend, the simulated transfer functions are very
similar to the measured ones, an example is given in Fig. 3.
The frequency dependence at the lower frequencies is very
well predicted. As for the amplitude, all the numerical simu-

lations have a constant amplitude of 0 dB whereas most
measurements reach constant values between 0 and 5 dB. It
is experimentally verified that bending the silicone tube can
indeed lower the response of the Aurical microphone up to
5 dB in the lower frequency range. Flexures of the tube
could not be avoided due to the relatively difficult position-
ing of the tube in an ear canal occluded by an earplug, but
the influence of the bends can be clearly identified and hence
the difference between the simulated and measured transfer
function below 1500 Hz is not considered critical.

Further, the frequency and amplitude of the first maxi-
mum are very well approached by the model, as is the fre-
quency of the most distinct minimum between 4500 and
6500 Hz. However, model and measurements tend to differ
in the exact amplitude of this minimum. For frequencies
above 6500 Hz, the numerical model and the measurements
still show resembling frequency dependence but the resem-
blance is decreased compared to the frequency region below
6500 Hz. These findings clearly confirm the results obtained
with the HATS �Bockstael et al., 2008�.

By contrast, for the ears for which the measured transfer
functions clearly differ from the average in shape, the nu-
merical simulations are unable to predict the measured fre-
quency dependence. Hence, the question arises whether the
obtained transfer functions are reliable and the numerical
simulations produce a wrong forecast, or, by contrast,
whether the measured transfer functions are incorrect and
therefore cannot be approached by the numerical model.

Figure 2 shows that all anomalous transfer functions
have a more positive difference between the MIRE measure-
ment microphone and the Aurical, meaning either that the
MIRE measurement microphone registers a higher sound
pressure level or that the Aurical receives a lower level.

Following the first hypothesis, the attenuation derived
from the transfer function between the two MIRE micro-
phones �Hmr� is expected to be lower for the ears with ab-
normal results. However, this is not the case, the ears with
normal transfer functions appear to have a systematically
lower attenuation, especially for the frequencies below
1500 Hz �see Fig. 4�.

To verify whether the observed difference in attenuation
is only due to random error in this sample or whether it can
be generalized, a two-way analysis of variance ��=0.05� is
carried out with ear �left or right� and difference from the
average transfer function in shape �low or high� as fixed
factors and the perceived attenuation below 1500 Hz as de-
pendent variable. Before the results are interpreted, the apt-
ness of the model is checked by looking at the standardized
and studentized residuals �Kutner et al., 2004�. No interac-
tion effect between the factors “ear” and “difference” �P
=0.14� is found; hence the main effects may be interpreted.
No significant difference is found for the attenuation of left
and right ears �P=0.41�. However, the mean attenuation is
clearly higher in the ears with a distinctly different transfer
function �P�0.001�.

From this analysis, it becomes clear that the irregular
transfer functions are not caused by an excessive registration
of the sound pressure by the MIRE measurement micro-
phone but by an underestimation of the sound level by the
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FIG. 3. �Color online� Example of similarity between simulation and mea-
surements for one particular ear: magnitude of the measured transfer func-
tions with open �“open”� and closed �“closed”� valve and magnitude of the
simulated transfer function �‘model’�.
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Aurical. In the frequency range below 1500 Hz, the attenua-
tion is the most sensitive to leakage because lower frequen-
cies are more easily transmitted by the air column between
hearing protector and ear canal �Apfel, 1997�. Hence, the
difference in attenuation suggests that the flexible tube of the
Aurical causes less leakage for ears with deviant transfer
function than for ears with regular ones. This leads to the
assumption that the Aurical’s tube must be more or less
squeezed in the former ears, hindering the transfer of sound
to the Aurical’s microphone, decreasing the finally registered
sound pressure level.

The above reasoning yields to the conclusion that the
aberrant transfer functions do not reflect the true differences
in sound pressure between the MIRE measurement micro-
phone and the eardrum, but are caused by measurement er-
ror. Hence, these results will not be taken into account for
further analysis.

C. Aptness of an individualized model

As described in Sec. IV, the numerical simulations are
on the one hand based on general characteristics of an ear
canal occluded by an earplug �Sec. IV A� and on the other on
a set of parameters unique for each ear �Sec. IV B�. In the
current section, the aptness of an individualized model will
be studied.

For this analysis, the quadratic error is calculated by
squaring the difference between the model and the corre-
sponding measurements. Further, this difference is summed
for the four frequency regions that can be clearly distin-
guished; the lower frequency region between 100 and
1500 Hz where the function has a merely constant value, the
frequency region between 2500 and 4500 Hz which encloses
the first maximum, the region between 4500 and 6500 Hz
where the most distinct minimum is seen, and finally the
frequencies between 6500 and 8000 Hz.

Since the acoustical features of the HATS mimic the
characteristics of an average human body, it might be pos-
sible to approach the transfer function of an individual with
numerical simulations based on the acoustical and geometri-
cal characteristics of a HATS. To find out whether the indi-
vidualization of these geometrical features does enhance the
resemblance between measured and predicted transfer func-
tions, the quadric error between the measurements and, re-
spectively, the individualized model and the model of the
HATS is compared. This is done by separate pairwise tests
for the different ears and the different positions of the valves.
Because of the relatively small sample sizes �less than 20�,
normality tests might be less reliable and hence it is not
always possible to state with sufficient accuracy that the con-
ditions for the paired student t-test are fulfilled. Therefore,
the non-parametric Wilcoxon signed-rank test is also per-
formed �Moore and McCabe, 1999�. For both statistical test,
� is set at 0.05.

These analyses are not carried out for the lowest fre-
quency range because the individualized models and the
model of the HATS have exactly the same constant ampli-
tude around 0 dB.

For the four combinations of right and left test ear with
open and closed valves, the quadric error based on HATS
model seems to exceed the quadric error calculated from the
individualized model. This is illustrated by Fig. 5, depicting
the quadric error for the right ear with open valve.

From Table I it can be seen that both the parametric and
non-parametric analyses consequently yield to a statistically
significant higher quadric error for the majority of the test
situations when the model of the HATS is used �P�0.05�.
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FIG. 4. �Color online� Attenuation below 1500 Hz �mean value and stan-
dard deviation� for ears with a high �“high”� and low difference in shape
�“low”� from the average transfer function.
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FIG. 5. Quadric error for the right ears between the measured transfer func-
tion with open valve and, respectively, the individualized model �“IND”�
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Only the left ears with closed valve fail to give statistically
significant results in the two higher frequency regions �P
�0.05�, possibly due to the smaller amount of data in this
group �Moore and McCabe, 1999�. This analysis yields to
the conclusion that individualized numerical simulations will
in general lead to a more accurate prediction of the transfer
function between the MIRE measurement microphone and
the sound pressure of interest at the eardrum.

Apart from this conclusion, the question also arises
whether the general characteristics of the model are suitable
for both men and women. In particular, different studies state
different conclusions upon the gender dependency of energy
reflectance at the eardrum. Some declare that no statistically
significant differences are found �Johansson and Arlinger,
2003�, while others state the opposite �Feeney and Sanford,
2004�. Possible influence of gender in this study is assessed
by testing the difference in quadric error for men and women
for different ears and different positions of the valve. The
comparison is made for the frequency region between
100 Hz and 1.5 kHz, between 2.5 and 4.5 kHz, between 4.5
and 6.5 kHz, and finally between 6.5 and 8 kHz. For each
separate category, a non-parametric Mann–Whitney test ��
=0.05� is carried out because of the limited dataset �Moore
and McCabe, 1999�. None of the analysis yields to a statis-
tical significant difference between the quadric error for men
and women �P�0.05�; hence from this dataset it seems un-
necessary to provide different male and female general char-
acteristics for the numerical simulations.

D. Influence of geometrical characteristics

A final issue is the possible relationship between the
quadric error and the geometrical parameters. The sound
propagation in ears with more extreme values for certain
geometrical parameters might be more difficult to model cor-
rectly; hence the quadric error between the simulated and the
measured transfer functions might increase.

This question is addressed by drawing scatter plots be-
tween each geometrical characteristic and the quadric error
for the different frequency regions described earlier. No dis-

tinction is made between left and right ears because each ear
has its individual set of parameters. Further, the quadric error
is calculated for both the measurements with open and with
closed valve to include as much information as possible. On
these scatter plots, a polygon that best fits the distribution of
the points is drawn automatically to aid the eye in seeing
important patterns �Wickham, 2008�.

The vast majority of the scatter plots shows randomly
distributed points and hence no relationship between these
particular geometrical variables and the quadric error can be
deduced from this dataset, making further statistical analysis
pointless. However, some plots do reveal a certain correla-
tion between the variable under study and the quadric error
for one or more frequency regions; this relationship is as-
sessed in more detail.

Figure 6 reveals that the quadric error from
2.5 to 4.5 kHz tends to be higher for hearing protectors with
a limited number of 0.35 mm gridcells in the x-direction be-
tween the ear canal’s wall and the starting point of air in the
pit at the end of the hearing protector. This quadric error also
seems to increase slightly with increasing cell numbers.
Comparing the difference in quadric error for ears with a
two-cell rim on the one hand and ears with three and four
cells on the other yields to statistically significant differences
for both the two sample t-test �df =16.115; P=0.012�0.05�
and the Mann–Whitney test �P=0.0071�0.05�. A similar
comparison between the ears with five or more cells and the
ears with three and four cells also leads to statistical signifi-
cant results for the t-test �df =25.016; P=0.012�0.05� and
the Mann–Whitney test �P=0.0085�0.05�.

Although these data have to be interpreted with some
caution because of the possible correlation between the dif-
ferent points, they do seem to confirm the tendencies visible

TABLE I. For the different test situations �left ear with closed valve �L.C.�,
left ear with open valve �L.O.�, right ear with closed valve �R.C.�, and right
ear with open valve �R.O.��, the quadric error between the measurements
and the corresponding individualized model is statistically compared to the
quadric error between measurements and the HATS model. The P-values
from the paired student t-test �upper number� and from the Wilcoxon signed-
rank test �lower number� are tabulated, as is the number of data points
�between brackets�.

2.5–4.5 kHz 4.5–6.5 kHz 6.5–8 kHz

L.C. �13� 0.0003 0.09 0.7
0.0004 0.05 0.3

L.C. �15� 0.002 0.0003 0.04
6�10−05 0.0001 0.04

R.C. �15� 0.0001 0.01 0.01
0.0002 0.008 0.02

R.O. �16� 0.001 0.002 0.0004
3�10−05 9�10−05 0.001
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FIG. 6. Relationship between the quadric error for the frequency region
from 2.5 to 4.5 kHz and the number of cells in the x-direction between the
ear canal and the starting point of air in the pit at the end of the hearing
protector.
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in Fig. 6. This might be explained by the fact that a very
small rim or very large rim implies a more abrupt transition
between the earplug’s inner bore and the ear canal. The
boundary layer theory used in this approach is less suitable
to model the viscothermal effects at more curved edges
�Bockstael et al., 2008�, possibly increasing the difference
between simulations and measurements.

The quadric error for the frequency region between 6.5
and 8 kHz seems less randomly spread for 11 geometrical
parameters, all related to dimensions in the x- or y-direction.
However, the observed trends are in essence introduced by
the left and right ear of one participant apparently having
small cross-sectional characteristics and an enlarged quadric
error in this frequency region. The fact that the aberrant data
belong to one participant somewhat undermines the hypoth-
esis of a causal relationship between the ear canal’s dimen-
sions and the associated quadric error. This idea is further
refuted by the finding that for most parameters more extreme
values are also found for ears with only a limited quadric
error.

VII. DISCUSSION

Hearing protectors are a useful tool in the prevention of
noise-induced hearing loss �Arezes and Miguel, 2002�, pro-
vided that they are worn correctly �Rabinowitz et al., 2007�.
Unfortunately, the actual use of protectors at the workplace is
seldom optimal �Hong et al., 2008�. Feelings of discomfort
are an important reason for this �Hong et al., 2008�, in addi-
tion Abel et al. �1988� showed that the size of the protectors
often does not adequately meet the needs of the consumers.

Custom-made earplugs are by definition adapted to the
individual’s ear canal geometry and are rated higher with
regard to comfort �Hsu et al., 2004�; hence they deserve
extra attention in the prevention of hearing loss due to noise.

An additional advantage is the possibility of drilling a
test bore over the total length of the earplug which can be
used to measure the protector’s attenuation in situ following
the MIRE approach. Field testing might not only bridge the
gap between the laboratory estimate of the attenuation and
the actual protection achieved by the workers; an individual-
ized approach might also improve the results of hearing con-
servation programs �Witt, 2007�.

One important issue in this approach is the difference
between the sound pressure measured by the MIRE measure-
ment microphone and the sound pressure of interest at the
eardrum. This project aims to predict the transfer function of
an individual based on general characteristics of an ear canal
occluded by an earplug and on individual geometry. The ac-
curacy of the FDTD model used for this purpose is verified
by comparing the numerical prediction with measured trans-
fer functions.

The measured transfer functions vary substantial be-
tween themselves, but most of them follow the same global
frequency dependence. This is in accordance with results
from Hammershøi and Møller �1996� who have measured
the sound transmission to the eardrum from the entrance of
the ear canal for different subjects.

As for the measurement equipment, previous research
has shown that the MIRE microphones provide stable and
reliable measurement results �Bockstael et al., 2008�. In ad-
dition, different studies support the measurement procedure
with the Aurical microphone. Hellstrom and Axelsson �1993�
demonstrated that the miniature microphone with a probe
tube attached is useful for sound measurements in the outer
ear canal. Their results indicate that a probe tube with a
larger outer diameter than the tube in this study, respectively,
1.5 and 0.85 mm, has negligible influence on the sound pres-
sure in front of the eardrum. Moreover, this study’s registra-
tion point close to the tympanic membrane induces least er-
rors in the case of small movements of the probe tube
�Hellstrom and Axelsson, 1993�. Finally, the generalization
of sound pressure in front of the entire eardrum from the
sound transmitted by the probe tube seems justified. Koike
et al. �2002� demonstrated that the distribution of pressure in
front of the eardrum is almost uniform at 0.1 kHz and at
7 kHz differences are within a 2-dB-range.

In general, the numerical approach seems to predict the
measured frequency dependence quite accurately, all the
more because the transfer functions that clearly deviate both
from their model and the global trend are most likely due to
experimental error and do not depict a true transfer function
between MIRE measurement microphone and eardrum �see
Sec. VI A�. In the frequency region below 5500 Hz, mea-
sured and simulated transfer functions resemble each other
closely. Above this frequency, the numerical simulations still
follow the trend of the measurements, but differences in am-
plitude increase.

It is indeed possible that the numerical model is less
accurate for higher frequencies. In the current approach, the
outer ear canal is modeled as a straight tube with uniform
cross-section, whereas in reality the ear canal is bended with
variable diameter �Koike et al., 2002�. The bended character
is less important in this project because the cartilaginous part
is merely filled with the hearing protector and the second
bend marks the start of the transition between this part and
the ossicular canal �Dillon, 2001�. Still, variation in cross-
section might influence the transfer function in the higher
frequencies �Koike et al., 2002�. In addition, the vibration of
the tympanic membrane becomes more complex with in-
creasing frequency and clearly differs from the relatively
simple low-frequency pattern for frequencies higher than
5000 Hz �Tonndorf and Khanna, 1972�.

Besides these considerations, the question arises whether
it is actually possible to approach the true transfer function
correctly in this higher frequency region. Leaving aside the
small intrasubject variability �Hellstrom and Axelsson, 1993�
and measurement difficulties for high attenuation values
�Sec. IV A�, even very small variations in the position of the
earplug may distinctly alter the frequency response of the ear
canal’s residual part, changing the appearance of the transfer
function for frequencies above 4500 Hz. Berger et al. �2007�
also described the issue of increasing variability with in-
creasing frequency when measuring hearing protector’s at-
tenuation.

Some characteristics of the numerical simulations are
common for all subjects and based on the model for a HATS
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�Bockstael et al., 2008�, for instance, the impedance defining
the ossicular part of the ear canal. Since none of the partici-
pants has a history of otological problems and none of the
audiological tests reveals any abnormalities, it seems correct
to apply the impedance of bone in all cases.

Further, the same model for the impedance at the ear-
drum has been used for the different simulations because all
subjects have normal tympanometric results. As discussed in
Sec. 4 C, some studies have found small gender differences
in middle ear impedance. However, in this study, the quadric
error between measurements and simulations does not differ
significantly between men and women, suggesting that for
this application the model of the eardrum impedance is ad-
equate for both genders. A similar discussion exists upon the
influence of age on the characteristics of the middle ear
�Feeney and Sanford, 2004�. Since the possible aging effect
is mostly suspected for elderly subjects, it does not seem
critical for this model designed for the working population.

The individualized features of the model are based on
specific geometrical dimensions of each ear and hearing pro-
tector. The comparisons between the quadric error for the
measurements and both the HATS model and the individual-
ized model reveal that the individualized approach matches
the measurements better and therefore appears to be advis-
able. Moreover, the models seem suitable for a considerable
range of possible values for the vast majority of geometrical
characteristics.

The satisfying concordance between the numerical ap-
proach and the registered transfer functions clearly shows
that the transfer function between MIRE microphone and
eardrum might be accurately predicted using this FDTD
model. Further research will be undertaken to implement this
approach in practice.

VIII. CONCLUSION

Measurements on human subject reveal an apparent dif-
ference between the sound pressure measured by the MIRE
measurement microphone and the sound pressure of interest
at the eardrum. For an individual ear, these transfer functions
appear to be stable and reproducible. Moreover, the majority
of the transfer functions shows a frequency dependency simi-
lar to previous measurements on a HATS. This yields to the
conclusion that characteristics common to most transfer
functions can be explained by similar acoustical phenomena.
Distinct aberrations from the average in shape are traced
down to experimental error.

Despite the similar frequency dependency, substantial
intersubject variation is seen with respect to the the exact
frequency and amplitude of the extrema. However, the mea-
sured transfer function of an individual ear can be accurately
predicted by FDTD simulations. The numerical models are
on the one hand based on general acoustical properties of an
ear canal occluded by an earplug with two inner bores and on
the other on individual geometrical parameters. The general
features of the model appear to be suitable for both men and
women. The introduction of individualized characteristics
clearly enhances the similarity between measurements and

simulations. Furthermore, the numerical model can handle a
wide range of values for the vast majority of the included
geometrical parameters.

Further research should be dedicated to the practical
implementation of the numerical model.
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A method is developed to obtain the normal incidence sound transmission loss of noise control
elements used in piping systems from upstream surface impedance measurements only. The noise
control element may be a small material specimen in an impedance tube, a sealing part in an
automotive hollow body network, an expansion chamber, a resonator, or a muffler. The
developments are based on a transfer matrix �four-pole� representation of the noise control element
and on the assumption that only plane waves propagate upstream and downstream the element. No
assumptions are made on its boundary conditions, dimensions, shape, and material properties �i.e.,
the element may be symmetrical or not along its thickness, homogeneous or not, isotropic or not�.
One-load and two-load procedures are also proposed to identify the transfer matrix coefficients
needed to obtain the true transmission loss of the tested element. The method can be used with a
classical two-microphone impedance tube setup �i.e., no additional downstream tube and
downstream acoustical measurements�. The method is tested on three different noise control
elements: two impedance tube multilayered specimens and one expansion chamber. The results
found using the developed method are validated using numerical simulations.
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I. INTRODUCTION

One important global acoustic indicator to evaluate the
noise insulation properties of noise control elements used in
piping systems �e.g., expanding sealing parts in automotive
hollow body networks, small material specimens in an im-
pedance tube, expansion chambers, resonators, and mufflers�
is the normal sound transmission loss �nSTL�. It is generally
measured by placing the element to test between an upstream
tube and a downstream tube, where only plane acoustic
waves propagate—see Fig. 1. Based on this general setup,
with proper acoustic measurements in both tubes and differ-
ent termination conditions, methods were developed to de-
duce the nSTL. Two classes of methods have been developed
to measure this nSTL: the wave field decomposition
methods1–6 and the four-pole �transfer matrix� methods.6–10

The common denominator to these methods is that they all
require acoustic measurements in an upstream tube and a
downstream tube. When considering a perfectly anechoic ter-
mination, only three microphone positions are required �two
in the upstream tube and one in the downstream tube�. Since
such an end condition is difficult to obtain experimentally,
these methods generally use four-microphone positions �two
in both tubes�. Consequently, compared to the standard im-
pedance tube setup, where only an upstream tube with two
microphones is required, a tube extension �i.e., the down-
stream tube� with one or two microphones needs to be added
to apply the aforementioned methods.

With a view to use directly the standard impedance tube
setup and to limit the number of measuring points to 2, a
method is developed. This method, referred as the upstream
surface impedance �USI� method, theoretically yields the ex-
act nSTL. It uses the classical impedance tube shown in Fig.
1�a� and the standard two-microphone technique.11,12 Unlike
existing methods, the USI method does not require the addi-
tional downstream tube and microphones shown in Fig. 1�b�.
Compared to other existing methods, the proposed method
only uses two upstream microphones with a total of 6 micro-
phone signals. This is 2 signals less than the exact four-
microphone two-load4,10 and two-source7 methods for gen-
eral asymmetric elements �other four-microphone methods
requiring less than 8 microphone signals are not, strictly
speaking, exact for asymmetric elements, though they may
yield good evaluation of nSTL�.

II. THEORY

A. Surface impedance of a multilayer

To introduce the method, the multilayer depicted in Fig.
2 is used. In this figure, four acoustic waves propagating
outside the multilayer are defined: two x-positive propagat-
ing plane waves, A and C, and two x-negative propagating
plane waves, B and D. Assuming an anechoic termination on
the downstream side, wave D vanishes, and wave C becomes
equal to the sound transmission coefficient �. For all other
types of termination, wave C is the sum of the transmission
coefficient and an infinite number of back reflected waves
between the termination and the multilayer. For the
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raymond.panneton@usherbrooke.ca
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multilayer in Fig. 2, Dun and Davern13 showed that the
acoustic surface impedance in front of the ith layer is given
by

Zi = Wi
Zi−1 coth �iLi + Wi

Zi−1 + Wi coth �iLi
, �1�

where Wi, �i, and Li are the characteristic impedance, propa-
gation constant, and thickness of the ith medium. From this
equation, it can be shown that the surface impedance in front
of the multilayer can always be expressed in the form

Zn =
�1Zend + �2

Zend + �3
, �2�

where Zend is the surface impedance of the termination, and
the zeta coefficients are impedance parameters. They will be
discussed later on. If the termination is a plenum of air
backed by a rigid wall

Zend = �0c0 coth jk0L0, �3�

where �0, c0, and k0 are the density, sound speed, and wave
number in the air at rest. If the termination is a perfectly
reflecting hard wall, Zend=� and Eq. �2� reduces to Zn=�1.

B. Transfer matrix representation of a noise control
element

1. Arbitrary end termination surface impedance

Assuming the previous multilayer or another noise con-
trol element is modeled using a global transfer matrix T and
the acoustic excitation comes from the left-hand side �i.e.,

wave A�, the acoustic pressures �pa and pb� and velocities �ua

and ub� at points a and b are related by the transfer matrix �or
four-pole� relation

�pa

ua
� = �T11 T12

T21 T22
��pb

ub
� , �4�

where Tij are the coefficients of the global transfer matrix T.
Defining the zeta coefficients

�1 =
T11

T21
, �2 =

T12

T21
, �3 =

T22

T21
, �5�

Eq. �4� is rewritten as

�pa

ua
� = T21��1 �2

1 �3
��pb

ub
� . �6�

Dividing the first equation in Eq. �6� by its second one yields
the surface impedance at point a

Za =
pa

ua
=

�1Zend + �2

Zend + �3
, �7�

where Zend= pb /ub is the surface impedance of the end termi-
nation. One can note that Eq. �7� is identical to the general
form given in Eq. �2� for a multilayer.

Now, if the excitation comes from the right-hand side
�i.e., wave D� and the end termination is placed on the left-
hand side, the relation between acoustic pressures and ve-
locities at points a and b is given by �the same coordinate
system is used�

�pb

ub
−� = �T11 T12

T21 T22
�−1�pa

ua
−� . �8�

Due to the vectorial nature of the velocity, the superscript
“�” indicates that the excitation is, this time, along the nega-
tive x-direction. Consequently, to be consistent with the co-
ordinate system, if the noise control element is inverted in-
stead of inverting excitation and termination, one would find
that u− can be changed by −u. Taking this change into ac-
count and using the zeta coefficients, Eq. �8� can be rewritten
as

�pb

ub
� =

T21

det�T���3 �2

1 �1
��pa

ua
� . �9�

In this case, the surface impedance at point b is given by

Zb =
pb

ub
=

�3Zend + �2

Zend + �1
, �10�

where the surface impedance of the end termination placed
on the left-hand side is now given by Zend= pa /ua. Again, Eq.
�10� is of the form given by Eq. �2� for a multilayer. Com-
pared to Eq. �7�, �1 and �3 have been permuted. For a noise
control element that is symmetrical along its thickness, T11

=T22 and, consequently, �1=�3 and Za=Zb.

2. Rigid end termination and meaning of �1 and �3

With a rigid end termination �i.e., Zend=��, one easily
deduces from Eqs. �7� and �10� that �1 and �3 are the surface
impedance of the direct and inverted mounting configura-

A
B

µ1 µ2

A
B

µ1 µ2

element to test

C
D

µ3 µ4

end
anechoic
rigid
known impedance
unknown impedance

⎧
⎪⎪
⎨
⎪
⎪⎩

(a)

(b)

FIG. 1. �a� Standard two-microphone impedance tube �e.g., the BK 4206
impedance tube�. �b� Typical transmission tube with 3 or 4 microphones
�e.g., the BK 4206 T transmission loss tube�.

A

B

n i 1

D

C
a b

Zn Zi Z1 Z0=Zend
x

upstream downstream

0 H

FIG. 2. General multilayered system backed by arbitrary surface impedance
�Zend�. In the direct mounting configuration, incident wave A impinges the
medium on face a.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Raymond Panneton: Transmission loss by surface impedance 1491



tions, respectively. The direct configuration is when face a is
facing the excitation �wave A� at x=0 and face b is lying on
the end termination at x=H �i.e., the configuration shown in
Fig. 2�. The inverted configuration is when face b is now
facing the excitation �wave A� at x=0 and face a is lying on
the end termination at x=H. Both impedances can be directly
measured using a typical impedance tube following ASTM
E1050-98 or ISO 10534-2:1998 standards.11,12

3. Anechoic end termination and transmission loss

With the excitation coming from the left-hand side and
an anechoic end termination �i.e., Zend=�0c0�, wave D van-
ishes, and the pressures and velocities at points a and b �re-
spectively, at x=0 and x=H� become

pa = A�1 + R��, pb = A�e−jk0H,

ua =
A

�0c0
�1 − R��, ub =

A�

�0c0
e−jk0H, �11�

where �=C /A is the transmission coefficient in the positive
x-direction, and R�=B /A is the reflection coefficient at point
a. Using Eq. �11�, Eq. �6� is rewritten as

	1 + R�

1 − R�

�0c0

 = T21��1 �2

1 �3
�	 1

1

�0c0

�e−jk0H. �12�

Similarly, for the inverted configuration, one finds

	1 + R��

1 − R��

�0c0

 =

T21

det�T���3 �2

1 �1
�	 1

1

�0c0

��e−jk0H, �13�

where �� and R�� are the transmission coefficient and reflec-
tion coefficient in the inverted configuration.

From Eqs. �12� and �13�, the reflection coefficients of
the direct and inverted mounting configurations of the noise
control element can be written, respectively, as

1 + R� = 2

�1 +
�2

�0c0

�1 + �3 +
�2

�0c0
+ �0c0

�14�

and

1 + R�� = 2

�3 +
�2

�0c0

�1 + �3 +
�2

�0c0
+ �0c0

. �15�

In general, the noise control element is not symmetrical �i.e.,
Za�Zb�. In this case, R�� �R�, and T11�T22. However, in-
voking the principle of reciprocity14 �if nonlinear acoustic
response is not considered�, the transmission coefficients are
equal, ��=�. Consequently, dividing the first equation in Eq.
�12� by the first equation of Eq. �13�, and using Eqs. �14� and
�15�, one shows

det�T� = 1 �16�

and

T21
2 =

1

�1�3 − �2
. �17�

Taking into account these results, Eq. �12� or Eq. �13� leads
to the transmission coefficient

� =
2��1�3 − �2

�1 +
�2

�0c0
+ �3 + �0c0

ejk0H �18�

or in terms of the Tij coefficients

� =
2ejk0H

T11 +
T12

�0c0
+ �0c0T21 + T22

. �19�

Here, one needs to select the proper sign for the root. This is
not straightforward; it depends on the phase to unwrap it
correctly. However, using the nSTL, this difficulty is over-
come since only the absolute value of the transmission coef-
ficient is used. The nSTL is defined as

nSTL = − 10 log10���2. �20�

This equation, together with the definition of � in Eq. �19�, is
identical to Eq. �7� in the original paper by Lung and Doige4

on the two-load four-microphone method.

4. Meaning of �2

To try giving a physical interpretation of �2, Eq. �18� can
be rewritten as

� = 2j

�1 −
�1�3

�2

�1 + �3

��2

+
��2

�0c0
+

�0c0

��2

ejk0H. �21�

For a single symmetrical homogeneous isotropic rigid porous
layer of thickness H, one can show from Ref. 8 that the
transmission coefficient is given by

� = 2j
�1 − coth2 �H

2 coth �H +
W

�0c0
+

�0c0

W

ejk0H, �22�

where W and � are the characteristic impedance and propa-
gation constant of the porous layer. Comparing Eqs. �21� and
�22�, one can conclude that for a general noise control ele-
ment, �2 can be seen as the square of its “equivalent” char-
acteristic impedance.

III. TEST PROCEDURES

A. One-load procedure

Figure 3 shows a typical test procedure to use with the
standard two-microphone impedance tube technique.11,12 It
consists in three surface impedance measurements performed
on the element to test. The first measurement is performed on
the direct mounting configuration; the element to test is
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backed by the rigid wall, and face a is facing the excitation.
The second measurement is performed on the inverted
mounting configuration; face b is now facing the excitation.
As explained in Sec. II B 2, these two measurements directly
give surface impedances �1 and �3, respectively. The third
measurement gives the surface impedance Zs. It is performed
on the direct mounting configuration backed by a load of
known surface impedance Zend. The load may be an addi-
tional plenum of air, an anechoic termination, or another type
of nonrigid termination �e.g., termination with an absorbing
layer�. Its surface impedance may be measured or, for simple
terminations, analytically computed; this is the case for a
plenum of air and a perfectly anechoic termination, where
their Zend are analytically given by Eq. �3� and �0c0, respec-
tively. From the previously measured surface impedances,
the only remaining unknown coefficient, �2, is found using
Eq. �2�:

�2 = Zs�Zend + �3� − �1Zend. �23�

Now, the zeta coefficients being known, Eqs. �18� and �20�
can be used to evaluate the nSTL. Also, using Eq. �17� and
the relations given in Eq. �5�, the global transfer matrix T
can be built.

B. Three-load procedure

Another method to evaluate the three zeta coefficients,
without inverting the element to test, is to measure the nor-
mal surface impedance of the element for three different
loads of known surface impedances Zend

�1� , Zend
�2� , and Zend

�3� .

These three measurements yield Zs
�1�, Zs

�2�, and Zs
�3�, respec-

tively. The loads may be air cavities, a rigid end, an anechoic
end, or another type of conditions. Again, as discussed in the
previous paragraph, their respective surface impedance may
be measured or, for simple terminations, analytically com-
puted. With these results, one builds the linear system

Zend
�1� 1 − Zs

�1�

Zend
�2� 1 − Zs

�2�

Zend
�3� 1 − Zs

�3� �	
�1

�2

�3

 = 	Zs

�1�Zend
�1�

Zs
�2�Zend

�2�

Zs
�3�Zend

�3� 
 . �24�

Solving this linear system yields the zeta coefficients, and
the global transfer matrix and nSTL can be computed. It is
worth mentioning that one can also perform more than three
tests �i.e., the minimum number of tests to solve for �1, �2,
and �3�. In this case, the system in Eq. �24� would be over-
determined, and the system could be solved in a least squares
sense; this could be helpful to minimize the effects of ran-
dom noise during measurements.

IV. NUMERICAL APPLICATIONS

To validate the theoretical developments �Sec. II� and
the proposed impedance tube test procedures �Sec. III�, three
numerical applications are investigated, see Fig. 4. The first
application deals with a clamped double-layer made up from
two poroelastic open-cell foams. The second application
deals with a clamped plate-foam system. The third applica-
tion deals with an expansion chamber. All these elements are
non-symmetric along their thickness, circular, and clamped
to the wall of the tube �i.e., no axial motion at the wall of the
tube�. The tube is 45-mm in diameter. The material proper-
ties and dimensions of these three elements are given in
Table I. Note that due to their clamped conditions, the double
poroelastic layer and the plate-foam system could not be ana-
lytically modeled using the classical transfer matrix
approach.14 In fact, the classical transfer matrix approach
supposes infinite lateral dimensions.15

With a view to validate the theoretical developments, the
impedance tube applications shown in Fig. 4 will be simu-
lated numerically using an axi-symmetrical finite element
method; this will allow eliminating uncontrollable param-
eters and uncertainties inherent to experimentations. The

0

0

µ1 µ2

a

0 ab

ba

Zend

b

Sound source Element to test

(a)

(b)

(c)

FIG. 3. Test configurations for the USI method. �a� Direct mounting con-
figuration with hard backing. �b� Inverted mounting configuration with hard
backing. �c� Direct mounting configuration with arbitrary load Zend.

0

0

µ1 µ2

a

ba

Zend

b

a b

a) Clamped Foam 1 – Foam 2 double-layer

b) Clamped Plate – Foam 2 system

c) Expansion chamber (solid part is motionless) Zend

Zend

FIG. 4. �Color online� Tested configurations in a circular impedance tube of
45-mm in diameter. The dashed line represents the element to test with its
optional air plenums.
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used axi-symmetrical finite element models are shown in
Fig. 5. While typical acoustical and solid finite elements will
be used to model the air and the plate, respectively, the
foams will be modeled using poroelastic finite elements.16

Also, to take into account the viscous and thermal losses in
the narrow tubes of the expansion chamber, the effective
properties of the air in the narrow tubes will be computed
using a cylindrical pore model. Using commercially avail-
able acoustic softwares, a single pore can be modeled as an
equivalent fluid14 with the properties given in Table I �note
that we have not taken into account any restriction effects
that would virtually increase the tortuosity or effective length
of the pores�.

To simulate a normal incidence excitation, a unit pres-
sure will be applied on the source side. The end condition
will be simulated using an additional fluid layer �for an air

cavity backing�, a bonded condition �for a rigid termination�,
or a �0c0 impedance condition �for an anechoic termination�.
Once the finite element models will be solved for frequencies
between 100 to 4000 Hz, the pressures at microphones �1

and �2 will be used to apply the standard two-microphone
technique11,12 to deduce the surface impedance at x=0. Note
that in the finite element model the element to test may in-
clude air plenums before and after the basic element to test.
The use of such additional air plenums will be discussed
below.

Finally, the results obtained with the proposed USI pro-
cedures will be compared to expected nSTL results. These
expected results are also obtained from axi-symmetrical fi-
nite element simulations. The elements to test are modeled as
previously discussed. They are placed between two axi-
symmetrical waveguides of length equal to their diameter
�this ensures only plane waves to propagate at both ends�. At
one end, a plane wave excitation is imposed. At the other
end, an anechoic termination is imposed. The transmission
coefficient is computed from the ratio between the transmit-
ted sound power and the incident sound power. The transmit-
ted and incident sound powers are numerically computed at
the anechoic end and the excited end, respectively. From the
transmission coefficient, Eq. �20� is used to deduce the
nSTL.

A. Double-layer poroelastic system

The results for the double-layer poroelastic configura-
tion using the developed USI method are shown in Fig. 6. In
Fig. 6�a�, the one-load procedure is used on the element to
test with and without additional 1-mm-thick air plenums be-
fore and after the double-layer. Here, the load is a 20-mm air
cavity �note that similar results are obtained with another
cavity thickness or with an anechoic load�. As shown, when
no air plenums are used, some discrepancies occur compared
to the expected nSTL. This is due to the fact that the vibrat-
ing elastic frame of the material is in contact with the rigid

TABLE I. Physical and elastic properties of the materials used for the simulations.

Foam 1 Foam 2
�2 mm
pore 1

�5 mm
pore 2 Plate Units

Open
porosity

0.97 0.98 1 1 ¯

Static airflow
resistivity

87 000 11 500 147 24 ¯ N s /m4

Tortuosity 2.52 1.03 1 1 ¯

Viscous
characteristic

dimension

37	10−3 90	10−3 1 2.5 ¯ mm

Thermal
characteristic

dimension

119	10−3 180	10−3 1 2.5 ¯ mm

Bulk density 31 9 ¯ ¯ 2742 kg /m3

Young’s
modulus

143 000 160 000 ¯ ¯ 69	109 Pa

Poisson’s
ratio

0.3 0.33 ¯ ¯ 0.33

Loss factor 0.055 0.04 ¯ ¯ 0.007
Thickness 25 50 50 50 0.6 mm

x
25 mm 45 mm Zend

1 Pa

6th order
fluid elements

6th order
poroelastic

or solid elements

6th order
poroelastic

elements

6th order
fluid

elements

6th order
equivalent

fluid elements

Zend

1 Pa

Air plenum Air plenumpore 1

µ1 µ2

0

a) Foam1�Foam2 or Plate�Foam2 finite element model (direct configuration shown)

b) Expansion chamber finite element model (direct configuration shown)

pore 2

Element to test (with or without the air plenums)

AirAir

a b

a b

FIG. 5. Axi-symmetrical finite element models for the tested applications.
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wall backing. In this case, the elastic compression wave is
more excited than in a transmission loss situation �i.e., with
an air backing and not with a rigid backing�. Adding only
1-mm-thick air plenums before and after the double-layer
solves the problem.

In the case of the three-load procedure, see Fig. 6�b�, if
one of the three loads is the rigid wall condition directly
applied on the double poroelastic layer, the method fails for
the same reasons than previously discussed. To solve the
problem, each of the three loads should start with air �e.g.,
air cavities and anechoic termination�.

B. Plate-foam 2 system

For the second application, with a view to minimize the
effect of the rigid backing on the vibration behavior of the
element to test, the 1-mm air plenums are added before and
after the plate-foam configuration. For the USI one-load
method, using a 20-mm cavity of air or an anechoic termi-
nation for the load yields the results shown in Fig. 7�a�.
Here, two different tests were done. The first one is when the
plate-foam sequence is considered to be the direct configu-
ration. The second is when the foam-plate sequence is the
direct configuration. Theoretically, similar results should be
obtained. This is what is almost observed on Fig. 7�a�. How-
ever, a zoom in the range 3000–4000 Hz shows a small
discrepancy between the foam-plate sequence and the ex-
pected result, see Fig. 7�b�. This is due to the fact that in this

foam-plate direct configuration sequence, the second surface
impedance measurement—as per Fig. 3—is done on the
foam-plate sequence backed by a rigid end. Even if 1-mm
plenums were added before and after the foam-plate system,
the effect of the backing on the longitudinal compression
elastic wave is still apparent. This may be explained by the
high compression stiffness of the thin 1-mm air layer. To
reduce this effect, thicker air plenums are suggested. For
instance, using 10-mm air plenums before and after the ele-
ment to test almost eliminates this effect, as shown in Fig.
7�b�.

In the case of the USI three-load method, see Fig. 7�c�,
both sequences �plate-foam or foam-plate� yield similar re-
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FIG. 6. nSTL of the foam 1-foam 2 system. Comparison between the ex-
pected nSTL and the developed method �USI�. �a� One-load procedure.
�b� Three-load procedure.
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FIG. 7. nSTL of the plate-foam 2 system. Comparison between the expected
nSTL and the developed method �USI�. ��a� and �b�� One-load procedure.
�c� Three-load procedure.
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sults. Also, it is worth mentioning that for the three-load
method, the additional air plenums are not required since the
rigid backing condition is never applied directly on the vi-
brating element to test; in fact, three cavities of air are used
for the three loads �note that one of these cavities can also be
replaced by the anechoic load to yield the same results�.

C. Expansion chamber

For the third application and for the USI one-load
method, the expansion chamber is tested without additional
air plenums, with 1-mm air plenums and with 10-mm air
plenums. The results are shown in Fig. 8�a�. The used load is
a 20-mm cavity of air �note that similar results are obtained

with another cavity thickness or the anechoic termination�.
Even if in this case the solid part is motionless �no elastic
vibration� compared to the previous applications, one can
note that the air plenums before and after the expansion
chamber are still necessary, the 10-mm air plenums yielding
better results than the 1-mm air plenums. This may be ex-
plained by the reasons exposed for the previous applications.
To be cautious, one could use air plenums equal to the radius
of the impedance tube—see improvements in Fig. 8�b� with
22.5-mm plenums.

In the case of the USI three-load method, the results are
presented in Fig. 8�c�. Here, the three loads are three cavities
of 10-, 20-, and 30-mm-thick. The cases without and with
22.5-mm air plenums before and after the expansion cham-
ber are shown. Both cases yield the expected nSTL.

V. DISCUSSION AND CONCLUSION

A method to measure the nSTL with USI measurements
was developed. For this so-called USI method, two proce-
dures were proposed to retrieve the nSTL. The first one, the
one-load procedure, requires a maximum of four successive
surface impedance measurements: one on the direct mount-
ing configuration backed by a rigid wall, one on the inverted
mounting configuration backed by a rigid wall, one on the
direct mounting configuration backed by a given load, and
one on the load only. The latter measurement is not required
if the surface impedance of the load is known �from previous
measurements or from an analytical model�. The second pro-
cedure is the three-load procedure. It requires a maximum of
six successive surface impedance measurements: three on the
direct mounting configuration backed by three different
loads, respectively, and one on each three loads. Again, the
latter three measurements are not required if the surface im-
pedances of the loads are known.

To validate the theoretical developments of the USI one-
load and three-load methods, three numerical applications
based on the finite element method were studied: the double
poroelastic layer, the plate-foam system, and the expansion
chamber element. The results obtained have shown the va-
lidity of the theoretical developments. However, and mainly
for the USI one-load method, some precautions have been
highlighted to ensure the element to test is placed in a trans-
mission loss situation. It means that the element to test
should be sandwiched between air plenums, as shown in Fig.
4, to fall exactly on the expected nSTL. Then, the new ele-
ment to test is the basic element sandwiched between air
plenums. Since the transmission loss of a small plenum of air
is approximately equal to zero, the nSTL of the whole con-
figuration is practically equal to the nSTL of the element
alone. However, if one needs a very accurate evaluation of
the transmission coefficient or the global transfer matrix el-
ements, one could subtract the effect of the plenums by pre-
multiplying and postmultiplying the found transfer matrix by
the inverse of the analytically computed transfer matrix of
the air plenums. Finally, the air plenums to add may be as
thin as 1-mm when dealing with low resistive or permeable
elements, but for high resistive or impervious elements, the
plenums must be thicker to reduce the rigidity of the air
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FIG. 8. nSTL of the expansion chamber. Comparison between the expected
nSTL and the developed method �USI�. ��a� and �b�� One-load procedure.
�c� Three-load procedure.
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plenum behind the element. To be cautious, the thickness of
the air plenums could be set equal to the radius of the tube.

To ensure the experimental feasibility of the presented
method and its optimal use conditions �load conditions,
thickness of the air plenums, and digital data processing�, a
number of experiments on different noise control elements
are yet to be investigated. However, the good numerical vali-
dations presented in this paper motivate one to go further in
this investigation. Also, further works should address the
possibility to extend the USI method to free-field measure-
ments and to take into account an airflow which is important
for some noise control elements such as mufflers.
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With the aim of quantifying sound-field uniformity in spaces of relatively low volume, four different
configurations in terms of acoustic treatment and sound-field diffuseness were constructed and
tested. In a diffuse sound field, reflections are not strongly correlated both to the original sound and
to earlier reflections. The degree of correlation is embedded in the impulse response structure, but
is not trivial to identify. The room impulse responses exhibit self-similarity and therefore may be
treated as multifractal signals characterized by a singularity spectrum. The singularity spectrum
contains a wealth of information about the acoustic field established in the room. The width of the
singularity spectrum, in particular, is directly related to the complexity of the impulse response
structure. The uniformity of the sound field in the room can be evaluated by examining the variation
of the singularity spectra with position. A new definition for sound field diffuseness is given that is
not based on the concept of the energy density. The proposed method is simple to apply, statistically
robust, and provides a measure of diffusion independent of the room reverberation.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075560�

PACS number�s�: 43.55.Br �NX� Pages: 1498–1505

I. INTRODUCTION

The role of diffusion in auditorium acoustics has been
acknowledged by many authors; see, for example, Ref. 1. A
sound field is said to be perfectly diffuse if at any moment
the sound energy density is uniform in the whole volume and
if at any point the energy flow is the same at all directions.2

This is an ideal situation, which a sound field may approach
more or less closely. The problem with sound-field diffuse-
ness is that no satisfactory test procedure for its measurement
exists, although many suggestions and attempts have been
made in the past years. Most of the work done was carried
out in order to quantify the sound-field uniformity in rever-
beration chambers for absorption measurements.3,4 Very little
work aimed specifically at examining the sound-field struc-
ture in small rooms, such as studio control rooms. In this
context, the work of Randal and Ward5 should be mentioned.
It is true that a diffuse field is more difficult to establish in
small spaces. However, it has been experimentally demon-
strated that even in small rooms, the uniformity of the sound
field can be significantly improved with diffusers.6

A diffuser is any device that reflects sound in a great
number of directions independent of the incident angle. From
the perspective of the receiver, the reflection originates from
multiple points on the diffuser surface. In addition, the sur-
face roughness produces multiple propagation distances,
which in turn result in a temporal distribution of reflected
sound, Fig. 1. The effects of diffuse reflections are both spa-
tial broadening and temporal smearing. The inclusion of dif-
fuse reflections is important in room-acoustic modeling in
order to enhance prediction accuracy. A review of computer-

ized prediction methods, which can handle both diffuse and
specular reflections, is given by Dalenback et al.7 Recently,
Jing and Xiang8 proposed a modified boundary condition
that improves the room-acoustic prediction accuracy of a dif-
fusion equation model. A comparison of the theoretical pre-
dictions with the experimental results indicates that the pro-
posed diffusion equation model is capable of predicting the
non-uniformity of sound energy density and the sound en-
ergy decay in disproportionate rooms.

Hodgson9 examined the conditions under which a dif-
fuse field is expected to occur in a room. He found that
diffuse-field theory can be applied in the case of an empty
room with quasi-cubic dimensions, specularly reflecting sur-
faces and uniform surface absorption. Any departure from
these conditions seemed to deteriorate theoretical predic-
tions. Theoretically, a diffuse field can be established with
only specular reflections provided that there is enough time
for the sound waves to blend. In practice, some amount of
absorption is necessary in order to control reverberation and
therefore a diffuse field must be obtained by modifying the
shape of the room surfaces. In principle, the application of
absorbent materials reduces sound-field diffuseness because
absorption speeds up the decay of sound and as a result there
is less time available for the sound waves to blend. The
modern practice in control room design is to avoid excessive
absorption and use instead diffusive elements.

In this work, the diffuseness of a sound field in a room is
assessed by use of the concept of multifractality. The paper is
structured as follows: Section II presents a literature review
on the methods used to measure diffusion. Section III de-
scribes the calculation of the singularity spectrum with the
detrended fluctuation analysis �DFA� algorithm. Section IV
describes the experimental set-up used. Section V presents

a�Author to whom correspondence should be addressed. Electronic mail:
loutridi@teilar.gr
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the results obtained on the room configurations studied. Sec-
tion VI concludes the paper.

II. METHODS FOR EVALUATING DIFFUSION

Various methods have been proposed for evaluating the
diffuseness of a sound field. A brief discussion of some of
them follows.

A. Directional microphone

A directional microphone turned in all possible direc-
tions in a diffuse sound field should yield the same output
independent of the direction in which it is pointing. An
implementation of the method is reported by Kulowski.10

According to the author the sensitivity of the method de-
pends on the resolving power of the directional microphone.
Gover et al.11 used a spherical array of 32 microphones in
order to measure the directional properties of the reverberant
sound fields in small and medium sized rooms. In the above
study, the directional diffusion was defined as the ratio of the
incident energy on a single element to the total energy. The
time evolution of the sound field has also been investigated
by calculating the energy in windows of different sizes.
Spring and Randal12 considered the directional microphone
methods to be valueless for small rooms of moderate to
heavy absorption.

B. Angular dependence of the reverberant field

Schultz13 designed and tested an acoustic watt-meter.
Today a number of devices capable of measuring sound in-
tensity are commercially available. In principle, an acoustic
watt-meter measures vector energy flow and therefore should
yield a reading independent of angular orientation. As the
author mentions, the method is not very sensitive to devia-
tions from perfect diffuseness even in the extreme case of a
plane wave.

C. Frequency irregularity

In this method, it is assumed that the state of sound
diffusion in a room can be determined by a measurement of
the frequency irregularity, i.e., the steady state frequency re-
sponse; see Ref. 14. Schroeder and Kuttruff15 proved that the
frequency irregularity is proportional to the reverberation
time with a factor of proportionality, which is independent of
the room. Furthermore, statistics dictate that the level of a
tone in a room may vary on average �10 dB depending on

the position of measurement. The sound pressure level at any
position is mostly determined by the standing wave patterns.

D. Cross-correlation methods

Cook et al.16 measured the cross-correlation coefficients
for the sound pressure at any two points in a room, as a
means for determining the degree of “randomness” of a
sound field. They reported that in a diffuse field the excita-
tions of the two microphones are independent of each other,
as soon as a certain distance is exceeded, i.e., the correlation
function becomes zero. This result is only a necessary con-
dition and not a sufficient one for the existence of a diffuse
sound field. Similar results have been reported by
Balachandran17 and more recently by Nelisse and Nicolas.18

Jacobsen and Roisin19 introduced the spatial coherence func-
tions and showed that the experimental spatial coherence in a
room is significantly different from that obtained in a rever-
beration chamber. Schroeder et al.20 proposed interaural
cross correlation �IACC�, which is a measure of the differ-
ence of the signals arriving at a listener’s ears. In a study of
European concert halls the IACC reduces as the degree of
diffuseness increases. The IACC has been found to be a sen-
sitive parameter to sound-field diffuseness in other studies as
well.21,22 In these studies it is also mentioned that another
parameter affected by the scattering of the hall surfaces is the
initial time delay gap.

E. Uniformity and linearity of decay rate

Randal and Ward5 statistically processed the decay of
sound energy in a small room in which the distribution of
absorbers could be changed. They reported that the variation
of the reverberation time with position is related to the dif-
fuseness of the sound field. It is also well documented that in
a diffuse field the decay of sound energy with time on loga-
rithmic axes approaches a straight line.6

F. Subjective methods

Haan and Fricke23 took a subjective approach on the
subject of diffusion evaluation. For estimating the goodness
of a hall they defined an acoustic quality index �AQI� rang-
ing from 0 to 1. A surface diffusivity index �SDI� was also
proposed based on the visual inspection of the hall surfaces.
They found that the correlation between SDI and AQI ex-
ceeded r2�0.6.

With the exception of the methods described in Sec.
II E, no other method has been reported to work well in
small spaces. It is therefore not an exaggeration to conclude
that no method provides really encouraging results in terms
of applicability and shear sensitivity. In Sec. V, the sound-
field diffuseness is related to the width of the singularity
spectrum of a multifractal impulse response.

III. CALCULATION OF THE SINGULARITY SPECTRUM
WITH DETRENDED FLUCTUATION ANALYSIS

In this section, a brief theoretical background is pro-
vided on the concept of multifractality and the calculation of
the singularity spectrum. The theory presented below is

FIG. 1. Specular reflection and diffuse reflection.
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nowadays a mature theory; however, a brief presentation is
provided so that this work is as self-contained as possible.

Time-series analysis has benefited from the introduction
of the concept of self-similarity by Mandelbrot and Van
Ness.24 Self-similar or fractal signals have a power spectral
density �PSD� of the form

S�f� =
S0

f� , �1�

where S0 is the direct current �dc� term and � is the scaling
exponent, or else the slope of the power spectrum. There are
two basic models used to describe self-similarity: the frac-
tional Gaussian noise �FGN� and the fractional Brownian
motion �fBm�. If � is less than 1, then the signal is described
by the FGN model. This would indicate a zero or positive
slope in the signal spectrum meaning that the PSD increases
at high frequencies. This fact is not at all common in room
acoustics. The fBm model is thus a more realistic model for
room acoustics signals.

For a fBm type signal the scaling exponent ranges be-
tween 1���3. A simple fractal, or else a monofractal, is
characterized by a parameter H known as the Hurst
exponent.25 The relation between the scaling exponent � and
the Hurst exponent H is

H =
� − 1

2
, 1 � � � 3. �2�

The Hurst exponent ranges between 0 and 1 and quantifies
persistence in a time-series. The persistence measures corre-
lations between adjacent or distant samples within the time-
series. For H�0.5 �positive persistence� adjacent values are
highly correlated and a value larger than the mean is more
likely to be followed by an even larger value. For H�0.5
�negative persistence� values are anti-correlated and large
and small values are more likely to alternate. For H=0.5 no
long-term correlation exists.

The behavior of real time-series is rarely characterized
by a single exponent. The multifractal formalism is an ex-
panded theory for the description of more complex types of
signals, which require an infinite number of exponents for
their characterization. A statistical description of the range of
exponents, or else singularities, found in the signal is pro-
vided by the singularity spectrum. The singularity spectrum
can be computed with a number of methods. In this work, the
multifractal detrended fluctuation analysis �MDFA� intro-
duced recently by Kantelhardt et al.26 is used. The method
has been applied in a multitude of diverse scientific areas,
such as heart beat dynamics,27 econometrics,28 and seismic
time-series analysis.29 The MDFA procedure consists of the
following steps.

�1� Given a time-series y�i�, i=1,2 , . . . ,N estimate the PSD
S�f�. In case of self-similarity, S�f�� f� where the expo-
nent � must have a value ��1. If ��1, work with the
cumulative sum of the original time-series instead.

�2� Divide the time-series into Ns=integer�N /s� non-
overlapping segments of length s �scale s�. For each seg-

ment the local trend can be calculated by least-squares
fitting the polynomial Pn�i� of order n to the data. Then
determine the variance as

F�s� =
1

s
�
i=1

s

�y��n − 1�s + i� − Pn�i��2 �3�

for each segment n=1,2 , . . . ,Ns. Linear, quadratic, or
higher order polynomials can be used for the detrending
of each segment in the fitting procedure and this is best
determined by trial and error.

�3� Average over all segments to obtain the qth order fluc-
tuation for a range of moments q as

Fq�s� = 	 1

Ns
�
i=1

Ns

�F�s��q/2
1/q

. �4�

�4� If the analyzed signal features fractal properties the fluc-
tuation obeys a power-law of the form

Fq�s� � sh�q�. �5�

The parameter h�q� can be considered as a generaliza-
tion of the Hurst exponent with the equivalence H
=h�2�. If h�q� is independent of q, the time-series in
study is monofractal; otherwise it is multifractal.

�5� The singularity strength or Holder exponent � is subse-
quently computed from the equation

� = h�q� + q
dh

dq
. �6�

Finally, the singularity spectrum f��� is computed by
means of the Legendre transform

f��� = q�� − h�q�� + 1. �7�

IV. EXPERIMENTAL SET-UP

All tests were carried out in a room with dimensions
6.5�4.2�2.7 m3. The side walls were made of gypsum
board, all other surfaces being painted concrete. The floor
was covered by a light carpet. The reverberation times for
the empty room are given in Table I. Four different acoustic
configurations were created and tested:

�i� A very absorbent environment is referred to as the
“absorbent” configuration throughout this work. 14
strips �50�2300 mm2� and 48 patches �50
�300 mm2� of foam were distributed equally over
the side walls, see Fig. 2�a�. A heavy curtain covered
the rear wall. The average RT in the frequency range
250–4000 Hz was 0.34 s.

�ii� A less absorbent environment with only 24 patches of
foam distributed on the side walls is referred to as the
“live” configuration, see Fig. 2�b�. The average RT
was 0.7 s.

�iii� Twenty-eight chipboard panels that covered the total
surface of the side walls and a quadratic residue dif-
fuser mounted on the rear wall. The panel’s width and
maximum distance from the wall are shown in Fig. 3.
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The diffuser was placed at a height of 1.2 m and cov-
ered approximately 30% of the area of the rear wall.
The average RT was 0.50 s.

�iv� The same as �iii� with the exception that some foam
was added to reduce the RT down to 0.32 s. The dif-
fuser had been removed from the rear wall.

A wide-band Maximum Length Sequence �MLS� signal
�0–10 kHz� was used as the excitation. The MLS signal was
fed to a power amplifier that drove a pair of omnidirectional
loudspeakers, Fig. 4. The loudspeaker frequency response
was reasonably flat for the frequency range from 100 Hz up
to 10 kHz. The room impulse response was recorded at 12
positions with an omnidirectional microphone. In positions
1, 3, 5, 7, 9, and 11 the microphone was set 1.5 m above the
floor. In positions 2, 4, 6, 8, 10, and 12 the microphone was
placed at a height of 1 m above the room floor. The sampling
frequency was 30 kHz and a total of 16 384 samples were
recorded providing 0.54 s of data. To reduce the effect of
random noise, 20 averages have been taken in each measure-
ment. Table I presents the RT values and average absorption
coefficients for all room configurations in the octave bands
from 63 Hz to 8 kHz.

V. RESULTS

In Fig. 5, the room impulse responses for the absorbent
and live configurations, recorded at position No. 8, are pre-
sented. The corresponding PSDs, plotted on logarithmic axes
are shown in Fig. 6. It can be seen that in both cases the
PSDs obey a power-law with �=1.98 and �=1.61, respec-
tively. The Hurst exponents according to Eq. �2� are H
=0.49 for the absorbent room and H=0.31 for the live room.
The configurations with the panels installed show a more or
less similar picture, the only difference being that the scaling
exponents are lower in value. Typical values for the room
with panels at position No. 8 are �=1.18 �H=0.09� and for
the room with panels plus foam �=1.36 �H=0.18� at the
same position. The main conclusions from the PSD graphs
are that �i� the impulse responses portray self-similarity and
�ii� absorption increases with frequency in the configurations
treated with foam. The absorption introduced by the panels at
low frequencies gives an almost uniform absorption of en-
ergy across the audio spectrum, thus resulting in a lower
scaling exponent value.

It should be noted that due to its great variability, the
PSD is not a reliable estimator for the Hurst exponent. The
DFA provides a statistically robust estimation in the range of
scales s from 101.5 to 102.8 �50–1000 Hz�, Fig. 7. The Hurst
exponents calculated from linear regression are H=0.33 for
the absorbent configuration �Fig. 7�a�� and H=0.09 for the
panels’ configuration �Fig. 7�b��. Although statistically
stable, the DFA does not yield meaningful results if the sig-
nal is multifractal. In this case, the procedure detailed in Sec.
IV should be applied and the relation between h�q� and q
should be examined, in particular. This procedure is detailed
in Sec. V A.

FIG. 2. �a� The absorbent configuration �side wall� and �b� the live configu-
ration �side wall�.

FIG. 3. The panels’ configuration. Depth and width profiles of one-half of
the side wall. The other half is symmetrical with respect to the X-X� axis.
Dimensions are in centimeters.

TABLE I. Reverberation times and average absorption coefficients for the room configurations tested. Data for the empty room are also provided.

Frequency �Hz� 63 125 250 500 1000 2000 4000 8000

Absorbent
RT 0.63s 0.55s 0.66s 0.45s 0.29s 0.26s 0.20s 0.20s
� 0.154 0.175 0.148 0.209 0.305 0.334 0.410 0.410

Live
RT 0.90 0.73 0.87 0.73 0.54 0.48 0.44 0.44
� 0.111 0.135 0.114 0.135 0.178 0.197 0.213 0.213

Panels
RT 0.67s 0.57s 0.50s 0.48s 0.51s 0.52s 0.54s 0.46s
� 0.146 0.169 0.190 0.197 0.187 0.184 0.178 0.205

Panels+foam
RT 0.71s 0.55s 0.46s 0.40s 0.33s 0.35s 0.31s 0.33s
� 0.138 0.175 0.205 0.232 0.274 0.260 0.289 0.274

Empty
RT 0.90s 0.78s 0.96s 0.85s 0.79s 0.74s 0.64s 0.64s
� 0.111 0.127 0.104 0.117 0.125 0.133 0.152 0.152
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A. Relating singularity spectra to sound-field
diffuseness

Following the steps described in Sec. III the fluctuation
Fq�s� for a number of moments q is estimated. Then the
singularity spectrum is calculated according to Eqs. �6� and
�7�. The fluctuation Fq�s� is computed on a dense enough
distribution of moments and the values obtained are interpo-
lated so that a smooth graph of generalized exponent h�q� vs
moment q is obtained. This is necessary in order to carry out
discrete differentiation for the estimation of the singularity
spectrum. Figure 8 presents the generalized exponent h�q�
and the singularity spectrum f�a� for the “panels’” configu-
ration computed at position No. 12. The generalized expo-
nent h�q� shows a strong nonlinear dependence on the mo-
ment q. This behavior is typical of multifractal signals and
indicates that the Hurst exponent alone is not a suitable de-
scriptor for the structure of the room impulse responses. The
singularity spectrum �Fig. 8�b�� depicts both the range of
singularities and their relative strength. The singularity spec-
trum is convex by construction and could be interpreted as a
probability density function. The peak in the spectrum cor-
responds to the most probable Holder exponent, which in
this case is �peak=0.113. The low value is a direct result of

the more or less uniform absorption across the frequency
spectrum. The total range of exponents in Fig. 8 is −0.12
���0.30.

The experimental results of Fig. 8 should be compared
to those for the case of the absorbent configuration, pre-
sented in Fig. 9. Again, the dependence of h�q� on q is non-
linear implying a multifractal signal structure. The peak oc-
curs at �peak=0.655. The higher value of peak exponent is to
be expected, as in the room treated with foam, absorption
increases with frequency. The range of exponents in the sin-
gularity spectrum is −0.17���1.34.

The most striking difference between the spectra of Figs.
8 and 9 is the range of exponents needed to characterize the
impulse response structure. In the room with the panels in-
stalled, the range of exponents is relatively small. This
means that the structure of the impulse response from the
sound field build up throughout its decay is relatively uni-
form with a low degree of correlation between samples. In
the room treated with foam the correlation between samples
increases with time because of the higher number of specular
reflections. In the beginning, the correlation is quite low �ex-
ponent below the peak value�, but as the steady state is
reached the degree of correlation increases �exponent close
to 1.0�. The non-uniformity of the sound field in the absor-
bent configuration results in a broader range of exponents.

In Fig. 10, a comparison between the singularity spectra
for all four configurations tested is presented �position No.
8�. From left to right, the spectra correspond to configura-
tions that change from a high degree of diffuseness to a low
degree of diffuseness. The panels’ configuration with the
most uniform sound field portrays a narrow singularity spec-
trum. The introduction of foam to the room limits the total

FIG. 5. Impulse responses: �a� absorbent configuration and �b� live configu-
ration �position No. 8�.

FIG. 7. Fluctuation vs scale obtained with DFA and best linear fit: �a�
absorbent configuration and �b� panels’ configuration. Very low frequencies
are ignored in the slope determination.

FIG. 4. Grid of measurement and loudspeaker positions.

FIG. 6. PSDs and slope determined by least squares fit: �a� absorbent con-
figuration and �b� live configuration �position No 8�.
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number of reflections and in addition provides a number of
almost specular reflections as some of the panel area is re-
placed with foam. For this reason, the singularity spectrum
for the “panels+foam” configuration is broader. Moving on
further, we notice that in a room of small dimensions with a
minimum amount of absorptive material the sound field is far
from uniform �live room�. Whatever amount of sound diffu-
sion is achieved is due to the longer reverberation, or else the
increased number of mostly specular reflections that take
place. Finally, in the absorbent configuration, the absorbent
material severely limits the total number of reflections from
the buildup of the sound field to its final decay. The non-
uniformity of the sound field results in a wide range of ex-
ponents and a very broad singularity spectrum.

B. Variation of singularity spectrum with position

In Sec. V A, the structure of the impulse response was
examined at a particular position. The variation of the singu-
larity spectra with position is studied in this paragraph.

Figure 11 presents the strongest Holder exponent �peak
in the singularity spectrum� for all room configurations. The
extreme values for the Holder exponent are also given in the
form of error bars. It is evident that the singularity spectra
depend to some extent on the position at which the impulse
response was recorded. However, the variation due to posi-
tion is small compared to the variation due to a change in
room characteristics. This, in principle, allows us to make an
estimate for the diffuseness of the sound field in the room
just from a single measurement. The justification for this is
that diffuse reflections do not only produce spatial scattering,
but also a smearing of the reflections in time. This statement
seems to be valid for the particular room examined, but it

may not hold up in bigger or non-mixing spaces. Clearly,
further work is needed in order to examine the conditions
under which sound-field diffuseness estimation from a single
measurement is possible.

Figure 11 demonstrates that there is a progressive broad-
ening of spectrum toward higher exponents when moving
from a state of high sound-field diffuseness �panels� to a state
of lower diffuseness �foam absorption�. An additional obser-
vation is that irrespective of the configuration, the Holder
exponent is higher at position Nos. 2, 5, 8, and 11. This in
turn means that absorption is higher at the room median
plane and lower at positions close to the side walls. As there
is an inverse relationship between absorption and diffuse-
ness, the sound field is expected to be less correlated in po-
sitions close to the side walls.

Based on the results of Sec. V B, it is now possible to
provide a definition for a diffuse field that is not based on
energy density. A perfectly diffuse field is one that has a

FIG. 9. �a� Generalized exponent h vs moment q and �b� singularity spec-
trum for the absorbent configuration.

FIG. 8. �a� Generalized exponent h vs moment q and �b� singularity spec-
trum for the panels’ configuration.

FIG. 10. A comparison of the singularity spectra for all four configurations
tested �position No. 8�. A narrow spectrum indicates increased diffuseness.

FIG. 11. Variation of singularity spectra with position where the circle de-
notes peak exponent value: �a� panels, �b� panels plus foam, �c� live room,
and �d� absorbent room.
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singularity spectrum of zero width at every position within
the room volume. In order to formally quantify sound-field
diffuseness, the diffuseness measure is introduced here, de-
fined as

dm =
1

�max − �min
, �8�

where �max and �min are the maximum and minimum expo-
nents in the spectrum calculated as the average for all posi-
tions of measurement. Table II presents the basic statistics
for all four configurations tested. The extreme values for
parameter dm are 2.23 for the panels’ room and 0.68 for the
absorbent room.

VI. CONCLUDING REMARKS

With the aim of quantifying sound-field diffuseness in
spaces of relatively low volume, four different configurations
in terms of acoustic treatment were constructed and tested.
Two of the configurations achieved a higher degree of dif-
fuseness due to the scattering provided by specially con-
structed panels. The other two configurations were treated
with absorptive material �foam�, which resulted in a less uni-
form sound field. The sound field in the room was sampled at
12 positions and the corresponding impulse responses were
analyzed with the MDFA method in order to obtain the sin-
gularity spectrum. It has been shown that the singularity
spectra contain a wealth of information for the acoustic field
established in the room. The width of the singularity spec-
trum, in particular, is directly related to the impulse response
complexity. An ideally diffuse field yields a singularity spec-
trum of zero width, or in other words a spectrum that corre-
sponds to a monofractal signal. From there on, the less dif-
fuse the sound field is, the more the singularity spectrum
width is increasing.

The proposed method has been proved to work in small
rooms and is therefore suitable for the estimation of the
sound-field structure in control rooms and listening rooms.
For the cases under study, an estimate about sound-field dif-
fuseness can be made just from a single measurement. This,
however, may not be possible in bigger spaces or non-mixing
environments. A diffuseness measure has been proposed in
order to quantify sound-field diffuseness. It has been found
that rooms with approximately the same reverberation time
can vary significantly in terms of the complexity of their
sound field.

The experimental work reported in this study was car-
ried out in a room of relatively small dimensions; however,
there is no specific reason why this methodology would not
work in bigger spaces, such as concert halls or multipurpose

rooms. This, however, remains to be determined in future
effort. Further work could be also carried out in the direction
of quantifying diffuseness in specific frequency bands. This
could be done, for example, by filtering the impulse response
in 1/3 octave bands and subsequently deriving the diffuse-
ness measure for each band.
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The air-borne sound insulation performance of a rectangular double-panel partition clamp mounted
on an infinite acoustic rigid baffle is investigated both analytically and experimentally and compared
with that of a simply supported one. With the clamped �or simply supported� boundary accounted
for by using the method of modal function, a double series solution for the sound transmission loss
�STL� of the structure is obtained by employing the weighted residual �Galerkin� method.
Experimental measurements with Al double-panel partitions having air cavity are subsequently
carried out to validate the theoretical model for both types of the boundary condition, and good
overall agreement is achieved. A consistency check of the two different models �based separately on
clamped modal function and simply supported modal function� is performed by extending the panel
dimensions to infinite where no boundaries exist. The significant discrepancies between the two
different boundary conditions are demonstrated in terms of the STL versus frequency plots as well
as the panel deflection mode shapes. © 2009 Acoustical Society of America.
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I. INTRODUCTION

With superior sound insulation properties over single-
panel configurations, double-panel partitions have found a
wide range of important applications in modern buildings,
transportation vehicles, aerospace and aeronautical struc-
tures, etc.1–6 To gain a fundamental understanding of the
sound insulation mechanisms of double-panel partitions, the
frequency characteristics of sound transmission loss �STL�
are usually needed. In particular, how these are affected by
different boundary conditions �i.e., clamped and simply sup-
ported� is of great theoretical and practical interest. The
present investigation aims to address the significant differ-
ences between the two different boundary conditions for
double-panel partitions containing air cavities, both theoreti-
cally and experimentally.

For decades the vibration responses of single- and
double-panel constructions interacting with the surrounding
fluid have been an attractive research topic. The approaches
adopted to study the vibroacoustic behavior of both struc-
tures are similar, although there are more difficulties associ-
ated with the latter. Traditionally, the method of statistical
energy analysis �SEA� advanced significantly by Maidanik7

has been widely used to analyze the vibration response of a
complex structure under force or sound excitation. However,
the SEA method is less effective at relatively low frequencies
on account of its pre-assumption that enough structural
modes need to be excited. This is usually difficult to satisfy,
causing statistical uncertainties that prevail in low frequency
force and sound excitations.8 A finite element method model
was developed by Ruzzene9 to evaluate the acoustic charac-
teristics of sandwich beams in terms of structural response

and sound transmission reduction index, which is more ef-
fective for low frequencies but requires high computational
cost for high frequencies.10 For relatively simple structures,
analytical solutions suited for a wide frequency range have
been developed by various researchers.11–13

As for the sound insulation properties of double-panel
structures, the classical work of London14 addressed an infi-
nite double-panel structure, and hence the influence of
boundary conditions was not considered. Similarly, the study
of Kropp and Rebillard15 and Antonio et al.16 focused on the
air-borne sound insulation capability of infinite double wall
constructions. The sound insulation property and radiation
efficiency of an infinite double-plate connected by periodical
studs have been investigated with the Fourier transform
technique17,18 and with the space-harmonic expansion
method,19,20 respectively. Brunskog21 examined the influence
of finite cavities on the sound insulation properties of peri-
odically framed infinite double-plate structures. To take into
account the finite size of a double-panel structure, Villot
et al.22 developed an approximate technique based on the
spatial windowing of plane waves. More recently, the prob-
lem of sound transmission through double-panel structures of
finite extent was solved by considering simple boundary
conditions8,23 on the basis of modal superposition theory
from different viewpoints. In addition, to improve the sound
isolation properties of double-panel partitions, various active
control strategies have been proposed, both experimen-
tally1,24 and theoretically,1,25 which are significant from the
viewpoint of practical noise control.

Although persistent effort has been devoted to the study
of sound transmission through finite or infinite single- and
double-leaf panels, many physical details remain an indis-
tinct matter, especially for clamped double-panel configura-
tions under oblique sound excitation. Often, the experimentala�Electronic mail: tjlu@mail.xjtu.edu.cn
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measurements do not possess reproducibility, and different
STL curves from different laboratories were obtained even
though the same panels were compared.26 According to Kim
et al.,27 this may be attributed to the so-called tunneling ef-
fect, and the different mounting conditions adopted in differ-
ent laboratories should be another key factor. On the other
hand, to the authors’ best knowledge, the problem of sound
transmission through a double-panel partition with air cavity
fully clamped �different from being simply supported� on its
edges has not been analytically solved. The existing
method1,12 for the influence of the clamped boundary condi-
tion is to modify the analytical solution for simply supported
boundary conditions, which is only approximate for predict-
ing the sound insulation properties of fully clamped finite
single- or double-panel constructions. The present paper
squarely addresses this deficiency. A step by step analysis for
the vibroacoustic performance of a finite double-panel parti-
tion fully clamped on its edges under sound excitation is
presented �note that aspects of the current theoretical formu-
lations have been presented as a simplified outline in Ref. 6�.
To gain full insight into the influence of the boundary con-
dition on sound transmission across the structure, STL values
obtained with the clamped boundary condition are compared
with those obtained with the simply supported boundary con-
dition. Experimental measurements for both types of bound-
ary condition are subsequently carried out to validate the
model predictions. The remarkable difference between the
two different boundary conditions is highlighted. As sound
transmission through a double-panel partition simply sup-
ported on its edges has been extensively studied, the present
focus is placed upon exploring how this is different from that
of a fully clamped double-panel partition.

II. DESCRIPTION OF THE VIBROACOUSTIC
STRUCTURE

Consider a rectangular double-panel partition with air
cavity, which is baffled and fully clamped �or simply sup-
ported� along its edges, as shown in Fig. 1�a�. The two panels

are taken as homogenous, isotropic, and sufficiently thin.
The geometrical dimensions of the structure are width of
panel a, length of panel b, depth of air cavity H, thicknesses
of incidence panel h1, and radiating panel h2 �Fig. 1�b��. The
whole configuration is fully clamped �or simply supported�
on an infinite acoustic rigid baffle, which separates the space
into two fields: sound incidence field �z�0� and sound radi-
ating field �z�H�. Cartesian coordinates �x ,y ,z� are se-
lected, as shown in Fig. 1.

An oblique plane sound wave varying harmonically in
time is incident on the bottom panel with elevation angle �
and azimuth angle �. The vibration of the bottom panel in-
duced by the incident sound is transmitted through the her-
metical air cavity to the upper panel, which radiates sound
pressure waves into the upper acoustic domain �Fig. 1�b��.
The model proposed below describes the vibroacoustic be-
havior of the double-panel structure, either fully clamped or
simply supported, and its STL characteristics.

III. MODELING OF THE VIBROACOUSTIC COUPLED
SYSTEM

A. Theoretical formulation and solution

The acoustic velocity potential for a plane sound wave
varying harmonically in time can be expressed as

� = Ie−j�k·r−�t�, �1�

where I is the sound amplitude, � is the angular frequency,

r�=xex̂+yeŷ +zeẑ� is the position vector �Fig. 1� with ex̂, eŷ,

and eẑ representing separately the unit vectors along x-, y-,

and z-directions, and k�=kxex̂+kyeŷ +kzeẑ� is the wave vector
with components kx, ky, and kz. These wave numbers are
determined by the elevation angle � and azimuth angle � of
the incidence sound wave as

kx = k0 sin � cos �, ky = k0 sin � sin �, kz = k0 cos � ,

�2�

where k0=� /c0 is the acoustic wave number in air and c0 is
the acoustic speed in air.

The flexural motions of a double-panel partition with air
cavity induced by sound excitation �Fig. 1�b�� are governed
by

D1�
4w1 + m1

�2w1

�t2 − j��0��1 − �2� = 0, �3�

D2�
4w2 + m2

�2w2

�t2 − j��0��2 − �3� = 0, �4�

where �4= ��2 /�x2+�2 /�y2�2, �0 is the air density, j=�−1, w1

and w2 are the transverse displacements, m1 and m2 are the
mass per unit area, and D1 and D2 are the flexural rigidity of
the bottom panel �panel 1� and the upper panel �panel 2�
located at z=0 and z=H, respectively. Damping of the panel
material is taken into account by introducing the complex
Young’s modulus, Ei�1+ j	i�, where 	 is the loss factor. The
flexural rigidity of the panel Di�i=1,2� can thence be written
as

FIG. 1. �Color online� Schematic illustration of sound transmission through
a baffled double-panel partition, which is clamped �or simply supported� on
its edges: �a� global view; �b� side view in the arrow direction in �a�.
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Di =
Eihi

3�1 + j	i�
12�1 − vi

2�
. �5�

Let �i�i=1,2 ,3� denote the velocity potentials for the
acoustic fields in the proximity of the two panels, corre-
sponding to the sound incidence, the air cavity, and the struc-
ture radiating field �fields 1, 2, and 3 in Fig. 1�b��, respec-
tively. The acoustic velocity potential in the incidence field
�field 1, Fig. 1�b�� is defined as

�1�x,y,z;t� = Ie−j�kxx+kyy+kzz−�t� + 
e−j�kxx+kyy−kzz−�t�, �6�

where the first term represents the velocity potential of the
incident acoustic wave and the second term represents the
sum velocity potential of the reflected and the radiating
acoustic waves, and I and 
 are the amplitudes of the inci-
dent �i.e., positive-going� and the reflected plus radiating
�i.e., negative-going� waves, respectively. Similarly, the ve-
locity potential in the air cavity �field 2, Fig. 1�b�� can be
written as

�2�x,y,z;t� = �e−j�kxx+kyy+kzz−�t� + �e−j�kxx+kyy−kzz−�t�, �7�

where � is the amplitude of the positive-going wave and � is
the amplitude of the negative-going wave. In the transmitting
field �field 3, Fig. 1�b�� adjacent to the radiating upper panel,
there exist no reflected waves, and therefore the velocity po-
tential is only for the transmitting �or radiating� waves, given
as

�3�x,y,z;t� = e−j�kxx+kyy+kzz−�t�, �8�

where  is the amplitude of the radiating �i.e., positive-going�
wave. These velocity potentials are related to the acoustic

particle velocities by ui
ˆ =−��i and to the sound pressure by

pi = �0
��i

�t
= j��0�i �i = 1,2,3� . �9�

With the double-panel partition fully clamped onto a
rigid baffle, the transverse deflection and the moment rota-
tion of each panel are constrained to be zero along the edges.
In view of the rectangular geometry of the double-panel
structure, the boundary conditions can be expressed as

x = 0,a, w1 = w2 = 0,
�w1

�x
=

�w2

�x
= 0, �10�

y = 0,b, w1 = w2 = 0,
�w1

�y
=

�w2

�y
= 0. �11�

At the air-panel interface the normal velocity is continu-
ous, yielding the corresponding velocity compatibility condi-
tion equations

z = 0, −
��1

�z
= j�w1, −

��2

�z
= j�w1, �12�

z = H, −
��2

�z
= j�w2, −

��3

�z
= j�w2. �13�

Since the two panels are excited by a harmonic sound
wave, their transverse displacements can be written as

w1�x,y,t� = �
m,n

�mn�x,y�q1,mn�t� , �14�

w2�x,y,t� = �
m,n

�mn�x,y�q2,mn�t� , �15�

where the modal functions �or, more strictly speaking, the
basic functions� �mn and the modal displacements qi,mn take
the following forms:

�mn�x,y� = �1 − cos
2m�x

a
��1 − cos

2n�y

b
� , �16�

q1,mn�t� = �1,mnej�t, q2,mn�t� = �2,mnej�t, �17�

where �1,mn and �2,mn are the modal coefficients of the
bottom panel and the upper panel, respectively. Note that the
clamped modal function of Eq. �16� is different from
the simply supported modal function �mn

s =sin�m�x /a�
�sin�n�y /b� used by previous researchers2,8,23,28–31 because
the former satisfies the boundary condition of zero moment
rotation while the latter does not. Moreover, the clamped
double-panel can transmit rotation on its edges, whereas the
simply supported one cannot, which has been confirmed ex-
perimentally by Utley and Fletcher.32

By applying the modal functions for the clamped
double-panel structure, the velocity potentials for the acous-
tic fields 1–3 �Fig. 1�b�� can be expressed as

�1�x,y,z,t� = �
m,n

Imn�mne−j�kzz−�t�

+ �
m,n


mn�mne−j�−kzz−�t�, �18�

�2�x,y,z,t� = �
m,n

�mn�mne−j�kzz−�t�

+ �
m,n

�mn�mne−j�−kzz−�t�, �19�

�3�x,y,z,t� = �
m,n

mn�mne−j�kzz−�t�, �20�

where the coefficients Imn, 
mn, �mn, �mn, and mn are deter-
mined by the Fourier cosine transform

�mn =
4

ab
	

0

b 	
0

a

�e−j�kxx+kyy� cos
2m�x

a
cos

2n�y

b
dxdy .

�21�

Here, the symbol � can be referred to any of the coefficients
I, 
, �, �, and .

Substituting Eqs. �18�–�20� into Eqs. �12� and �13� for
the continuity of velocity at the air-panel interface and omit-
ting the time factor ej�t, one obtains

− Ie−j�kxx+kyy� + �
m,n



mn +
�

kz
�1,mn� � �mn�x,y� = 0,

�22�
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�
m,n

�kz�− �mn + �mn� + ��1,mn� � �mn�x,y� = 0, �23�

�
m,n

�kz�− �mne−jkzH + �mnejkzH� + ��2,mn� � �mn�x,y� = 0,

�24�

�
m,n

�− kzmne−jkzH + ��2,mn� � �mn�x,y� = 0. �25�

According to the weighted residual �Galerkin� method,
by setting the integral of a weighted residual of the modal
function to zero, an arbitrarily accurate double series solution
can be obtained. For the current double-leaf partition system,
the integral equations are

	
0

b 	
0

a 
D1�
4w1 + m1

�2w1

�t2 − j��0��1 − �2��
��mn�x,y�dxdy = 0, �26�

	
0

b 	
0

a 
D2�
4w2 + m2

�2w2

�t2 − j��0��2 − �3��
��mn�x,y�dxdy = 0. �27�

Substituting Eqs. �14�, �15�, and �18�–�20� into Eqs. �26�
and �27� and then performing laborious but straightforward
algebraic manipulations, one gets

4D1�4ab�
3�m

a
�4

+ 3�n

b
�4

+ 2�m

a
�2�n

b
�2��1,mn

+ �
k

2�n

b
�4

�1,kn + �
l

2�m

a
�4

�1,ml +
9ab

4
Q1,mn

+
3ab

2 �
k

Q1,kn +
3ab

2 �
l

Q1,ml + ab�
k,l

Q1,kl

= 2j��0Ifmn�kx,ky� at z = 0 �k � m,l � n� , �28�

4D2�4ab�
3�m

a
�4

+ 3�n

b
�4

+ 2�m

a
�2�n

b
�2��2,mn

+ �
k

2�n

b
�4

�2,kn + �
l

2�m

a
�4

�2,ml +
9ab

4
Q2,mn

+
3ab

2 �
k

Q2,kn +
3ab

2 �
l

Q2,ml + ab�
k,l

Q2,kl

= 0 at z = H �k � m,l � n� , �29�

where

Q1,mn = − m1�2�1,mn

+ j��0��

kz
�1,mnejkzz + �mne−jkzz + �mnejkzz� , �30�

Q2,mn = − m2�2�2,mn − j��0���mn − mn�e−jkzz + �mnejkzz� .

�31�

In the above expressions, the abbreviated symbols �k,l, �k,
and �l denote separately �k=1

� �l=1
� , �k=1

� , and �l=1
� �the same

can be said of �m,n�, and fmn�kx ,ky� is a constant generated in
the process of integration, expressed as

fmn�kx,ky� =�
ab for kx = 0 and ky = 0

4jn2�2a�1 − e−jkyb�
ky�ky

2b2 − 4n2�2�
for kx = 0 and ky � 0

4jm2�2b�1 − e−jkxa�
kx�kx

2a2 − 4m2�2�
for kx � 0 and ky = 0

−
16m2n2�4�1 − e−jkxa��1 − e−jkyb�

kxky�kx
2a2 − 4m2�2��ky

2b2 − 4n2�2�
for kx � 0 and ky � 0

.� �32�

Together with Eqs. �22�–�25�, Eqs. �28� and �29� form a
set of infinite algebraic simultaneous equations for the un-
known coefficients �1,mn and �2,mn. For numerical calcula-
tion, it is necessary to take truncation at 1�m�M and 1
�n�N, leading to 2MN algebraic simultaneous equations.
In matrix form, these can be grouped into


T11,kl T12,kl

T21,kl T22,kl
�

2MN�2MN
��1,kl

�2,kl


2MN�1
= �Fkl

0


2MN�1
, �33�

where k and l take values from 1 to M and from 1 to N,

respectively. Detailed derivations of Eq. �33� can be found in

the Appendix. Once the unknowns �1,mn and �2,mn are deter-

mined by solving Eq. �33�, the deflections �w1 ,w2� of the

bottom and upper panels and the relevant parameters

�
mn ,�mn ,�mn ,mn� are also determined, enabling thence the

analysis of sound transmission across the double-leaf con-

figuration.
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B. Definition of sound transmission loss

The sound power of the relevant acoustic field can be
defined as6,23,33

�i
=

1

2
Re	 	

A

pi · vi
�dA �i = 1,2,3� , �34�

where the local volume velocity is associated with the sound
pressure through the impendence of air as vi= pi / ��0c0�. The
superscript asterisk denotes the complex conjugate.

The power transmission coefficient that is a function of
the incident angle �� and �� can be given by the ratio of the
transmitted sound power to the incident sound power:

���,�� =
�3

�1
. �35�

Then the STL is defined as the inverse of the power trans-
mission coefficient in decibel scale, given by

STL = 10 log10�1

�
� . �36�

The STL index is commonly used as a measure of the effec-
tiveness of the double-panel structure in isolating the inci-
dent sound.

IV. SOUND TRANSMISSION MEASUREMENTS

A. Experimental setup

To validate the proposed theoretical model, STL mea-
surements for fully clamped and simply supported double-
panel partitions are separately carried out. The experimental
setup is schematically illustrated in Fig. 2, while Fig. 3 pre-
sents more details for the clamped case. The transmission
loss measurements are performed by utilizing a pressure
method.34,35 Two condenser microphones �Knowles: FG-
23742-150, diameter d=2.59 mm� are located on the inci-
dent side and the radiated side, respectively, with the same

distance 20 cm from the corresponding panel at the center-
line of the structure. The microphone located on the radiated
side can give a representative sound pressure level of the
whole radiated field only when the microphone is placed
normal to the planar structure.36 The tested Al double panels
are parallel and clamp �or simply� mounted on a large sand-
wich panel composed of two steel panels with thickness 2
mm each and heavy asbestos blanket in between as the core.
As the steel sandwich panel has much superior sound insu-
lation capability than the tested double-panel partition and is
significantly lager than the Al double-panel in size, it may be
regarded as an infinite acoustic rigid baffle. The source room
and the receiving room are both semianechoic, enabling as
ideal a normal incident sound as possible in the source room
and the measuring of the sound pressure completely radiated
from the tested structure in the receiving room.

The practical implementation of the two different
boundary conditions is demonstrated in Fig. 4. Both the sim-
ply supported and the clamped fixtures for mounting the test
panels are Plexiglass made and are firmly fastened onto the
rigid sandwich panel with bolts around the perimeters; rub-
ber gaskets are used as intermediates to minimize sound
leaking during the measurements �see Fig. 3�. Figures 4�a�
and 4�b� give the front view and the side view of the simply
supported fixture, while Figs. 4�c� and 4�d� present the front
view and the side view of the clamped fixture, respectively.

To implement the simply supported boundary condition,
the Al panel is mounted around its perimeter on both sides by
a set of steel spheres backed by elastic springs, and the two

FIG. 2. Schematic of experimental setup for STL measurements of fully
simply supported or fully clamped double-panel partition.

FIG. 3. �Color online� Experimental setup for STL measurements of fully
clamped double-panel partition: �a� incident side; �b� transmitted side.

FIG. 4. �Color online� Two typical mounted cases: simply supported case
and clamped case. �a� Front view of the simply supported fixture; �b� side
view of �a�; �c� front view of the clamped fixture; �d� side view of �c�.
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Plexiglass frames holding the panel in between are directly
bolted, as shown in Figs. 4�a� and 4�b�. Since the steel
spheres can freely rotate without any restraint, the edges of
the panel can also freely rotate but are restrained in the radial
direction of the spheres, which represents the simply sup-
ported boundary condition. For the clamped boundary con-
dition, each Al panel is directly held in between the two
Plexiglass frames, with each frame firmly fastened by bolts.
All the cracks �if any� around the perimeter are sealed using
adhesive glass cement �which for narrow cracks provides a
seal equivalent to caulking�, as shown in Fig. 3.

STL of the double-panel partition system is measured
for two different cases, i.e., fully clamped and simply sup-
ported. The two identical Al panels with length a=0.3 m,
width b=0.3 m, and thickness h=1 mm are separated by an
air cavity of depth H=8 cm, as shown in Fig. 2. With a
loudspeaker �diameter of 20 cm� generating a white noise
normally incident on the incident panel, the sound pressures
on both sides of the partition system are measured by con-
denser microphones and analyzed by a dual-channel dynami-
cal signal analyzer �HP: 35670A�.

B. Experimental results and model validation

Figure 5 presents the measured STL value as a function
of incident frequency �0–800 Hz� for both fully clamped and
fully simply supported boundary conditions; for comparison,
theoretical predictions obtained with the present model for
each type of boundary condition are also included.

It is seen in Fig. 5 that as far as the STL tendency with
varying frequency is concerned, the agreement between the
theoretical predictions and experimental measurements is
good. The discernible discrepancies between the theory and
experiment can be attributed to a number of factors, such as
the imperfect normal plane sound wave, the uneven panel
thickness, and the inevitable structural flanking transmission
paths.1 Note also that the experimental results at frequencies
below 50 Hz are not reliable because the flanking transmis-
sion paths of the test facility play a prominent role in this
frequency range.1,3,4

The results of Fig. 5 clearly demonstrate the significant
influence of boundary conditions on the transmission loss of
a double-panel partition. The intense peaks and dips in the
STL versus frequency curve reflect the inherent modal be-
haviors of the double-panel system. The STL dips in the
simply supported case are shifted to lower frequencies in
comparison with those of the clamped case, implying the fact
that the natural frequencies of the simply supported system
are lower than their counterparts of the clamped system. It
should be pointed out that the STL dips �apart from the sec-
ond dips in the two theoretical curves� are dominated by the
modal behavior of the radiating panel. It has been established
that the second dips are associated with the “plate-cavity-
plate” resonance,6,33 which is insensitive to the imposed
boundary conditions.

The research by Carneal and Fuller1 on transmission loss
across double-panel partitions should be mentioned here. The
proposed theoretical model by Carneal and Fuller1 was es-
tablished on simply supported boundary condition, whereas
their experimental measurements were performed on two
clamped plates. In order to experimentally verify the model,
the stiffness of the simply supported plate was increased ar-
tificially by a factor of �2 for each boundary to approximate
the clamped boundary condition. This assumption was also
used to predict the natural frequencies of the clamped
double-panel system.

Although the simply supported mode shapes may be a
reasonable approximation of the clamped mode shapes,37 the
natural frequencies associated with the simply supported
boundary condition are lower, as the clamped condition pro-
vides a more rigorous constraint on panel vibration. To ac-
count for this increased constraint, simply increasing the
panel stiffness by a factor of �2, as suggested by Carneal and
Fuller,1 may not be widely feasible because the increased
panel stiffness is determined by many parameters, such as
panel dimensions, material properties, and incident sound
frequency. In order to give a straightforward understanding
of the distinctions between the different boundary conditions
�i.e., clamped, simply supported, and modified simply sup-
ported by increasing panel stiffness�, a comparison of the
STL versus frequency curves obtained theoretically using the
three different boundary conditions is presented in Fig. 6.
The STL values predicted by the modified simply supported
model are closer to the clamped model predictions when f
�250 Hz, while they agree better with the simply supported
model predictions when f �250 Hz. This suggests that by
increasing the panel stiffness based on simply supported
boundary conditions to emulate the clamped boundary con-
dition may be feasible only when the frequency is suffi-
ciently high.

Therefore, in subsequent studies of sound transmission
through double-panel partitions, the modal functions of Eq.
�16� that directly satisfy the clamped boundary condition
�i.e., w=0 and �w /�n=0, which is different from the simply
supported condition w=0 and �2w /�n2=0, where n denotes
the outward vector on the edges� are applied. In a closely
related study on sound transmission across double-panel par-
titions of finite extent,6 we have demonstrated that the cor-
rect implementation of the clamped boundary condition has

FIG. 5. �Color online� STL plotted as a function of frequency for fully
clamped and fully simply supported Al double-panel partitions in the case of
normal sound incidence. The �3,3� mode resonance dips for the simply sup-
ported double-panel and the clamped double-panel are particularly denoted
by arrows at fs

�3,3�=489 Hz and fc
�3,3�=619 Hz, respectively.
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noticeable superiority than the approximate approach
adopted by Carneal and Fuller1 in view of the accurate pre-
diction of the STL versus frequency curves and the natural
frequencies.

To explore the boundary effects further, the typical �3,3�
mode behavior of a fully clamped double-panel partition is
compared in Fig. 7 with that of a simply supported one. The
�3,3� mode natural frequency of the fully simply supported
double-panel system occurs at fs

�3,3�=489 Hz, while it shifts
to fc

�3,3�=619 Hz when fully clamped. The corresponding
�3,3� mode shapes of the incident and radiating panels are
presented in Figs. 7�a1� and �a2� for the fully simply sup-
ported case, while those for the fully clamped case are shown
in Figs. 7�b1� and �b2�. First, it is observed that the incident
panel and the radiating panel vibrate in a symmetrical way
�out-of-phase� for both cases; see Figs. 7�a1� and �b1� or �b1�
and �b2�. Symmetric motion �with respect to the symmetry
plane running through the center of the partition� means that
the panels move in breathing motion, both in or both out at a

given position and a given time. Second, although the panel
mode shapes at different boundary conditions exhibit similar
forms �see Figs. 7�a1� and �b1� or �a2� and �b2��, discernible
discrepancies can be observed at panel edges, especially for
the counterparts of Figs. 7�a2� and �b2�. These differences at
the panel edges reflect the boundary effects, i.e., the require-
ment that �w /�n=0 for the clamped condition and that
�2w /�n2=0 for the simply supported condition.

To better differentiate the clamped case from the simply
supported one, the predicted fundamental frequency coeffi-
cients �00=��h /D�00a

2 of a single-leaf panel either fully
clamped or simply supported around its edges in vacuum are
compared in Table I. The significant alteration of the funda-
mental frequency coefficient from one case to another con-
firms once more the remarkable differences of the two types
of boundary condition.

V. RELATIONSHIPS BETWEEN CLAMPED AND
SIMPLY SUPPORTED BOUNDARY CONDITIONS

Numerical studies are performed in this section to ex-
plore further the relationships between the two different
boundary conditions and the significant influence of the
boundary condition on the sound insulation properties of
double-panel structures in terms of frequency characteristic
curves �i.e., STL versus frequency curves� and panel vibra-
tion behaviors. The panel material properties and structural
dimensions are taken as follows: The two panels are both
made of aluminum, with Young’s modulus E=70 GPa, den-
sity �=2700 kg /m3, Poisson ratio �=0.33, and loss factor
�introduced with the complex Young’s modulus� 	=0.01.
The two rectangular panels have identical geometrical di-
mensions: length a=0.5 m in the x-direction, width b
=0.5 m in the y-direction, and thickness h=2 mm in the
z-direction �Fig. 1�. The depth of the air cavity is H
=0.08 m. Furthermore, the density of air is �0

=1.21 kg /m3, the speed of sound in air is c0=343 m /s, and
the amplitude of the acoustic velocity potential for the inci-
dent sound field is fixed at I0=1 m2 /s.

A. Consistency of clamped model and simply
supported model

To check the consistency of the clamped model and the
simply supported model, the panel dimensions are extended
to infinite so that the constraint effect of the boundary con-
ditions vanishes. The two models based on the clamped
modal function and the simply supported modal function,
respectively, are also applicable for infinitely large structures

FIG. 6. �Color online� Comparison of STL values obtained theoretically for
three theoretical boundary conditions �i.e., clamped, simply supported, and
modified simply supported� in the case of normal sound incidence.

FIG. 7. �Color online� Panel deflection mode shapes under normal sound
excitation at frequency fs

�3,3�=489 Hz for fully simply supported case and
fc

�3,3�=619 Hz for fully clamped case, where the responses are controlled by
the �3,3� natural mode: �a1� simply supported incident panel; �a2� simply
supported radiating panel; �b1� clamped incident panel; �b2� clamped radi-
ating panel.

TABLE I. Comparison of the fundamental frequency coefficient �00

=��h /D�00a
2 for a fully clamped single-leaf panel with that of fully simply

supported.

Boundary
condition �=a /b

Leissa
�Ref. 38�

Laura and Grossi
�Ref. 39�

Present
study

S-S-S-Sa 1.0 19.73 19.74 19.74
C-C-C-Ca 1.0 35.99 35.99 35.99

“S-S-S-S” and “C-C-C-C” represent fully simply supported and fully
clamped on four edges of the panel, respectively.
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if sufficiently large values of panel length a and panel width
b are taken in numerical calculations. The corresponding
STL results for the two models with a=108 m and b
=108 m assumed are shown in Fig. 8. As anticipated, an
excellent agreement is achieved between the two models, as
the effect of boundary condition becomes negligible �in other
words, no boundaries exist� when the structure is extended to
infinite.

The mass-air-mass resonance dip in Fig. 8 is marked by
the symbol �, which is a unique phenomenon owned by the
double-panel system and can be approximately predicted by
the formula6

f� =
1

2� cos �
��0c0

2

H

�m1 + m2�
m1m2

. �37�

The standing-wave resonance dips labeled by the symbol �

occur when the depths of the air gap in between the two
panels are integer numbers of half wavelength of the incident
sound. The corresponding resonance frequencies can be ob-
tained by19

fs,n =
nc0

2H
�n = 1,2,3, . . .� . �38�

The theoretical predictions given in Fig. 8 agree excellently
well with Eqs. �37� and �38�.

B. Effects of different boundary conditions on STL

In this section, the STL behaviors of the rectangular
double-panel partition predicted by the two models based
separately on the clamped boundary condition and the sim-
ply supported boundary condition are compared for different
cases, e.g., sound incident with different elevation angles
��=0° ,30° ,60°� and fixed azimuth angle of �=45°. The
results are presented in Figs. 9, 11, and 13. Here, the incident
azimuth angle is fixed at 45° for the purpose of fully exciting
the relevant panel vibration modes.

The typical �3,3� modal shapes of panel deflection asso-
ciated with the cases of Figs. 9, 11, and 13 are presented in
Figs. 10, 12, and 14, respectively. Note that although the

mode shapes in Fig. 10 look similar to those shown in Fig. 7,
different natural frequencies �fs

�3,3�=352 Hz for the simply
supported case and fc

�3,3�=446 Hz for the clamped case� are
obtained due to the different panel dimensions considered
here �i.e., 0.5 m�0.5 m�2 mm�.

As mentioned above, except for the second dip �i.e., the
plate-cavity-plate resonance�, which is insensitive to bound-
ary conditions as seen in Figs. 9, 11, and 13, other dips
determined mainly by the natural vibration of the radiating
panel are significantly shifted when the boundary conditions
are changed. Additionally, for the three considered cases, it
can be seen that the STL values of the clamped system are
distinctly higher than those of the simply supported system
in the lower frequency range. For the higher frequency
range, however, all the three cases show different trends. For
example, for the case of elevation angle �=0°, the STL val-
ues obtained with the two different boundary conditions have
overall the same order of magnitude, although the resonance

FIG. 8. �Color online� STL of infinitely large double-panel partition theo-
retically obtained separately with clamped boundary and simply supported
boundary. �: mass-air-mass resonance; �: standing-wave resonance.

FIG. 9. �Color online� Predicted STL of finite �0.5�0.5 m2� double-panel
partition plotted as a function of frequency for incident sound with elevation
angle �=0° and azimuth angle �=45°.

FIG. 10. �Color online� Panel deflection mode shapes under normal sound
excitation ��=0° and �=45°� at frequency fs

�3,3�=352 Hz for fully simply
supported case and fc

�3,3�=446 Hz for fully clamped case, where the re-
sponses are controlled by the �3,3� natural mode: �a1� simply supported
incident panel; �a2� simply supported radiating panel; �b1� clamped incident
panel; �b2� clamped radiating panel.
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dips are not in accord with each other. By comparing the
three plots in succession, it can be seen that as the elevation
angle is increased, the discrepancies between the STL values
obtained with different boundary conditions increase.

Taking a whole view of the results shown in Figs. 10,
12, and 14, one can see that the mode shapes of the simply
supported panels can be approximated as the corresponding
clamped panel mode shapes only for the case of normal
sound incidence �see Fig. 10�. For oblique sound incidence,
the mode shapes of the simply supported panels are dramati-
cally different from those of the clamped panels �see Figs. 12
and 14�. The asymmetric sound incidence �i.e., oblique
sound incidence, 0° ���90°� induces asymmetric mode
shapes of the simply supported panels �symmetric only about
the incident plane�, while the mode shapes of the clamped
panels remain highly symmetric, which confirms the more
rigorous restraint of the fully clamped condition on the

movement of panel edges than that of the simply supported
condition.

VI. CONCLUSIONS

An analytical approach has been developed to investi-
gate the influence of boundary constraints �fully clamped
versus fully simply supported� on the sound insulation per-
formance of a finite double-panel structure containing an air
cavity. The theory is built upon the vibration responses of the
two panels coupled by the air cavity. Experimental measure-
ments are subsequently performed to validate the theoretical
predictions, with good overall agreement achieved for both
types of the boundary condition. The inherent consistency of
the two models based separately on the clamped boundary
condition and the simply supported boundary condition is
confirmed when the panel dimensions become infinitely
large. The model is then used to systematically explore the

FIG. 11. �Color online� Predicted STL of finite �0.5�0.5 m2� double-panel
partition plotted as a function of frequency for incident sound with elevation
angle �=30° and azimuth angle �=45°.

FIG. 12. �Color online� Panel deflection mode shapes under oblique sound
excitation ��=30° and �=45°� at frequency fs

�3,3�=352 Hz for fully simply
supported case and fc

�3,3�=446 Hz for fully clamped case, where the re-
sponses are controlled by the �3,3� natural mode: �a1� simply supported
incident panel; �a2� simply supported radiating panel; �b1� clamped incident
panel; �b2� clamped radiating panel.

FIG. 13. �Color online� Predicted STL of finite �0.5�0.5 m2� double-panel
partition plotted as a function of frequency for incident sound with elevation
angle �=60° and azimuth angle �=45°.

FIG. 14. �Color online� Panel deflection mode shapes under oblique sound
excitation ��=60° and �=45°� at frequency fs

�3,3�=352 Hz for fully simply
supported case and fc

�3,3�=446 Hz for fully clamped case, where the re-
sponses are controlled by the �3,3� natural mode: �a1� simply supported
incident panel; �a2� simply supported radiating panel; �b1� clamped incident
panel; �b2� clamped radiating panel.
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effects of different boundary conditions on the sound isola-
tion capability of double-panel partitions in terms of both the
STL versus frequency plots and the �3,3� mode shapes of
panel vibration.

The comparison of the STL versus frequency plots ob-
tained with the two different boundary conditions suggests
that the natural frequencies of a fully clamped double-panel
partition are higher than those of a fully simply supported
one �except for the plate-cavity-plate resonance frequency�.
This is attributed to the more rigorous constraint provided by
the clamped condition than that by the simply supported con-
dition, which is equivalent to increasing the panel stiffness.
However, to account for this increased panel stiffness by an
artificial factor �e.g., �2� is not widely feasible, as the in-
creased panel stiffness is determined by many parameters
such as panel dimensions, material properties, and incident
sound frequency.

Obtained results at oblique sound incidence for the two
different boundary condition cases suggest that at the lower
frequency range, the STL values show noticeable discrepan-

cies for the two cases, while at the higher frequency range
the discrepancies depend on the incident elevation angle.
While the vibration mode shapes of a simply supported panel
can be approximated as those of its clamped counterpart only
in the case of normal sound incidence, dramatic distinctions
exist between them in the case of oblique sound incidence.
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APPENDIX: DERIVATION OF EQUATION „33…

The deflection coefficients of the two panels are

��1,kl� = ��1,11 �1,21 . . . �1,M1 �1,12 �1,22 . . . �1,M2 . . . �1,MN �
MN�1
T

, �A1�

��2,kl� = ��2,11 �2,21 . . . �2,M1 �2,12 �2,22 . . . �2,M2 . . . �2,MN �
MN�1
T

. �A2�

The left-hand side of Eq. �33� represents the generalized force, where

�Fkl� = 2j��0I� f11 f21 . . . fM1 f12 f22 . . . fM2 . . . fMN �
MN�1
T

, �A3�

�1,mn
�1 = 3�m

a
�4

+ 3�n

b
�4

+ 2�m

a
�2�n

b
�2

, �A4�

�1
�1 = �

�1,11
�1

�1,21
�1

�

�1,M1
�1

�1,12
�1

�1,22
*1

�

�1,M2
�1

�

�1,MN
�1

�
MN�MN

, �A5�

�1,n
�2 =

2n4

b4 �
0 1 1 ¯ 1

1 0 1 ¯ 1

1 1 0 ¯ ¯

¯ ¯ ¯ � 1

1 1 ¯ 1 0
�

M�N

, �A6�
�1

�2 = �
�1,1

�2

�1,2
�2

�

�1,N
�2
�

MN�MN

, �A7�
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�1
�3 =

2

a4�
14

24

�

M4
�

M�N

, �A8�

�1
�3 = �

0 �1
�3 �1

�3
¯ �1

�3

�1
�3 0 �1

�3
¯ �1

�3

�1
�3 �1

�3 0 ¯ ¯
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�3 0
�
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9ab
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1

1
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1
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MN�MN

, �A10�
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3ab
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�
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Using the definition of the sub-matrices presented
above, one obtains

�T11,kl�MN�MN = 4D1�4ab��1
�1 + �1

�2 + �1
�3�

− �m1�2 + j��0
2�e2jkzH

kz�1 − e2jkzH��
· ��2

�1 + �2
�2 + �2

�3 + �2
�4� , �A17�

�T12,kl�MN�MN = j��0
2�ejkzH
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���2
�1 + �2
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�3 + �2

�4� , �A18�

�T21,kl�MN�MN = j��0
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���2
�1 + �2
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The acoustical array composed of microphones and piezoelectric devices can reduce internally
generated noise from the system such as a machine, a vehicle, or a robot. However, when the
acoustical array combining microphones and piezoelectric devices is employed, it is necessary to
estimate the gains of microphones and piezoelectric devices concerning the system that generates
the noise in advance. The aim of this paper is to simplify this process, that is, to reduce internally
generated noise without preknowledge concerning the gains of microphones and piezoelectric
devices. Although the proposed method handles an anechoic mixing, it has some merits that
complement the other typical blind source separation algorithms. In this paper, the problem is first
formulated. The assumptions and the methodology of the proposed method are then given with some
experimental results. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3077218�
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I. INTRODUCTION

Microphone array is widely employed in various
scenes.1–3 The applications include hearing aids,4 speech
enhancement,5 robot audition,6,7 and so on. There are many
methods utilizing the typical microphone array such as the
delay-sum type microphone array,8 the adaptive microphone
array,9–11 and direction of arrival �DOA� estimation.12–14 Al-
though it can effectively reduce the external noise coming
from the environment, it is difficult to reduce internally gen-
erated noise from the system such as machines, vehicles, and
robots, because, in those cases, the noise source is very close
to the microphones. The number of noise cannot always be
known. Moreover, the noise intensity is also often larger than
the signal, because the main sound propagation path is not
the air but the solid frame of the machine.

On the other hand, the authors proposed another type of
acoustical array composed not only of microphones but also
of piezoelectric devices to reduce the internally generated
noise.15,16 In our method, we use piezoelectric devices as
vibration sensors. In mechatronics, there has been a lot of
research into controlling vibration with piezoelectric devices
as actuators.17–19 However, there is little research into apply-
ing piezoelectric devices to a microphone array to reduce the
internally generated noise. Our aim is to reduce the internally
generated noise by combining microphones and piezoelectric
devices that have been attached to a noise source. The typical
microphone array requires a precise estimation of the time
difference or gains from the sounds to each microphone. In a

similar fashion, when the acoustical array combining micro-
phones and piezoelectric devices is employed, the gains of
the microphones and the piezoelectric devices to the noise
source should be estimated in advance. The objective of our
research is to simplify this process, that is, to reduce the
internally generated noise without the preknowledge con-
cerning the gains of the microphones and the piezoelectric
devices.

There are some useful blind source separation �BSS�
algorithms such as independent component analysis20–23

�ICA� and sparseness approaches.24–26 ICA is based on the
unitary diagonalization of the whitened data covariance ma-
trix. There also exist some BSS algorithms utilizing higher
order statistics. Sparseness means that most of the frequency
components of a signal are zero, so that the sources rarely
overlap in frequency domain. Under this assumption, it is
possible to extract each signal using time-frequency binary
masks. However, it is also difficult to employ these BSS
algorithms to reduce the internally generated noise, because
the internally generated noise is not always stationary, statis-
tically independent, and sparse.

In this paper, we propose a method for reducing the
internally generated noise by the acoustical array combining
microphones and a piezoelectric device under the blind con-
dition. The proposed method can reduce the internally gen-
erated noise from each microphone even when the number of
the sounds and noise is larger than that of the acoustical
sensors. The sounds may not only be statistically indepen-
dent but may also be statistically dependent unlike ICA. The
sounds and noise may overlap in frequency domain unlike
the sparseness approach. They may also overlap in most of
time domain. In Sec. II, we formulate the problem of the
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acoustical array combining microphones and a piezoelectric
device. In Sec. III, we state the assumptions and describe the
algorithm of the proposed method. We show the experimen-
tal results to confirm the performance of the proposed
method in Sec. IV. Conclusions are given in Sec. V.

II. PROBLEM FORMULATION

Let us consider a three-dimensional space where the co-
ordinate is represented as �r ,� ,�� by a spherical polar coor-
dinate system as illustrated in Fig. 1. O represents the origin.
The relations among r, �, �, x, y, and z can be described as

x = r sin � cos � , �1�

y = r sin � sin � , �2�

and

z = r cos � . �3�

Let us consider J sounds, K external noise sources, and a
microphone array with N microphones mounted on a system
such as a machine, a vehicle, or a robot, which generates the
internally generated noise, as illustrated in Fig. 1. sj�t� is the
jth sound generated at the position cj = �rj ,� j ,� j� at time t.
nI�t� and nk

E�t� are the internally generated noise at the origin
and the kth external noise at the position ck

E= �rk
E ,�k

E ,�k
E�,

respectively. To detect the object vibration which generates
the noise, we also consider a piezoelectric device attached to
the system. The system is located at the origin. ri

M

= �ri
M ,�i

M ,�i
M� represents the coordinate of the ith micro-

phone position. According to the survey by O’Grady et al.,
signal mixtures of an acoustical array are categorized as the
instantaneous, anechoic, and echoic mixings.27 In this paper,
we discuss an anechoic mixing. Under the above situation, it
is considered that the signal xi

M�t� obtained by the ith micro-
phone is expressed as

xi
M�t� = �

j=1

J

mijsj�t − �ij� + �
k=1

K

mik
Enk

E�t − �ik
E � + mi

InI�t� , �4�

where mij, mik
E , and mi

I are the gains of the ith microphone to
the jth signal source, the kth external noise, and the system
which generates the internally generated noise, respectively.
�ij and �ik

E represent the time delay from the jth sound and the
kth external noise to the ith microphone, respectively. They
can be described as

�ij =
�cj� − �cj − rMi�

c
, �5�

and

�ik
E =

�cEk� − �cEk − rMi�
c

, �6�

where c is the speed of sound, which is 343 m /s in air. As
the piezoelectric device directly detects the object vibration,
the signal xP�t� obtained by the piezoelectric device can be
described as follows:

xp�t� = pInI�t� , �7�

where the pI represents the gain of the piezoelectric device to
the system which generates the internally generated noise.
Note that Eq. �7� is valid as the piezoelectric device is col-
located with the microphone. If there is no noise source, we
may separate the sounds and the external noise by employing
the typical microphone array and BSS algorithms such as
ICA or sparseness approaches. However, the internally gen-
erated noise prevents us from employing these useful meth-
ods. Our aim is to reduce the internally generated noise with-
out preknowledge of the amplitude gain of the microphones
and the piezoelectric devices in spite of the existence of mul-
tiple sounds. To simplify the explanation, we rewrite xi

M�t�
and xP�t� as follows:

xi
M�t� = �

j=1

J

dijsj��t − �ij� + �
k=1

K

dik
Enk�

E�t − �ik
E � + di

In�I�t� , �8�

and

xP�t� = n�I�t� , �9�

where dij, dik
E , and di

I represent the amplitude gain ratio of the
ith microphone to the piezoelectric device concerning the jth
sound, the kth external noise, and the internally generated
noise, respectively. sj��t�, nk�

E�t�, and n�I�t� represent the jth
signal, the kth external noise, and the internally generated
noise amplified by pI, respectively, and can be expressed as

si��t� = pIsi�t� , �10�

ni�
E�t� = pIni

E�t� , �11�

and

n�I�t� = pInI�t� . �12�

In our method, we estimate all di
I from the obtained xi

M�t� and
xP�t�, and reduce the internally generated noise from xi

M�t�
by utilizing the estimated di

I.

z

x

yφ

θ

Sound sources

Internal noise source

Piezoelectric device
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External noise sources

r
(r, θ, φ)

FIG. 1. �Color online� Basic concept.
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III. PROPOSED METHOD

A. Assumptions regarding the sounds

Let us define �ii
M�q , t� as the short-time auto-correlation

function of the received signal xi
M�t� of the ith microphone at

time t as follows:28

�ii
M�q,t� =

1

L
�
l=0

L−1

xi
M�l + t�xi

M�q + l + t� , �13�

where q and L represent the time deviation and the number
of the data used for calculating averages, respectively. Let us
also define �P�q , t� as the short-time auto-correlation func-
tion of the received signal xP�t� of the piezoelectric device at
time t as follows:

�P�q,t� =
1

L
�
l=0

L−1

xP�l + t�xP�q + l + t� . �14�

We define the ratio of the inter-channel power difference
�Ai�t� as follows:

�Ai�t� =
�ii

M�0,t�
�P�0,t�

�i = 1,2, . . . ,N� . �15�

We assume the following conditions regarding the sound
sources.

Assumption 1. The signals are partially disjoint.
Let us define � j j�q , t�, �kk

E �q , t�, and �I�q , t� as the
short-time auto-correlation function of sj�t�, nk

E�t�, and nI�t�
at time t as follows:

� j j�q,t� =
1

L
�
l=0

L−1

sj�l + t�sj�q + l + t� , �16�

�kk
E �q,t� =

1

L
�
l=0

L−1

nk
E�l + t�nk

E�q + l + t� , �17�

and

�I�q,T� =
1

L
�
l=0

L−1

nI�l + t�nI�q + l + t� . �18�

This condition is described as follows.
There exists T� for all t� �T� ,T�+max��ij ,�ik

E �� such
that

� j j�0,t� = 0, �19�

�kk
E �0,t� = 0, �20�

and

�I�0,t� � 0, �21�

where � j j�0, t�, �kk
E �0, t�, and �I�0, t� are the short-time

mean power of sj�t�, nk
E�t�, and nI�t� at time t. Let us define

the set � whose elements are tl satisfying Eqs. �19�–�21�. Let
us also define r as the number of the elements of �. For
instance, when we consider ten t=1,2 ,3 , . . ., and 10, and
only t=1, 2, and 3 are satisfied with the Eqs. �19�–�21�, the
elements of � become 1, 2, and 3.

Assumption 2. Nonuniformity of �Ai�t�.

We assume that the multiple signals should vary when
they occur simultaneously, so that the number of �Ai�t� val-
ues appearing the most frequently in the ovarlapping inter-
vals is less than the number of the disjoint points. Overlap-
ping intervals are the intervals when some or all of the
signals overlap in the time domain. In general, �ii

M�q , t� can
be expressed as follows:

�ii
M�q,t� = �

j=1

J

mij
2 � j j�q,t� + �

k=1

K

mik
E2�kk

E �q,t� + mi
I2�I�q,t�

+ 	�q,t� , �22�

where 	�q , t� represents the summation of the cross-
correlations of the sounds, the external noise, and the inter-
nally generated noise. On the other hand, �P�q , t� can be
expressed as follows:

�P�q,t� = pI2�I�q,t� . �23�

In Eqs. �22� and �23�, the 2 in the superscript is not a label
but a square operation. Let us define qi as the maximal num-
ber such that �Ai�t� has the same value in spite of the mix-
tures of multiple sounds. Assumption 2 can be expressed as
follows:

r 
 qi. �24�

We will verify that speech signals satisfy this assumption
enough to allow for noise reduction concerning the internally
generated noise from the microphones under the blind con-
dition later. In the binary mask, it should be assumed that the
frequency components of the mixed sounds hardly overlap in
any time. On the other hand, in our method, the frequency
components of mixed sounds may overlap in the frequency
domain. The mixed sounds may also overlap in most of the
time domain. Moreover, the sounds may not only be statisti-
cally independent but may also be statistically dependent. It
should be noted that we do not need to know the intervals
where the sounds are disjoint in the time domain through all
the procedure.

B. Algorithm of the proposed method

Figure 2 shows the basic concept of the time fluctuation
regarding �Ai�t�. As shown in Fig. 2, �Ai�t� is constant when
only one sound is present, while �Ai�t� varies when multiple

Ai(t)
Multiple sounds are present

Internal noise is present
(Partially disjoint)

di
I

Time

FIG. 2. Basic concept of �Ai�t�.
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sounds are present under Assumptions 1 and 2. According to
Assumption 1, if we consider the time tl at which only one
sound is present, �Ai�tl� can be expressed as follows:

�Ai�tl� =
mi

I2�I�0,tl�
pI2�I�0,tl�

=
di

I2��I�0,tl�
��I�0,tl�

= di
I2. �25�

As shown in Eq. �25�, �Ai�tl� becomes di
I2 if only the inter-

nally generated noise is present. Equations �19�–�21� are sat-
isfied by tl. Hence, we can obtain the estimated di

I by utiliz-
ing the value of Ri that is value of the �Ai�t� ranked in the
top as follows:

di
I = �Ri, �26�

where di
I represents the estimated value of di

I.
It should be noted that this procedure is executed inde-

pendently for each i; that is, di
I can be identified even if the

number of the acoustical sensors is less than the number of
the sounds and noise. In this procedure, we do not need to
estimate even the intervals when the sounds are disjoint in
order to identify di

I. We only have to check the values of
�Ai�t� for a certain time, which include the intervals where
the signal is disjoint.

After the estimation of di
I, we can ideally reduce the

internally generated noise in the time domain as follows:

xi
M�t� = xi

M�t� − di
IxP�t� , �27�

where xi
M�t� corresponds to the output xi

M�t� of the ith micro-
phone without the internally generated noise, because xi

M�t�
can be rewritten as

xi
M�t� = xi

M�t� − di
IxP�t� = �

j=1

J

mijsj�t − �ij� + mi
InI�t�

−
mi

I

pI pInI�t� � �
j=1

J

mijsj�t − �ij� . �28�

Due to a tiny phase difference among sounds recorded by the
microphones and the piezoelectric device in the real world,
the results of the noise reduction concerning the internally
generated noise in the time-frequency domain like spectral
subtraction may be better than those in the time domain. It
should be noted that xi

M�t� includes all the physical informa-
tion between the microphones and the signals without the
internally generated noise. Hence, we can employ various
methods based on the microphone array such as beam-
forming or adaptive microphone array, ICA, or sparseness
approaches. It should also be noted that the number of the
sound sources and noise may be larger than the number of
the acoustical sensors in our method although it is an ill-
posed problem in the typical microphone array.

IV. EXPERIMENT

A. Examples of the waveform of the sound source
and noise

To show that the piezoelectric device only detects the
object vibration, we show the waveforms of the signal and
noise. Figure 3 illustrates the experimental setup. The sound
was generated from 0° and 50 cm apart from the mobile

personal computer �PC� as illustrated in Fig. 3. We attached
a piezoelectric device �SBT-C, Fishman� to the mobile PC. A
microphone �ECM-TS125, Sony� was also set on the mobile
PC. The recording room was a silent studio. The reverbera-
tion time was 72 ms. Figures 4 and 5 show the waveform of
the output from the microphone and the piezoelectric device,
respectively, when the speech signal was generated from the
speaker. As shown in Figs. 4 and 5, although the microphone
captures the sound from the speaker, the piezoelectric device
does not capture the sound from the speaker because the
sound was generated from the place apart from the mobile
PC. To show that the piezoelectric device detects the object
vibration, we also show the waveform of the output from the
microphone and the piezoelectric device, respectively, when
the mobile PC was powered. Figures 6 and 7 show the wave-
form of the output from the microphone and the piezoelectric

335cm

680cm

285cm
Installation point of
a microphone and
a piezoelectric device

540cm

50cm

Sound source

0degree

90degree

Mobile personal computer
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FIG. 3. �Color online� Experimental setup.
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FIG. 4. �Color online� Output from the microphone when the sound was
generated from the speaker.
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device, respectively, when the noise was generated from the
mobile PC. As shown in Figs. 6 and 7, not only the micro-
phone but also the piezoelectric device capture the noise
from the mobile PC. These examples show that the piezo-
electric device only detect the object vibration regardless of
the existence of sound sources apart from the object. In other
words, we can assume that the piezoelectric device only de-
tects the object vibration.

B. Experiment to confirm the robustness on the
position of the sound sources

We then conducted the experiment to confirm whether
we can reduce the noise of the microphone regardless of the
sound position. We tried to reduce the noise from the mobile
PC such as fan noise and hard disk drive �HDD� noise in the
experiment. We used the same microphone, piezoelectric de-
vice, and mobile PC. The layout of the piezoelectric device,
the microphone, and the mobile PC were also the same as
that in Sec. IV A. L was set to 256. The directionalities of a

microphone and a piezoelectric device are unknown in the
experiments. A sound source was set 50 cm apart from the
mobile PC. To confirm the robustness concerning the direc-
tion of the speaker, the sound was generated from 0° and
90°. As the sound sources, we selected five male voices and
five female voices from “Japanese Newspaper Article Sen-
tences” edited by the Acoustical Society of Japan. To confirm
the performance quantitatively, we calculate signal-to-noise
ratio �SNR� as follows:

SNR = 10 log10
�t=0

T s1
2�t�

�t=0
T nI2�t�

, �29�

where T represents the time length. To calculate SNR, we
separately sampled s�t� and nI�t� in the room. Noise reduc-
tion ratio �NRR� is defined as follows:

NRR = SNRafter − SNRbefore, �30�

where SNRbefore and SNRafter are the SNRs before and after
noise reduction, respectively. Tables I and II show the results
of SNRbefore, SNRafter, and NRR regarding the microphone
when the sound was generated from 0° and 90°, respectively.
As shown in Tables I and II, the proposed method could
reduce the noise over 7 dB throughout all the experiments

TABLE I. NRR results when the sound was generated from 0°. The noise
was from mobile PC, which include a fan noise and HDD noise.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 1 Male −2.9227 5.2024 8.1252
Sound 2 1.0569 8.6452 7.5883
Sound 3 1.2398 8.7879 7.5482
Sound 4 5.7757 13.9037 8.128
Sound 5 4.5225 12.1693 7.6468

Sound 6 Female 4.3661 12.5574 8.1913
Sound 7 3.3001 10.8347 7.5347
Sound 8 8.012 15.4832 7.4712
Sound 9 5.8976 13.8739 7.9763
Sound 10 7.3457 15.2349 7.8892
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FIG. 5. �Color online� Output from the piezoelectric device when the sound
was generated from the speaker.
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FIG. 6. �Color online� Output from the microphone when the noise was
generated from the mobile PC.
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FIG. 7. �Color online� Output from the piezoelectric device when the noise
was generated from the mobile PC.
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although the SNRbefore was various and the noise was some-
times very big.

C. Experiment to confirm the applicability when the
number of sensors is less than that of the
signals and noise

To show that the proposed method can reduce the inter-
nally generated noise even when the number of the sound
sources and the noise is larger than that of the acoustical
sensors, we conducted another experiment. In this experi-
ment, we only utilized two acoustical sensors, that is, a mi-
crophone and a piezoelectric device, while three sound
sources, two signals and an internally generated noise, were
generated. In the typical microphone array, it is an ill-posed
problem. However, when we consider the acoustical array
combining microphones and piezoelectric devices, we can
reduce the internally generated noise due to its feature in
such a case. Sound 1 and sound 2 were generated from 0°
and 90°, respectively. We selected the same five male and
five female voices utilized in Sec. IV B. In this experiment,
to estimate how the method reduced the internally generated
noise, SNR is redefined as follows:

SNR = 10 log10
�t=0

T s1
2�t� + s2

2�t�
�t=0

T nI2�t�
, �31�

where s1�t� and s2�t� represent two signals from 0° and 90°,
respectively. nI�t� represents the internally generated noise.
NRR is described as follows:

NRR = SNRafter − SNRbefore, �32�

where SNRbefore and SNRafter are the SNRs before and after
noise reduction, respectively. Table III shows NRR results

when the sound 1 �male� and sound 2 �female� were gener-
ated from 0° and 90°, respectively. Table IV shows NRR
results when the sound 1 �female� and sound 2 �male� were
generated from 0° and 90°, respectively. As shown in Tables
III and IV, we could reduce the internally generated noise
about 7 dB throughout all the experiments although the num-
ber of the sound sources and noise was larger than that of the
microphone and the piezoelectric device.

D. Experiment to reduce the noise when the sounds
are dependent

To evaluate the performance of the proposed method
concerning dependent mixtures, we conducted other experi-
ments. We selected the same five male and five female voices
utilized in Sec. IV B. The same sounds were generated from
0° and 90°, that is, they were strongly dependent. Table V
shows the results of SNRbefore, SNRafter, and NRR regarding
the microphone when the same sounds were generated from
0° and 90°. The proposed method could also reduce the noise
about 7 dB throughout all the experiments in spite of depen-
dent mixtures and an ill-posed problem in the typical micro-
phone array as shown in Table V.

E. Experiment to reduce the noise when the sound
and the noise are dependent

We also conducted the experiments when the sound and
the noise are dependent. The sound was generated from 0°.
The noise was from mobile PC, which includes not only a
fan noise and HDD noise but also the same sound as the

TABLE II. NRR results when the sound was generated from 90°. The noise
was from mobile PC, which include a fan noise and HDD noise.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 1 Male −2.0951 5.8063 7.9014
Sound 2 −0.8544 7.0146 7.869
Sound 3 1.8961 9.7865 7.8904
Sound 4 7.7779 15.2013 7.4234
Sound 5 4.5006 12.1275 7.6269

Sound 6 Female 5.9733 14.2331 8.2597
Sound 7 5.2074 12.7976 7.5893
Sound 8 9.4863 17.5601 8.0738
Sound 9 7.1737 15.2243 8.0506
Sound 10 8.7106 16.2123 7.5018

TABLE III. NRR results when the sound 1 �male� and sound 2 �female�
were generated from 0° and 90°, respectively. The noise was from mobile
PC, which include a fan noise and IDD noise.

Female Male SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 1 Sound 6 3.1291 11.0603 7.9312
Sound 2 Sound 7 1.051 9.0584 8.0074
Sound 3 Sound 8 6.6582 14.7139 8.0557
Sound 4 Sound 9 6.2487 13.4759 7.2272
Sound 5 Sound 10 6.2586 14.21 7.9514

TABLE IV. NRR results when the sound 1 �female� and sound 2 �male�
were generated from 0° and 90°, respectively. The noise was from mobile
PC, which include a fan noise and IDD noise.

Female Male SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 6 Sound 1 1.8725 9.2062 7.3337
Sound 7 Sound 2 1.5219 9.5398 8.0179
Sound 8 Sound 3 5.2865 13.0687 7.7821
Sound 9 Sound 4 6.4214 13.9774 7.5559
Sound 10 Sound 5 4.911 13.0167 8.1058

TABLE V. NRR results when the same sounds were generated from 0° and
90°. The noise was from mobile PC, which include a fan noise and HDD
noise.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 1 Male −2.8021 5.0933 7.8954
Sound 2 −0.0071 8.2029 8.21
Sound 3 1.0766 9.049 7.9724
Sound 4 6.3053 13.869 7.5637
Sound 5 3.0237 11.2656 8.242

Sound 6 Female 4.4725 12.4389 7.9664
Sound 7 4.0269 12.0554 8.0286
Sound 8 8.1689 16.1161 7.9472
Sound 9 6.0253 13.7956 7.7702
Sound 10 7.4798 15.2653 7.7855
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sound source. Table VI shows the experimental results. As
shown in Table VI, we also could obtain NRR improvements
throughout all the experiments.

F. Experiment to evaluate directional patterns

Although NRRs are shown in Secs. IV A–IV E, it is
entirely possible that noise is reduced at some frequencies
and increased at others, where the intelligibility of the signal
is damaged. For instance, if a 100 Hz noise were reduced
and a 1000 Hz signal increased, the proposed method would
show an improvement, but for a listener, the result would be
poor, since the ear is more sensitive at 1000 Hz than at
100 Hz. To show that the proposed method can reduce the
noise at wide range of frequencies, we estimated directional
patterns concerning 500, 1000, 2000, and 4000 Hz. In all the
directional patterns, we used the estimated parameter when
the signal with 500 Hz was used. To measure the directivity,
we set for the angle � in the range of 0°–350° at 10° inter-
vals. Figures 8–11 show the directional patterns of the acous-
tical array combining the microphone and the piezoelectric
device with frequencies of 500, 1000, 2000, and 4000 Hz,
respectively. In these figures, the points on the circle repre-
sent the gain of the proposed array to that of the microphone
for each direction. The center point of the circle represents

the gain of the proposed array to that of the microphone for
the piezoelectric device zone, that is, the gain for the mobile
PC position. As shown in Figs. 8–11, the array is able to
steer the null point at the noise source and could obtain NRR
improvement at the position of the mobile PC around 7 dB
with a tiny reduction in the gain on the other areas. These
results show that the proposed method can reduce the noise
at relatively wide range of frequencies where a normal user
is sensitive.

G. Experiment to reduce the noise of an autonomous
robot

We next conducted the experiments to apply the pro-
posed method to an actual robot. For the experiments, we
utilized an autonomous mobile robot called UBIRO, which
was developed in our laboratory. Figure 12 shows UBIRO’s
appearance. Table VII shows the UBIRO’s specifications. As
shown in Fig. 12, we set a microphone and a piezoelectric
device on the front side of UBIRO. The piezoelectric device
�BGT-2000, Belcat� was set on a photoelectronic sensor that
had a motor for scanning. A microphone �RP-VC200, Pana-
sonic� was set 3 cm apart from the sensor. The experimental

TABLE VI. NRR results when the sound was generated from 0°. The noise
was from mobile PC, which include not only a fan noise and HDD noise but
also the same sound as the sound source.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 1 Male −3.7528 0.30322 4.056
Sound 2 −3.3434 0.55565 3.8991
Sound 3 −3.3658 0.6258 3.9916
Sound 4 −7.7146 −4.1349 3.5797
Sound 5 −9.0115 −5.1443 3.8672

Sound 6 Female 2.1359 5.9366 3.8007
Sound 7 −1.7221 2.3778 4.0999
Sound 8 −0.81226 3.3153 4.1276
Sound 9 2.7897 6.7566 3.9669
Sound 10 −1.4438 2.4947 3.9385
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setup is illustrated in Fig. 13. A sound was generated from 0°
or 90° and 40 cm apart from the motor. We conducted the
experiment not in a special room but in an ordinary confer-
ence room. Reverberation time was 387 ms. As sound
sources, we selected the same five male and five female
voices that were used in the previous experiment. Tables VIII
and IX show the results of SNRbefore, SNRafter, and NRR
from the microphone when a sound was generated from 0° or
90°, respectively. As shown in Tables VIII and IX, the pro-
posed method could reduce the noise about 4 dB throughout
all the experiments even if we applied the proposed method
to a real robot. To evaluate the performance of the proposed
method concerning dependent mixtures, we also utilized the
same voices generated from 0° and 90°; that is, they were
strongly dependent. Table X shows the results of SNRbefore

and NRR when two sounds were generated from 0° and 90°,
respectively. The proposed method could also reduce the

noise about 4 dB throughout all the experiments in spite of
dependent mixtures and an ill-posed problem, as shown in
Table X.

H. Experiment to evaluate the performance when the
microphone and the piezoelectric device are not
collocated

The algorithm is basically based on the same location of
the microphones and the piezoelectric device. Since the
method does not include a path model between piezoelectric
device and microphone, echoes of the internally generated
noise could still become injected into the signal. With the
same location of the microphones and the piezoelectric de-
vice, this is not significant. However, if the piezoelectric de-
vice and microphone were not located at the same location,
this may become a significant problem. To confirm the effec-
tiveness of the proposed method when the piezoelectric de-
vice and microphone were not collocated, we conducted the
experiments when the microphone and piezoelectric device
are located at the different place. To confirm the above
points, we set the microphone 10 cm apart from the mobile
PC, while the piezoelectric device is set onto the mobile PC
in this experiments. Table XI shows the NRR results. As
shown in Table XI, although the microphone is apart from
the mobile PC; that is, we could obtain NRR improvement
around 4 dB. Hence, the algorithm is still effective even
when the microphone and the piezoelectric device are not

TABLE VII. Specification of UBIRO.

Feature Description

Size 800�900�900 mm3

Weight 90 kg
Speed Max 6.0 km /h

Operating system Windows XP �Pentium III 850 MHz�
Communications Wireless LAN and SR-232C

Batteries Two 12 V 35 Ah
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located at the same position although the effectiveness be-
comes weak when the microphone and the piezoelectric de-
vice are located at the different position.

V. DISCUSSION AND CONCLUSION

In this paper, we proposed a method to reduce the inter-
nally generated noise based on the gain difference between
the microphones and the piezoelectric device attached to the
system that generates the internally generated noise. Al-
though we used a piezoelectric device as a vibration sensor,
we can employ any vibration sensor instead of the piezoelec-
tric device. The system can reduce the internally generated
noise under the blind condition. It can reduce the internally
generated noise not only when the number of the acoustical
sensors is larger than that of the sound sources and the noise
source but also when the number of the acoustical sensors is
smaller than that of the sound sources and the noise source.
We do not need to know in advance the directionality of the
microphones and the piezoelectric device or the interval
when the sound is disjoint. Throughout the experiments, we
could reduce the noises of mobile PC and the autonomous
robot. However, the proposed method also has some limita-
tions summarized as follows:

�1� In our method, we assume that the piezoelectric device is
located with the microphone at the same position.

Hence, theoretically, the algorithm does not work when
the microphone and the piezoelectric device are located
at the different positions. Although the algorithm is still
empirically effective even when the microphone and the
piezoelectric device are not located at the same position,
it remains a matter of research.

�2� In our method, we assume that the piezoelectric device is
sensitive only to the vibration signal. If there are signal
components in the piezoelectric device which are not
coupled to the acoustic path between the machine and
the microphone, then these components would be added
to the microphone signal, degrading performance rather
than improving it. Although the assumption is well-
satisfied throughout the experiments, this method would
not work very much without the piezoelectric device’s
insensitivity to the speech signal.

Due to these limitations, in some cases, we may also be
able to reduce the internally generated noise by using other
methods. We consider that we would like to use our proposed
method as the pre-processing to combine other methods
rather than using our method by itself. For instance, in
filtered-X LMS algorithm, the transfer path should be iden-
tified in advance to reduce the noise. It also requires the
reference signal to reduce the noise. However, in our
method, we aim to reduce the internally generated noise

TABLE VIII. NRR results when the sound was generated from 0°. The
noise source was a photoelectric sensor, which has a motor for scanning on
UBIRO.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound 1 Male −1.7054 −5.6705 3.9651
Sound 2 2.0894 −2.8926 4.982
Sound 3 1.9375 −2.9019 4.8394
Sound 4 4.5473 0.4564 4.0908
Sound 5 1.0416 −3.4544 4.4961

Sound 6 Female 5.9054 0.854 5.0513
Sound 7 7.7625 3.6592 4.1033
Sound 8 9.2579 4.1394 5.1186
Sound 9 7.3163 3.4364 3.8799
Sound 10 8.2059 4.1283 4.0775

TABLE IX. NRR results when the sound was generated from 90°. The noise
source was a photoelectric sensor, which has a motor for scanning on
UBIRO.

Gender SNRbefore �dB� SNRbefore �dB� NRR �dB�

Sound 1 Male −8.2295 4.5379 3.6919
Sound 2 −6.6035 −3.1631 3.4404
Sound 3 −5.5491 −1.4801 4.0691
Sound 4 −3.864 −0.439 3.425
Sound 5 −7.7637 −4.2764 3.4873

Sound 6 Female −4.6203 −0.4862 4.1341
Sound 7 −1.0484 3.6921 4.7405
Sound 8 −0.4681 4.2458 4.7139
Sound 9 −3.7064 0.6 4.3064
Sound 10 −1.2534 3.1924 4.4458

TABLE X. NRR results when the same sounds were generated from 0° and
90°. The noise source was a photoelectronic sensor, which has a motor for
scanning on UBIRO.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound1 Male −4.319 7.8604 3.5414
Sound2 −1.3098 5.0072 3.6974
Sound3 −2.0901 7.384 5.2939
Sound4 1.8539 2.1113 3.9652
Sound5 −1.6219 5.1512 3.5293

Sound6 Female 2.1709 2.6648 4.8357
Sound7 1.5686 3.6377 5.2063
Sound8 5.1394 −0.1104 5.029
Sound9 −0.6658 5.0069 4.3411
Sound10 5.2774 −1.093 4.1844

TABLE XI. NRR results when the microphone is 10 cm apart from the
mobile PC. The noise source is from the mobile PC, which includes HDD
noise and fan noise.

Gender SNRbefore �dB� SNRafter �dB� NRR �dB�

Sound1 Male −1.7086 2.4774 4.1861
Sound2 −2.1546 1.9626 4.1172
Sound3 2.0095 6.4091 4.3997
Sound4 0.76224 5.0896 4.3273
Sound5 −1.7915 2.31 4.1015

Sound6 Female 4.1986 8.5637 4.365
Sound7 3.2478 7.6226 4.3748
Sound8 7.1802 11.724 4.5443
Sound9 6.1213 10.688 4.5667
Sound10 6.4318 10.984 4.5518
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without the identification of the transfer path from the noise
source to the sensor. We also do not use the reference signal
to reduce the internally generated noise. It is also applicable
not only to the stationary noise but also to nonstationary
noise. These are examples of the merits of the proposed
methods. Due to these features, we could roughly estimate
the characteristics of the microphones and the piezoelectric
device regarding the noise source under the situations such
that the sounds and the noise are present. We think that the
proposed method and other methods does not conflict but can
coexist. For instance, the proposed method may be used for
pre-determining the characteristics of the microphones and
piezoelectric device regarding the noise source. And we may
next employ some other algorithms to determine the charac-
teristics more precisely.

To clarify the feature of the proposed method, we give a
comparison table to show the difference between our method
and other BSS algorithms, as shown in Table XII. For future
works, we aim to develop a method combining the proposed
method and BSS algorithms such as ICA and sparseness ap-
proaches. Noise reduction combining the proposed method
and vibration control based on piezoelectric devices will also
be developed.
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The spherical wave expansion with a single origin is sometimes used in connection with near-field
acoustical holography to determine the sound field on the surface of a source. The radiated field is
approximated by a truncated expansion, and the expansion coefficients are determined by matching
the sound field model to the measured pressure close to the source. This problem is ill posed, and
therefore regularization is required. The present paper investigates the consequence of using only
the expansion truncation as regularization approach and compares it with results obtained when
additional regularization �the truncated singular value decomposition� is introduced. Important
differences between applying the method when using a microphone array surrounding the source
completely and an array covering only a part of the source are described. Another relevant issue is
the scaling of the wave functions. It is shown that it is important for the additional regularization to
work properly that the wave functions are scaled in such a way that their magnitude on the
measurement surface decreases with the order. Finally, the method is applied on nonspherical
sources using a vibrating plate in both simulations and an experiment, and the performance is
compared with the equivalent source method.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068451�

PACS number�s�: 43.60.Sx, 43.60.Pt, 43.20.Rz �EGW� Pages: 1529–1537

I. INTRODUCTION

Near-field acoustical holography1 �NAH� is a technique
that reconstructs the sound pressure, particle velocity, and/or
sound intensity on the surface of a sound source based on the
acoustic field measured at a set of positions close to the
source. Knowing precisely the areas with highest noise ra-
diation is an important prerequisite for choosing an effective
noise reduction strategy.

One approach within a variety of NAH methods makes
use of the spherical wave expansion with a single origin. The
idea is to express the sound field as the truncated wave ex-
pansion, and then estimate the coefficients of the included
expansion functions. Assuming that the truncated series is an
acceptable approximation to the true field, the calculated co-
efficients are reused to estimate the sound field at positions
different from the measurement positions, e.g., on the source.
This type of approach can be divided into two subcategories.

The first subcategory exploits the fact that the expansion
functions are orthogonal on a spherical surface, and by sam-
pling the sound field with a spherical microphone array the
coefficients can be estimated using numerical integration.2

The second subcategory finds a set of coefficients to the trun-
cated expansion by fitting the model to the measured data,
e.g., by minimization of the difference between the measured
sound pressure and the predicted sound pressure at the mi-
crophone positions in a least squares sense.3–7 The latter ap-
proach does not rely on the orthogonality of the wave func-
tions, and hence the array does not need to be of spherical
shape. The present paper focuses only on this approach.

The truncation is required for practical reasons since the
expansion has an infinite number of terms, but it also benefits
the reconstruction accuracy because of its inherent regulariz-
ing effect. The strong radial decay of the high order terms
makes the problem more ill posed, which means that the
truncation of the expansion makes the method less sensitive
to noise in the measured data. Other ways of regularizing the
problem is by use of Tikhonov regularization or truncated
singular value decomposition �TSVD�.8 Often, the truncation
of the spherical waves is used as the only regularization
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jgomes@bksv.com. Also at Brüel & Kjær Sound and Vibration, Skods-
borgvej 307, DK-2850 Nærum, Denmark.
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method. In that case, the SVD, which is required in the
TSVD and normally also for Tikhonov regularization, is
avoided, which saves computation time. This paper investi-
gates how well the truncation of the spherical wave expan-
sion works as a regularization method, and determines the
circumstances where other regularization approaches such as
Tikhonov or the TSVD become necessary.

Research within NAH based on the single origin spheri-
cal wave expansion �SOSWE� often uses the wave expansion
directly as it appears from the mathematical derivation with-
out scaling or normalizing the spherical Hankel functions.3–7

In Ref. 9 the Hankel functions are normalized on the mea-
surement surface, but without any arguments given for this
choice. To the authors’ knowledge there are no published
studies on the consequence of not scaling the functions. The
present paper demonstrates the importance of the scaling and
suggests scaling the waves on the surface of the source.

In principle the SOSWE approach has problems with
mapping on irregular source surfaces. For example, for exte-
rior problems the spherical wave model is valid only outside
the minimum sphere �the smallest sphere that encloses the
source with its center at the origin of the spherical expan-
sion�. This means that all measurement and calculation
points should be outside the minimum sphere, which is pos-
sible only if the source surface to be mapped has a spherical
shape. However, results have shown that an acceptable accu-
racy can be achieved even when dealing with nonspherical
source surfaces.3,5,7

The equivalent source method �ESM�10–12 will be used
as a benchmark method when investigating the performance
of the SOSWE approach on nonspherical sources. ESM ap-
proximates the sound field by a superposition of the sound
fields of simple sources distributed inside the source, and it
does not require the source to be of separable geometry.

II. OUTLINE OF THEORY

A. Single origin spherical wave expansion

In this paper only exterior �free-field� problems are con-
sidered, and hence the expansion only includes outgoing
spherical waves. At a point outside the minimum sphere, r
= �r ,� ,��, where � and � are the zenith and azimuth angle,
respectively, the sound pressure can then be expressed as

p�r� = �
n=0

�

�
m=−n

n

ãnmhn�kr�Yn
m��,�� , �1�

where hn is the nth order spherical Hankel function of the
second kind �with the ei�t sign convention�, k is the wave-
number, ãnm are the unknown expansion coefficients, and Yn

m

is a “spherical harmonic.”1

In the SOSWE method the sound field is approximated
as a truncated version of Eq. �1�,

p�r� � �
n=0

N

�
m=−n

n

ãnmhn�kr�Yn
m��,�� = �

j=1

J

ãj�̃ j�r� , �2�

where ãj = ãnm and �̃ j�r�=hn�kr�Yn
m�� ,�� are elementary

wave functions with j� �n2+n+m+1�= �1,2 , . . . , �N+1�2�.
The method assumes that the consequence of truncating the

expansion at some number, J, is acceptable. At some limit
the high order elementary waves cannot be sampled ad-
equately with a given microphone spacing, which makes it
reasonable to truncate the series. Also, the high order Hankel
functions have a strong decay in the region between the re-
construction surface and the measurement surface, which
causes potentially large errors during the reconstruction pro-
cess if the measurement noise contains high order compo-
nents, i.e., the truncation has a regularizing effect.

The magnitude of the radial part of the elementary wave
functions in Eq. �2� increases with the order n for a given
distance from the expansion origin. As will be demonstrated
in Sec. III A, the SOSWE method in general performs better
if the elementary wave functions are scaled so that their mag-
nitude decreases on the measurement surface with the order.
This can be done by rewriting Eq. �2� as

p�r� � �
n=0

N

�
m=−n

n

anm
hn�kr�
hn�krs�

Yn
m��,�� = �

j=1

J

aj� j�r� , �3�

where aj =anm= ãnmhn�krs� and � j�r�
= �hn�kr� /hn�krs��Yn

m�� ,�� defines a new set of elementary
wave functions. The radial distance, rs, defines the surface of
a sphere at which the radial part of the functions has equal
amplitude. There are in principle no restrictions on the posi-
tion of the scaling surface. If it is placed between the expan-
sion origin and the source surface, then the elementary wave
functions corresponding to a high order, n, have the lowest
magnitude on both the source and measurement surface, and
if it coincides with the source surface the magnitude is
roughly the same on this surface for all waves �assuming a
spherical source shape�, whereas it decreases with n on the
measurement surface.

Equation �3� can be used to express the sound pressure
at M field positions, and on matrix form this yields

p = Ba , �4�

where �a�J�1 contains the coefficients, aj, �p�M�1 contains
the sound pressure at M field points, and the elements of
�B�M�J are the values of the jth elementary wave at the mth
field point.

If p contains measured pressure data, then the expansion
coefficients are the only unknowns in Eq. �4�. The number of
waves and the number of measurement points are not neces-
sarily equal, yielding an overdetermined or underdetermined
system of equations. To get a unique solution the problem is
solved using least squares and least norm for M �J and M
�J, respectively,

a = 	�BHB�−1BHp for M � J

BH�BBH�−1p for M � J ,

 �5�

where H denotes the Hermitian transpose.
The computation of the SVD yields B=�i=1

I ui	ivi
H,

where ui and vi are the left and right singular vectors, respec-
tively, and 	i are the singular values. If only the terms cor-
responding to nonzero singular values are included, i.e., I
=rank�B�, Eq. �5� can then be written as
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a = �
i=1

I
ui

Hp

	i
vi �6�

for both the overdetermined and underdetermined cases. If
the condition number of B is high, additional regularization
is needed in order to prevent strong amplifications of the
measurement noise in p. This can be done using the TSVD to
get a regularized solution vector

areg = �
i=1

Ireg ui
Hp

	i
vi. �7�

The truncation parameter, Ireg, can be determined using au-
tomated parameter choice methods such as the L-curve
analysis or generalized cross-validation �GCV�.8

As mentioned earlier, the truncation of the wave expan-
sion is often used as the only type of regularization, which
means that the expansion coefficients can be found directly
from Eq. �5�. The computation time increases if the TSVD is
introduced in addition, but as demonstrated in Sec. III C, in
many cases it will give a more accurate reconstruction result.

After the calculation of areg, these coefficients can be
reused in Eq. �3� to calculate the pressure on the source
surface, and the particle velocity on the surface of the source
can be obtained by use of Euler’s equation.1

B. Equivalent source method

ESM will be used for benchmarking in this paper. The
principle behind the method is quite similar to that of
SOSWE, but it is based on a distributed set of equivalent
sources, i.e., multiple origins, and the method normally only
uses the monopoles from the wave expansion. The sound
field in a point r is estimated as

p�r� � �
j=1

J

ajG�r,r j� , �8�

where G�r ,r j� is the free-space Green’s function with its
origin at a point r j. The pressure at a set of field points can
then be expressed in the same form as for SOSWE in Eq. �4�,
and the coefficients can be found by use of, for instance, Eq.
�7�. Finally, the resulting coefficients of the equivalent
sources, areg, can be used to estimate the pressure and/or
particle velocity on the source surface.

III. SIMULATED MEASUREMENTS

In all the test cases that follow, only the prediction of the
particle velocity is considered, and the resulting reconstruc-
tion error is calculated as

�ṽ − v�2

�ṽ�2

· 100 % , �9�

where ṽ is a vector of the “true” velocities at a set of recon-
struction points, and v contains the estimated velocities. Im-
perfections in the setup are simulated by introducing normal
distributed random amplitude and phase mismatch between
the microphones with standard deviations of 0.2 dB and 1°,
respectively. The resulting signal-to-noise ratio �SNR� was

approximately 30 dB in all the simulated results. Tests have
also been made with random background noise with the
same SNR, but this did not have any effect on the overall
conclusions. Hence, only the results based on mismatch er-
rors are shown in the present paper.

The first test case to be considered consists of mono-
poles that are distributed on a patch of a virtual spherical
surface with a radius of 0.2 m, as shown in Fig. 1�a�. Their
positions correspond to a regular grid of 4�4 points in the
yz-direction with a spacing of 6 cm, which is projected onto
the virtual sphere. The phase difference between neighboring
monopoles is set to 180° to create an evanescent sound field.
The reconstruction points in Fig. 1�b� correspond to 15
�15 points with a spacing of 2 cm in the yz-direction, which
are projected onto a spherical surface of radius rs=0.25 m.
Two different simulated arrays will be considered. In Fig.
1�c� there are 303 measurement positions placed on a spheri-
cal surface with a radius of rm=0.3 m with an average spac-
ing of 5 cm between the measurement positions. The patch
array in Fig. 1�d� is the projection of every other of the 15
�15 reconstruction points �see Fig. 1�b�� onto the spherical
surface with a radius of rm=0.3 m, yielding 8�8 points cov-
ering an area slightly larger than the reconstruction surface.
The origin of the spherical wave expansion will be placed at
r= �0,0 ,0� m.

A. Scaling the wave functions

The influence of the scaling on the reconstruction accu-
racy is investigated using the simulated setup just mentioned.
However, only the sphere array in Fig. 1�c� will be consid-
ered in this section.

The SVD of the matrix, B, gives valuable insight into
the problem to be solved, and Fig. 2 shows the first and last
three left singular vectors with and without the scaling of the
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FIG. 1. �Color online� Simulated test case with �a� 4�4 monopoles located
on a patch of a virtual spherical surface with a radius of 0.2 m, �b� 15
�15 reconstruction points on a patch of a another spherical surface with a
radius of 0.25 m, �c� an array of 303 measurement positions located on
sphere with a radius of rm=0.3 m, and �d� an 8�8 array with all measure-
ment points located at rm=0.3 m.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Gomes et al.: Single origin spherical wave expansion 1531



elementary wave functions, i.e., Fig. 2�a� is based on the
elementary waves, � j, in Eq. �2�, while Fig. 2�b� is based on

�̃ j from Eq. �3�. The singular vectors with high index i cor-
respond to the small singular values, and normally in NAH
these singular vectors mainly contain the high spatial fre-
quencies. This is clearly not the case in Fig. 2�a�; in fact, the
spatial frequency seems to decrease with i. In Fig. 2�b� the
waves are scaled on a sphere with radius, rs=0.25 m, and as
a result, the left singular vectors with low indices are the
least fluctuating ones. If the elementary waves are not scaled,
the amplitude of the radial part of the high order expansion
terms will be significantly higher than those of low order. For
the present setup the SVD decomposes B into basis vectors
that behave much like the elementary waves, and the high
amplitudes of the radial part will therefore be seen as large
singular values associated with the left singular values with
high spatial frequencies.

As a consequence of the opposite behavior of the singu-
lar vectors, the first basis vectors to be removed from the
solution when applying the TSVD in Eq. �7� are those with
the lowest spatial frequencies. This is undesirable since these
wave components are very important in the solution. Hence,
it is reasonable to expect that the TSVD �or Tikhonov� will
not benefit the solution at all for this setup.

The particle velocity created by the monopoles will now

be estimated in the normal direction of the reconstruction
surface, and Fig. 3 shows the relative errors as a function of
the truncation of the spherical wave expansion with and
without the wave scaling. The upper limit, J= �18+1�2=361,
is set so that the elementary waves can be sampled on equa-
tor and in the �-direction with approximately two measure-
ment positions per half-period. The regularization parameter
in the TSVD is chosen optimally, i.e., yielding the lowest
possible reconstruction error. Up to J=225 the optimal re-
sults are obtained when no regularization is introduced,
which is the reason why the curves coincide up to this trun-
cation number. Above this value the error does not change
much for the scaled version since the terms above J=225 are
effectively removed by the TSVD. For the unscaled waves,
however, the SVD cannot be truncated because the low order
components are important in the solution.

B. Open measurement surface

In practice it is often not possible to measure the sound
field on a surface that surrounds the source. The next simu-
lation uses the open measurement surface from Fig. 1�d� that
covers only a patch on the spherical surface from before.
This type of array will be denoted as a patch array. The
elementary waves are again scaled on the reconstruction sur-
face �rs=0.25 m�.

The left singular vectors for the patch array are shown in
Fig. 4. The vectors seem to be ordered in the traditional way
with the spatial frequencies increasing with i. It should be
kept in mind, though, that an elementary wave with high
order might not vary much across the small patch, which
means that high order elementary waves then behave as sin-
gular vectors with low index. As an example, the elementary
wave function, �100, from Eq. �3� only has approximately
one half-period across the patch in the �-direction and two
periods in the �-direction �not shown�. This means that some
elementary waves with relatively high order mainly consist
of combinations of singular vectors with relatively low in-
dex. The singular vectors with low index might even contrib-
ute significantly to both a high and a low order elementary
wave, respectively. The remains, which cannot be repre-
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FIG. 2. �Color online� Examples of real part of the left singular vectors, ui,
plotted on the spherical measurement surface with radius, rm=0.3 m. The
frequency is f =500 Hz, and the number of expansion terms is set to J
=100. �a� Without scaling the elementary wave functions; �b� With the el-
ementary waves scaled on a sphere with radius, rs=0.25 m.
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FIG. 3. �Color online� Error in reconstructed velocity in the 15�15 recon-
struction points as a function of the truncation of the elementary waves, J.
The TSVD is used for all results with the regularization parameter chosen
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sented by the first singular vectors, will be seen as the noise-
like singular vectors in the bottom row in Fig. 4.

To analyze the inverse problem further, Eq. �6� is mul-
tiplied by vi

H yielding

vi
Ha =

1

	i
ui

Hp, i = 1,2, . . . ,I , �10�

where the orthogonality of the right singular vectors, vi, has
been used. The inner product, ui

Hp, describes the ith left
singular vector’s contribution to the measured pressure, and
the jth element in vi is multiplied on the amplitude of the jth
elementary wave, which means that the magnitude of the jth
element in vi is proportional to the participation factors of
the jth elementary wave. In the simple case where all the
coefficients are unity, the left-hand side becomes a sum of
the elements in vi

H, and the element with highest amplitude
participates the most to the inner product, ui

Hp. Figure 5
shows the modulus of the elements of the matrix, VH

= �v1 ,v2 , . . . ,vI�H, where I=rank�B�, when using the sphere
array and the patch array, respectively. For the sphere array
the high-magnitude elements are mainly located around the
diagonal, which means that the elementary waves with low j
�the first columns in VH� are closely related to the singular
vectors with low i �the first rows in VH� and vice versa.
Notice that the matrix is very well divided in clusters with
2n+1 rows and columns, where n is the order of the wave
functions belonging to the cluster. For the patch array the
concentration of high-magnitude elements is more blurred
and the matrix is not dominated around the diagonal. The
singular vectors with relatively low index, i, involve elemen-
tary waves with relatively high index, j, and already at i
�15 all the included terms have come into play. This is in
agreement with the arguments given in connection with Fig.
4 regarding the fact that a high order elementary wave does
not necessarily vary much across the patch.

Knowing that the singular values decrease when i is in-
creased, it can be concluded from Fig. 5 that for the sphere
array, the level of the singular values is directly related to the

order of the elementary waves. This is not the case for the
patch array, which is recognized by the fact that VH is not
dominated around its diagonal.

Figure 6 shows the singular values for both the patch
array and the sphere array. The plot shows that 	i drops
faster for the patch array, which can again be explained by
the fact that for the patch array the elementary waves’ varia-
tion across the array area consists of combinations of the
singular vectors with low index i, and those with high index
in Fig. 4 make up a small contribution to the elementary
waves, resulting in small singular values. That is, there exists
some level of linear dependence between the elementary
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FIG. 4. �Color online� Real values of the left singular vectors, ui, plotted on
the open measurement surface. The elementary waves are scaled on rs

=0.25 m; J=100 and f =500 Hz.

FIG. 5. �Color online� Modulus of the matrix elements in VH for f
=500 Hz and J=100, �a� with the sphere array, and �b� with the 8�8 array
covering only a part of the spherical measurement surface.
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FIG. 6. �Color online� Singular values for an open �patch� array and a closed
�sphere� array. Two patch arrays are used: One with 8�8 and one with
18�18 measurement positions; the two patch arrays cover the same area on
the measurement sphere. The elementary waves are scaled on rs=0.25 m;
J=100 and f =500 Hz.
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waves seen across the small patch area and this linear depen-
dence translates into a faster decay of 	i. For the sphere
array the elementary waves behave very differently seen over
the closed measurement surface. In fact, the elementary
waves are even orthogonal when considering the entire
sphere, and therefore the wave functions are “more linearly
independent” than for the patch array, which results in a
slower decay of the singular values. Figure 6 also shows the
singular values corresponding to a patch array with 18�18
measurement positions, covering the same area as the 8�8
array. This array is included in the plot to show that the
conclusion also holds for a patch array with roughly the
same number of microphones as the sphere array. It should
be emphasized that the measurement surface need not be of
spherical shape to have a low condition number, i.e., a small
ratio between the largest and the smallest singular value. For
instance, spot checks with a box-shaped measurement sur-
face also resulted in matrix with a high concentration around
the diagonal as the one in Fig. 5 and small condition number
�not shown�.

C. Comparison of the regularization approaches

In this section, the SOSWE results are compared with
and without the use of the TSVD, respectively. The test case
from Fig. 1 is used again, and the resulting reconstruction
errors are shown in Fig. 7 for the 8�8 patch array and for
the sphere array. From Fig. 7�a� it is seen that up to J=225
the TSVD is unnecessary when using the sphere array. The
condition number increases with J due to the strong decay of
the elementary waves with highest order, and at J
225 the
condition number becomes so large that the error of the un-
regularized solution starts to increase. Hence, for this array
configuration the TSVD can be omitted if the truncation
number, J, is chosen optimally. However, this requires an
automated method for the selection of J, and a wrong selec-
tion will result in large errors. When introducing the TSVD,
the error does not increase much at high values of J because
the part of the solution stemming from the small singular
values is removed. Therefore, when the TSVD is used, the
method is not very sensitive to the choice of J, as long as it
is chosen large enough.

As mentioned, the TSVD is superfluous at low values of
J for the sphere array, but as seen in Fig. 7�b�, this is not the
case for the patch array. The noise in p will in general have
components as those in the bottom row of Fig. 4 and the
associated small singular values result in an unwanted am-
plification of these components during the reconstruction.
Therefore, the additional regularization is required for most
of the values of J in Fig. 7�b�. These plots clearly show that
there is a risk of getting high errors if additional regulariza-
tion is not implemented in the SOSWE; at least if the mea-
surement surface covers only a patch on an otherwise closed
surface.

D. Nonspherical source shape

Very often in applied acoustics the vibrator of interest
has a nonspherical shape. The theory behind SOSWE dic-
tates that the source must be of spherical geometry in order

to reconstruct the sound field on its surface, but as men-
tioned, earlier results have shown reasonable accuracy for
the method when applied on nonspherical source shapes as
well. This section investigates the reconstruction errors using
a planar vibrator.

The simulated source object is a 0.08�0.36�0.21 m3

rectangular box with five rigid sides and the sixth side being
a 0.36�0.21 m2 simply supported steel plate. The plate is
point excited near a corner, and the radiated sound field is
calculated using the boundary element method. The sound
pressure is computed at 8�8 field positions situated 3 cm
from the plate �see Fig. 8�. Microphone mismatch is again
added to the sound pressure, and the result is used as input to
SOSWE to find a set of expansion coefficients. Finally, the
particle velocity is estimated at 15�15 points on the plate
directly under the array. The waves are scaled on a sphere
with a radius equal to the average distance between the ex-
pansion origin and the reconstruction points.

Two thicknesses have been used for the plate, 5 and
1.5 mm. In general, the dominating modes in the steel plate
at a given excitation frequency will have a shorter spatial
wavelength for the thin plate. This means that the radiated
sound field is more evanescent for the 1.5 mm plate than for
the 5 mm plate. The resulting reconstruction errors are
shown in Fig. 9 for the 5 mm plate at two different frequen-
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FIG. 7. �Color online� Error in the velocity as a function of the number of
elementary waves included with �a� patch array, and �b� sphere array. The
dashed lines are based on Eq. �5�, i.e., without the TSVD as additional
regularization, and the solid lines are based the TSVD solution in Eq. �7�
with GCV as parameter choice method. The waves are scaled at rs

=0.25 m.
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cies. Each curve on the plots corresponds to a new distance
between the expansion origin and the measurement plane, a.
The results show that there is an interrelation between the
optimal number of elementary waves and the distance to the
expansion origin, and the optimal combination of a and J
clearly depends on the frequency. In general, the further
away the origin is, the higher is the optimal number of func-
tions. This can be explained by the fact that the elementary
waves propagate for ka
n, which means that the order, n,
must be high to represent the evanescent behavior of the field
when a is large.

From Fig. 9 it seems that good results can be achieved if

J is set high and if the origin is adjusted accordingly. Figure
10 shows the error as a function of frequency for the two
plates using different positions of the expansion origin with a
fixed number of terms, J=676. No single value for a benefits
the whole frequency range. For the low frequencies the best
results are obtained with the origin far from the plate, and for
the high frequencies the preferred origin is closer to the
plate. For the furthest origins, e.g., a=0.6 m, better results
are achieved if a higher value of J is used �not shown�, but
the choice for J is a compromise between computational cost
and the �assumed� reconstruction accuracy.

The errors are also shown for ESM in Fig. 10 for bench-
marking. The equivalent sources �monopoles� are positioned
below the plate at a distance equal to the spacing of the
reconstruction points �1.5 cm�. There is one monopole below
each reconstruction point, and then two additional rims of
monopoles at the edges, i.e., 19�19 in total with a 1.5 cm
spacing. ESM is clearly more robust and accurate than
SOSWE, and the position of the monopoles does not have to
be varied with the frequency in order to get satisfactory re-
sults.

IV. EXPERIMENTAL RESULTS

Some experiments have been carried out in the anechoic
room at the University of Southern Denmark. The source
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FIG. 9. �Color online� Relative error in the reconstucted particle velocity on
the vibrating 5 mm steel plate for different distances, a, to the expansion
origin. GCV is used to find a regularization parameter for the TSVD.
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FIG. 10. �Color online� Reconstruction error as a function of frequency; �a�
5 mm steel plate, and �b� 1.5 mm steel plate. Each curve corresponds to a
new distance to the expansion origin, a; J=676; GCV is used with the
TSVD. The ESM results are also shown for the sake of benchmarking.
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object is a 0.4�0.4�0.5 m3 rectangular box of 19 mm fi-
berboard with one side replaced by a 3 mm steel plate.

The steel plate was excited at a point near its center with
broad band noise using a Brüel & Kjær �B&K� exciter �type
4809�. A stinger was mounted on the exciter, and a force
transducer connected the stinger to the plate �using beeswax
on the transducer�. The pressure was measured with a B&K
two-layer microphone array with 8�8 1 /4 in. microphones
�type 4959� in each layer. The microphones constitute a regu-
lar grid with 3 cm spacing, and only the front layer of mi-
crophones was used. The array was positioned symmetrically
with respect to the steel plate at a standoff distance of 3 cm.
A B&K “PULSE” analyzer with 65 channels was used in all
measurements.

The normal velocity of the steel plate was measured
with a laser vibrometer �Ometron VH-1000-D� in 16�14
points covering the entire plate with a spacing of 3 cm be-
tween the points. The force transducer was used as a refer-
ence for both pressure and velocity measurements, and to
circumvent problems such as drift in the setup, only transfer
functions �between force transducer and laser/microphone�
were used. Hence all values in the following are given in
�m/s�/N instead of m/s.

The results from the laser are considered as the true
velocity, and Eq. �9� is used as an error measure taking into
account only the 8�8 points in front of the array. Since the
difference in phase response between the laser and the mi-
crophones is unknown, only absolute values are used in the
error calculation.

In the results that follow, the truncation of the wave
expansion is set to J=676, and GCV is used as parameter
choice method in the TSVD. The reconstruction errors using
SOSWE with different origins are displayed in Fig. 11. As
for the simulated steel plate in Sec. III D, the optimal posi-
tion of the origin is further away from the plate at the low
frequencies and closer to the plate for the higher frequencies.
The ESM errors are also shown in the plot, and again, this
method is as good, or better, than SOSWE. The equivalent
sources in ESM are distributed in the same way as in the
simulations.

The optimal location of the origin in SOSWE depends
strongly on the number of terms included, the frequency, and

on the source object. In Ref. 6 an optimization procedure is
suggested to find an estimate to the optimal value for J with
a fixed expansion origin. In the following, a similar proce-
dure will be applied, but with J being fixed and the expan-
sion origin being the optimization parameter. The measure-
ment points are divided into two groups �M1 and M2�, and
then the pressure data from M1 are used as input to the
SOSWE algorithm to estimate the pressure in M2. This is
repeated for different origins, and the origin that yields the
lowest error in M2 is assumed to be the optimal choice. It
should be emphasized, though, that the lowest error in M2

does not necessarily correspond to the lowest error on the
source surface. Every other measurement position is used for
M1, and the reconstruction error at the remaining points, M2,
is found for a= �0.25,0.3, . . . ,0.7� m. That is, there are 32
measurement positions in each group, and no neighboring
positions belong to the same group. The resulting reconstruc-
tion results are shown in Fig. 12 together with the laser re-
sults and the ESM-based reconstruction. The plots show the
reconstruction results on the entire steel plate �the error cal-
culations in Fig. 11 are based only on the area below the
array�. The origins used in SOSWE are selected by the opti-
mization procedure, and the erroneous reconstruction pattern
at f =500 Hz and f =3 kHz is due to an inappropriate choice
of the origin. That is, the origin that yields the lowest error in
M2 does not correspond to a well reconstructed pattern on
the source surface. ESM predicts the velocity pattern quite
well in the region below the array and, in fact, also in the
region just outside the measurement area. In general, how-
ever, the ESM prediction should only be trusted in the area
covered by the array.

V. CONCLUSION

The SOSWE approach is sometimes used for NAH pur-
poses, and the truncation of the wave expansion is often used
as the only regularization method in order to prevent the

0 500 1000 1500 2000 2500 3000
0

20

40

60

80

100

Frequency [Hz]

R
ec

on
st

ru
ct

io
n

er
ro

r
[%

]

a=0.3 m

a=0.5 m

a=0.7 m

ESM

FIG. 11. �Color online� Experiment with a vibrating steel plate. Error in
reconstructed velocity using SOSWE with different expansion origins and
ESM.

FIG. 12. �Color online� Measured �first column� and estimated �second and
third column� normal velocity in �m/s�/N on the steel plate. The black
squares indicate the position of the array. The origins in SOSWE are found
from the optimization procedure: a=0.4 m at 500 Hz, a=0.5 m at 1.7 kHz,
and a=0.3 m at 3 kHz.
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unwanted amplifications of noise during the reconstruction
process. The results in the present paper showed that when
the measurement points do not constitute a closed surface
surrounding the expansion origin, but only a small patch, the
truncation of the wave expansion is in general not sufficient
to get accurate results since the condition number can be
high even for a relatively low number of expansion terms
when using the open array. Therefore, additional regulariza-
tion such as the TSVD or Tikhonov regularization should be
applied in connection with SOSWE methods when using
open measurement surfaces. The TSVD can be omitted when
using a spherical array surrounding the source, but since the
truncation of the expansion then works as the only regular-
ization, the number of terms should be selected carefully.

It has been shown that in order for the additional regu-
larization to work properly the spherical wave functions
should be scaled in such a way that the waves with highest
order have the lowest amplitude on the measurement surface.
This can be done by scaling the functions on the surface of
the source. By doing that, the regularization will mainly re-
move information from the high order terms, leaving the
information from the low order terms in the regularized so-
lution.

Acceptable accuracy can be achieved with the method
on sources of nonspherical geometry, but the errors depend
strongly on the choice of the expansion origin and the num-
ber of terms included. However, as shown with simulations
and practical measurements, if one of these parameters is
fixed the other most be changed with the frequency to get
useful results. The optimal value of this parameter is un-
known in practice, which leaves a risk of high reconstruction

errors. This is a main drawback of the method, and as shown
in this paper the ESM, which uses distributed monopoles to
represent the sound field, is a more robust and accurate
method.
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The vibroacoustic responses of a highly nonspherical vibrating object are reconstructed using
Helmholtz equation least-squares �HELS� method. The objectives of this study are to examine the
accuracy of reconstruction and the impacts of various parameters involved in reconstruction using
HELS. The test object is a simply supported and baffled thin plate. The reason for selecting this
object is that it represents a class of structures that cannot be exactly described by the spherical
Hankel functions and spherical harmonics, which are taken as the basis functions in the HELS
formulation, yet the analytic solutions to vibroacoustic responses of a baffled plate are readily
available so the accuracy of reconstruction can be checked accurately. The input field acoustic
pressures for reconstruction are generated by the Rayleigh integral. The reconstructed normal
surface velocities are validated against the benchmark values, and the out-of-plane vibration patterns
at several natural frequencies are compared with the natural modes of a simply supported plate. The
impacts of various parameters such as number of measurement points, measurement distance,
location of the origin of the coordinate system, microphone spacing, and ratio of measurement
aperture size to the area of source surface of reconstruction on the resultant accuracy of
reconstruction are examined. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3068449�
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I. INTRODUCTION

Near-field acoustical holography �NAH� is a methodol-
ogy that allows for reconstruction of vibroacoustic responses
on the surface of an elastic vibrating structure based on the
acoustic pressures measured on a hologram surface at very
close distances to a structure. Fourier acoustics1–5 is the first
generation in NAH development, which decomposes the
measured acoustic pressure into the wave number domain by
using two-dimensional spatial Fourier transform, projects it
to a parallel plane by multiplying the angular spectrum of the
measured acoustic pressure by a propagator, and converts the
result to the temporal-frequency domain by taking an inverse
spatial Fourier transform. This Fourier transform is appli-
cable for an object that contains a level of constant coordi-
nate, for example, an infinite plane and a cylinder and a
sphere, and is valid in a source free region.

To extend NAH to arbitrary surfaces, an inverse bound-
ary element method �IBEM�6–11 based Helmholtz integral
formulation is developed. This second generation of NAH
technology offers users much greater flexibilities than Fou-
rier acoustics does in the exterior and interior regions, and in
selecting measurement and reconstruction locations for an
arbitrary object.

An alternative to Fourier acoustics and IBEM is the
Helmholtz equation least-squares �HELS� method.12–14 Un-
like its predecessors, HELS attempts to find an approximate
solution to an acoustic field produced by an arbitrary object
using superposition of spherical wave functions. Note that
one can use different coordinate systems and different types
of wave functions in HELS expansions. When the spherical
coordinates are selected, one obtains an approximate solution

using the spherical wave functions, and when the cylindrical
coordinates are used, the approximate solution is expressed
in terms of cylindrical wave functions. The coefficients in the
expansion are determined by matching an assumed-form so-
lution to the measured acoustic pressures and the errors are
minimized by the least-squares method.

The main advantage of HELS is that it is immune to the
nonuniqueness difficulty inherent in IBEM since HELS
solves the Helmholtz equation directly. The main limitation
of HELS is that there is no single set of coordinate system
that can provide good approximations for all surface geom-
etry. For example, the spherical wave functions are good for
blunt and convex objects, while the cylindrical wave func-
tions are ideal for slender bodies. If the spherical wave func-
tions are used to approximate the acoustic quantities on a
nonspherical surface, say, a thin plate discussed in this paper,
the level of difficulty is significantly increased. Naturally,
one may ask the question, “How accurate can HELS results
be when the spherical wave functions are used to approxi-
mate an acoustic field produced by a highly nonspherical
surface?” More importantly, one wants to know how various
parameters such as number of measurement points, measure-
ment distance, location of the origin of the coordinate sys-
tem, microphone spacing and ratio of measurement aperture
size to the reconstruction size may affect the resultant accu-
racy of reconstruction. These questions are addressed in this
paper.

Note that the number of measurement points, measure-
ment distance, and microphone spacing are common recon-
struction parameters that need to be determined for all NAH
methods. The location of the origin of the coordinate system
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is such a parameter that requires special consideration when
the spherical coordinates are used for nonspherical objects in
HELS and IBEM based NAH. Similarly, the ratio of mea-
surement aperture size to the reconstruction size is critical
not only for HELS but also for Fourier acoustics based NAH
and patch hologram approaches.15–17

Section II summarizes mathematical formulations of
HELS method. Section III illustrates an example of recon-
structing vibroacoustic responses of a simply supported
baffled plate. The reconstructed normal surface velocities are
validated against benchmark values, and out-of-plane vibra-
tion patterns at various natural frequencies are compared
with the corresponding natural modes of this plate. The im-
pacts of various reconstruction parameters on the resultant
accuracy in reconstruction are discussed in Sec. IV. Conclu-
sions are drawn in Sec. V.

II. MATHEMATICAL FORMULATIONS

In HELS method, the acoustic pressure is expressed as
an expansion of a set of mutually orthogonal and uniformly
convergent basis functions. When the spherical coordinate
system is selected, the basis functions consist of the spherical
Hankel functions and spherical harmonics.12 The expansion
coefficients are determined by matching the assumed-form
solution to the acoustic pressures measured on a conformal
surface around the source at very close distances. The errors
incurred in this process are minimized by the least-squares
method. In a matrix form, the HELS formulations can be
written as12

p�x;�� = Gp�x�xm;��p�xm;�� and

vn�x;�� = Gv�x�xm;��p�xm;�� , �1�

where p�x ;�� and vn�x ;�� represent, respectively, the col-
umn vectors of the acoustic pressure and normal component
of particle velocity at any desired location x, which can be in
the field or on a source surface, p�xm ;�� are the column
vector that contains the acoustic pressure measured on a ho-
logram surface, and Gp�x �xm ;�� and Gv�x �xm ;�� stand for
the transfer matrices that correlate p�xm ;�� to p�x ;�� or to
vn�x ;��, respectively,

Gp�x�xm;�� = ��x;����xm;��† and

Gv�x�xm;�� =
1

i��0

���x;��
�n

��xm;��†, �2�

where ��xm ;��† is known as pseudoinverse,

��xm;��† = ���xm;��H��xm;���−1��xm;��H, �3�

where the superscript H indicates a conjugate transpose and
the elements of matrix � are the particular solutions to the
Helmholtz equation, which are expressible in the spherical
coordinates as

� j�r,�,�;�� � �nl�r,�,�;�� = hn
�1��kr�Yn

l ��,�� , �4�

where hn
�1��kr� and Yn

l �� ,�� are the spherical Hankel func-
tions of the first kind and the spherical harmonics, respec-
tively, and the indices j, n, and l in Eq. �4� are related via

j=n2+n+ l+1 with n starting from 0 to N and l from −n to
+n. For each n and l, we have j=1–J, where J indicates the
total number of expansion functions.

For reconstructing the surface acoustic pressure using
Eq. �1�, J can be optimized by using a subset of measured
acoustic pressures to reconstruct the full set of pressures on
the measurement locations.12,13 The minimum least-squares
error between reconstructed pressures and measured pres-
sures on the measurement locations is utilized as a criterion
in iterations to search for an optimal J value in reconstruc-
tion process. Mathematically, this criterion of optimization is
expressed as minJopt

�p��xm ;��−p�xm ;���2
2, where � · �2 repre-

sents the L2 norm, Jopt is the value of the optimized number
of expansion functions, p��xm ;�� is the column vector of re-
constructed pressures on the measurement locations, and
p�xm ;�� is the column vector of measured pressures in the
hologram, respectively.18 Detailed procedures for determin-
ing Jopt are described in Ref. 13 and are omitted for brevity
here. For reconstructing the normal surface velocity, a differ-
ent method must be used since the transfer matrix
Gv�x �xm ;�� contains much more near-field effects than
Gp�x �xm ;�� does. In other words, Gv�x �xm ;�� is much
more ill-conditioned than Gp�x �xm ;�� is. This is precisely
why reconstruction of the normal surface velocities is much
more challenging than that of the surface acoustic pressures.

In this study, we use a modified Tikhonov
regularization19,20 implemented through singular value de-
composition �SVD� with regularization parameters deter-
mined by the generalized cross validation �GCV�.21 The goal
of Tikhonov regularization is to strike a balance between a
good match to the data measured on a hologram surface and
a good match to some prior knowledge of the source field.
This balance is achieved by minimizing the following func-
tional:

J�vn� = �Gv�x�xm;��†vn�x;�� − p�xm;���2
2 + ��Lvn�2

2,

�5�

where vn�x ;�� represents the reconstructed normal surface
velocity that depends on a regularization parameter �.
The first term on the right side represents a measure of close-
ness of the reconstructed and benchmark values, while the
second term is a penalty term for the “roughness” of the
reconstructed results. L is the matrix that depends on the
type of regularization. Here we choose L to be an identity
matrix, and Eq. �5� becomes the standard Tikhonov
regularization.22–24 The choice of a regularization parameter
� allows users to decide how far to go along this path to
strike the best balance. For example, a good match to mea-
sured data is achieved when �=0, whereas a good match to
some prior knowledge of a source field is achieved when �
=�.

Using SVD and applying regularization to Eq. �1� yield
the following factorization:

p�x;�� = VpFp
��p

−1Up
Hp�xm;�� and
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vn�x;�� = VvFv
��v

−1Uv
Hp�xm;�� , �6�

where the reconstructed acoustic pressure p�x ;�� and nor-
mal velocity vn�x ;�� on a source surface are � dependent,
the subscripts p and v indicate reconstructions for p�x ;��
and vn�x ;��, respectively; �p

−1 and �v
−1 represent inversions

of the diagonal matrices containing singular values of the
transfer matrices Gp�x �xm ;�� and Gv�x �xm ;�� defined in
Eq. �2�, respectively; Vp and Vv denote N	N unitary matri-
ces, where N is the total number of reconstruction points; Up

H

and Uv
H denote M 	M unitary matrices that are complex

conjugate of Up and Uv, respectively, where M is the total
number of measurement points; and Fp

� and Fv
� signify the

low-pass filters for eliminating the high wave numbers �eva-
nescent waves� in reconstructing p�x ;�� and vn�x ;��, re-
spectively. Note that because the singular values in �p

−1 and
�v

−1 are different, the regularization parameters will be dif-
ferent. As a result, the low-pass filters Fp

� and Fv
� will be

different, which are given by22

Fp
� = diag�. . . ,


pj
2

�3/�� + 
pj
2 �2 + 
pj

2 , . . .	 and

Fv
� = diag�¯ ,


vj
2

�3/�� + 
vj
2 �2 + 
vj

2 ,¯	 , �7�

where 
pj and 
vj are the jth singular values of the transfer
matrices Gp�x �xm ;�� and Gv�x �xm ;��, respectively. Once
the surface acoustic pressure and normal surface velocity are
determined, the normal acoustic intensity on the source sur-
face is given by In�x ;��=1 /2 Re�p�x ;��vn

��x ;���.

III. VALIDATIONS OF HELS FORMULATIONS

A. Test object

In this study, a simply supported plate in an infinite
baffle is selected as a test object. The dimensions of this plate
are 0.5 m wide, 0.5 m long, and 0.001 m thick. The Cartesian
coordinates are oriented in such a way that the y-axis is in
the normal direction of plate, and x and z axes are in trans-
verse and longitudinal directions, respectively �see Fig. 1�.
Once again, the main reasons for selecting this plate are that
it is highly nonspherical, yet the analytic solutions to struc-
tural vibrations and sound radiation are readily available.

The out-of-plane vibration responses of a simply sup-
ported thin plate are given by25,26

w�x,y0,z� = 

�=1

�



�=1

�

A�� sin
��x + Lx/2�

Lx
sin

��z + Lz/2�
Lz

,

−
Lx

2
� x �

Lx

2
, −

Lz

2
� z �

Lz

2
, �8�

vn�x,y0,z� = − i�w�x,y0,z� , �9�

where w�x ,y0 ,z� and vn�x ,y0 ,z� represent the complex am-
plitudes of the flexural vibration displacement and normal
surface velocity of plate, respectively; A�� is the amplitude
coefficient of the �th and �th normal modes determined
from the initial conditions of the problem,26 � and � are the

indices indicating the order of the natural mode in the x and
z axes, respectively; Lx and Lz are the length and width of the
plate, respectively; and y0 is the position of the plate in the
coordinate system.

Given the normal surface velocity of this plate,
vn�x ,y0 ,z�, we can then generate the field acoustic pressure
by using the Rayleigh integral:27

p�x�,y�,z�;�� =
− i��0

2
�

−Lx/2

Lx/2 �
−Lz/2

Lz/2

vn�x,y0,z�
eikR

R
dx dz ,

�10�

where � is the angular frequency, �0 is the ambient den-
sity of the surrounding fluid medium, and R
=��x−x��2+ �y−y0�2+ �z−z��2 is the distance between field
and surface points.

Note that in analyzing structural vibrations attention is
typically paid to certain dominant resonant �normal� modes
of a structure. It is particularly important when the plate is
driven near a resonance frequency corresponding to one of
the modes, since the vibration is then dominated by a single
normal mode. Therefore, we choose to validate the recon-
structed vibroacoustic quantities at the normal modes of this
baffled plate. Also in practice the input data will inevitably
contain errors due to the presence of background noise. So in
this case, the input data generated by using Eq. �10� are
added with additional random noise to represent a 30 dB
signal to noise ratio, as suggested by a reviewer, where the
signal level is the rms pressure of the acoustic pressure on a
hologram surface. These field acoustic pressures with ran-
dom noise are then taken as input to the HELS formulations
�6� to reconstruct surface acoustic pressure and normal sur-
face velocity. The reconstructed normal surface velocities are
compared to the benchmark values given by Eq. �9�, and the
errors in the reconstruction are obtained using the normal-
ized least-squares error INLSE:28

do

y

vibrator surface: Sv hologram surface: Sp

ds

o

x

z

y0

FIG. 1. Schematic of the test setup, where ds is the standoff distance from
hologram surface Sp to plate surface Sv, and d0 is the distance from origin of
coordinate system to plate surface.
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INLSE =

i

N
�v�n,i�x,y0,z;�� − vn,i�x,y0,z;���2

2


i

N
�vn,i�x,y0,z;���2

2
	 100% .

�11�

Note that in all cases, the number of reconstruction points is
fixed at N=441 and the spacing among individual recon-
struction points is held constant at 0.025 m over the plate
surface.

B. Discussions of reconstructed vibroacoustic
responses

To obtain an optimal reconstruction of the vibroacoustic
responses on the surface of plate, we set the origin of the
Cartesian coordinate system outside the plate while recon-
structing the vibroacoustic quantities on the opposite side of
the plate. Section IV discusses the impacts of selecting the
origin of the Cartesian coordinate system and other param-
eters on the accuracy in reconstruction. Here, we just desig-
nate the origin at the optimal distance, d0=0.325 m, behind
the plate front surface, and take the same number of mea-
surement points as that of reconstruction points M =N=441.
The spacing among individual measurement points ��dm

=0.028 m�, however, is different from that of reconstruction
points ��dr=0.025 m�. Thus the measurement points are not
in line with the reconstruction points, and the measurement
aperture, Sp= �0.028	20��0.028	20�=0.3136 m2, is
slightly larger than plate surface, Sv=0.5	0.5=0.25 m2.
The ratio of the measurement aperture to the source surface,
�=Sp /Sv1.25, is much less than the 4:1 ratio required by
Fourier acoustics based NAH.2,6 This should not be a sur-
prise because by virtue of formulations �1�–�6�, HELS
method has the inherent capability of performing patch
NAH. As such, the measurement area only needs to be

slightly larger than the area of interest. This makes it very
convenient to reconstruct acoustic quantities using HELS in
practice.15

Figure 2 shows comparisons of three-dimensional
graphs of the reconstructed normal surface velocity patterns
and analytic results for seven natural modes at �1, 1�, �2, 1�,
�2, 2�, �3, 2�, �3, 3�, �4, 4�, and �5, 5�, respectively. Good
agreement is obtained, specifically for the lower-order
modes. Table I summarizes the natural frequencies and struc-
tural wavelengths associated with the natural modes.

To examine the accuracy in reconstruction, we plot the
real and imaginary components of reconstructed and analytic
normal surface velocities vs the reconstruction locations in
Figs. 3–9. Results show that the reconstructed velocities
�lines with symbol 	� for all seven natural modes agree very
well with the benchmark values �lines with symbol �� in
general. The largest errors occur near the edges of plate for
all cases because �1� the filtering process in regularization
removes the high wave number information that accounts for
the slope discontinuity at the edges, and �2� HELS formula-
tions use the spherical wave functions to approximate the

FIG. 2. �Color online� Comparison of the reconstructed normal surface velocities �top row� and theoretical ones �bottom row� for the �1, 1�, �1, 2�, �2, 2�,
�2, 3�, �3, 3�, �4, 4�, and �5, 5� natural modes with a standoff distance ds=0.015 m, normalized origin location d0 /D=0.919, ratio of the measurement aperture
to plate surface �=1.25, number of measurement points M =441 with uniform microphone spacing �dm=0.028 m, and reconstruction points N=441 with a
uniform spatial interval �dm=0.025 m.

TABLE I. Mode order, natural frequency, and structural wavelength of a
simply supported thin plate with a dimension of 0.5	0.5 m2.

Mode
�� ,��

Frequency f
�Hz�

Structural wavelengths �s

�m�

�s,x �s,z

�1, 1� 19.1 1 1
�2, 1� 47.8 0.5 1
�2, 2� 76.4 0.5 0.5
�3, 2� 124.2 0.33 0.5
�3, 3� 172 0.33 0.33
�4, 4� 305.7 0.25 0.25
�5, 5� 477.6 0.2 0.2
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acoustic radiation from a plate, which are sufficient around
the center but insufficient along the edges because they are
furthest from a hypothetical spherical surface. Results also
show that reconstruction errors increase with the frequency
at a fixed point, which is common for all expansion theories.

IV. EFFECTS OF VARIOUS RECONSTRUCTION
PARAMETERS

To address the effects of parameters, for example, the
location of the origin of the coordinate system, measurement
distance, number of measurement points, microphone spac-
ing, and ratio of measurement aperture to reconstruction sur-
face area on the accuracy in reconstruction, we conduct sys-

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 3. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �1, 1� natural mode.

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 4. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �1, 2� natural mode.

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 5. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �2, 2� natural mode.

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 6. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �2, 3� natural mode.
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tematic numerical experiments in which normal surface
velocities are reconstructed and the normalized least-squares
errors INLSE are calculated with only one parameter varying
while the rest being held constant. The results of these ex-
periments are expected to shed light on how to select these
parameters to produce best results and provide guidelines for
reconstructing vibroacoustic responses of a vibrating struc-
ture.

A. Location of the origin of the Cartesian coordinate
system

In dealing with a thin plate, it is not feasible to place the
origin of a coordinate system at the geometric center because
the thickness of the plate is too small. Under this circum-
stance, it is better to move the origin outside the plate and
place it in the opposite side of the surface where the vibroa-
coustic quantities are to be reconstructed. For example, to
reconstruct normal velocity on the front surface of the plate,
y=0.5h+, where h is the thickness of a plate, the origin
should be moved to y�0 region. The location of the origin
directly affects the accuracy in reconstruction. Summarized
here is the effect of the location of the origin on reconstruc-
tion by varying d0 with other parameters held constant.

Figure 10 depicts the impact of varying the origin loca-
tion of Cartesian coordinate system on the accuracy in recon-
struction. Results show that when the normalized distance of
the origin is around d0 /D0.9, where D=0.5�Lx

2+Lz
2 is the

characteristic dimension of a plate, the errors in the recon-
structed normal surface velocities are minimum, INLSE

�30% for all natural modes tested. Note that the range
where errors are minimal becomes narrower for a higher-
order mode than for a lower-order one. This is consistent
with the observation that the higher the frequency is, the
more sensitive it becomes in selecting the origin location.

Results show that there is an optimal distance for the
origin around d0 /D0.9. Setting the origin of the Cartesian
coordinate system too close to or too far from a thin plate
surface tends to increase the reconstruction error at any fre-
quency. In particular, the errors in the reconstructed normal
velocities deteriorate more rapidly at higher frequencies than
those in lower frequencies.

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 7. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �3, 3� natural mode.

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 8. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �4, 4� natural mode.

(a) REAL [Vn]

(b) IMAG [Vn]

FIG. 9. Real �a� and imaginary �b� components of reconstructed normal
surface velocities �	� vs theoretical ones ��� for the �5, 5� natural mode.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 H. Lu and S. F. Wu: Reconstruction of vibroacoustic responses 1543



B. Measurement distance

A basic requirement in NAH is to capture as much near-
field information as possible. So we should always place a
hologram surface as close to a source surface as possible. In
practice, however, this may not be possible because of the

test environment and test condition. Therefore, it is important
to know how close is close enough. This issue is addressed in
this section.

Figure 11 illustrates how the measurement distance af-
fects the reconstruction errors when all other parameters are

0

10

20

30

40

50

60

70

80

90

100

0.28 0.46 0.64 0.82 1 1.18 1.36 1.54

Normalized origin location, d o /D (m)

N
o
rm
a
li
z
e
d
le
a
s
t-
s
q
u
a
re
e
rr
o
r
(%
)

mode (1,1) mode (1,2) mode (2,2) mode (2,3) mode (3,3) mode (4,4) mode (5,5)

FIG. 10. Normalized least-squares errors in reconstructing the normal surface velocities with respect to normalized origin location of the Cartesian coordinate
system. In this case, number of measurement points M =441; number of reconstruction points N=441; spacing among individual reconstruction points �dr

=0.025 m; spacing among microphones �dm=0.028 m; standoff distance between hologram surface and plate surface is ds=0.015 m; the ratio of measure-
ment aperture to plate surface �=1.25.

0

10

20

30

40

50

60

70

80

90

100

0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15 0.17 0.19

Standoff distance, d s (m)

N
o
rm

a
li
z
e
d
le
a
s
t-
s
q
u
a
re
e
rr
o
rs
(%
)

mode (1,1) mode (1,2) mode (2,2) mode (2,3) mode (3,3) mode (4,4) mode (5,5)

FIG. 11. Normalized least-squares errors in reconstructing the normal surface velocities with respect to standoff distance. In this case, number of measurement
points M =441; number of reconstruction points N=441; spacing among individual reconstruction points �dr=0.025 m; spacing among microphones �dm

=0.028 m; normalized origin locations d0 /D=0.919; ratio of measurement aperture to plate surface �=1.25.

1544 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 H. Lu and S. F. Wu: Reconstruction of vibroacoustic responses



held constant. As expected, the closer the hologram surface
to the source surface is, the more evanescent waves are cap-
tured, and the smaller the reconstruction errors are. This is
true for all frequencies. However, the impact of measurement
distances on reconstruction errors at lower-order modes is
different from those at higher-order modes.

For example, the �4, 4� mode reconstruction error can be
held under INLSE�30% when standoff distance is less than
one-quarter of the structural wavelength of the �4, 4� mode
�4,4; here �4,4=0.25 m �see Table I�. On the other hand, the
�5, 5� or higher-order modes, the measurement distance and
microphone spacing should be reduced simultaneously in or-
der to obtain the same level of accuracy as that of lower-
order modes. Note that the standoff distance should be aimed
at the wavelength of the highest mode of interest not the
wavelength of an acoustic wave.

The results displayed in Fig. 11 show how difficult it is
to reconstruct accurately the normal surface velocity distri-
butions of high-order modes. This is because the high-order
modes contain much more near-field effects than the low-
order modes do. Those near-field effects decay rapidly with
distances. As a result, computational errors or measurement
and background noise could be taken as input data in recon-
struction, which will significantly distort the reconstructed
image as acoustic quantities are projected back toward a
source surface. Therefore, the measurement surface must be
placed at very close range to a target surface in order to
capture the near-field effects. Sometimes, this may not be
possible in practice either because of hostile measurement
environment very close to a vibrating structure or because of
the presence of many accessories around a target structure.

Therefore, there will always be a limit on the accuracy and
spatial resolution in the reconstructed normal surface veloc-
ity in practice.

C. Microphone spacing

When there is no a priori information of the locations
and characteristics of sound sources, a uniform grid of mi-
crophone array is safe to use because it captures near-field
effects uniformly. The spacing among individual micro-
phones is very important. Typically, the smaller the micro-
phone spacing is, the higher the natural modes of a target
structure can be resolved and therefore, the higher the spatial
resolution in reconstruction may be. However, smaller mi-
crophone spacing means a larger number of measurement
points when the measurement aperture remains constant.
More numbers of measurement points are required in recon-
struction of the natural modes with higher orders because the
more basis functions are needed in the assumed solutions of
reconstruction in Eqs. �1�–�4� to describe the targeted source.
However, in many practical situations it is not likely that
very high-order modes of a structure could be excited. Hence
there is no need to reduce the microphone spacing very small
and to increase the number of measurement points too large
for it only increases overall costs of the reconstruction pro-
cess.

Figure 12 demonstrates that reconstruction errors reduce
as microphone spacing becomes smaller. Note that in this
case the decreasing in spacing is obtained by increasing the
number of microphones so the measurement aperture Sp and
all other reconstruction parameters are constant. Results
show that when �dm�0.05 m or �dm� �1 /4��s, where �s is
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the structural wavelength of the highest mode of interest,
which corresponds to a number of measurement points M
�121 in Fig. 12, the reconstruction errors exceed INLSE

�40%. When microphone spacing is decreased to �dm

�0.03 m or �dm� �1 /7��s, which corresponds to more
measurement points M �289, the reconstruction errors be-
comes INLSE�30%. Note that the reconstruction errors tend
to approach a constant level as �dm further decreases and
number of measurements further increases. In other words,
improvement in spatial resolution and accuracy in recon-
struction is negligible, even the spacing among measurement
microphones is further reduced and number of measurements
further increased.

For instance, the error levels off around 25% when the
number of microphones increases from 400 to 800. Figure 13
depicts the relationship between the accuracy in reconstruc-
tion and microphone spacing. For example, INLSE�40% if
spacing �dm�0.05 m= �1 /4��s for the cases considered.

In practice, very small microphone spacing may not be
realistic because of test condition and environment, as well
as costs considerations. As a compromise, we recommend
that the microphone spacing be no less than �dm� �1 /4��s,
where �s is the structural wavelength of the highest mode of
interest.

D. Ratio of measurement aperture to reconstruction
surface area

In general, the larger the ratio of measurement aperture
to reconstruction surface area � is, the more information of
the spherical spreading waves can be collected, and the
higher the accuracy in reconstruction may be. However, this
also means higher costs for reconstruction due to a larger

number of measurement points to be taken, more basis func-
tions to be included in reconstruction when microphone
spacing of is fixed. In that case, mathematically speaking, the
high-order functions which generally decay in an
exponential-like manner greatly amplify the measurement
and background noise on the reconstruction results on source
surface.13,29 Thus, one is faced with the situation where too
small � that implies too few basis functions is not enough to
describe the sound field and too large � that implies too
many basis functions is even more problematic. This phe-
nomenon is typically shown when the frequency is high like
mode �5, 5� in Fig. 14. In this study, we want to find an
optimal ratio � that will allow one to get satisfactory recon-
struction results in the most cost-effective manner.

To study the impact of � on the reconstruction accuracy,
we fix microphone spacing and standoff distance. So an in-
crease in � indicates an increase in the number of measure-
ment points and measurement aperture.

Figure 14 depicts how the impacts of changing � on the
reconstruction accuracy. Here, we set constant microphone
spacing at �dm=0.02 m, and then change the number of
measurement points that in true change the measurement ap-
erture size. Results indicate that for lower-order modes the
reconstruction errors decrease with an increase in �. How-
ever, for the �5, 5� mode the reconstruction errors decrease at
first and then increase with the value of �. Moreover, the
range of this minimal reconstruction error seems to be get-
ting narrower as the frequency becomes higher. This is be-
cause there is a limit on the degree of accuracy in using the
spherical wave functions to approximate an acoustic field
generated by a planar surface. It will be difficult for the
spherical wave functions to cover a large plane. That is why
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when the measurement aperture exceeds a certain limit, the
accuracy in reconstruction actually goes down because there
is no way for HELS to get a good fit for the entire area. On
the other hand, if the measurement aperture is too small, not
enough information is captured, so the errors in reconstruc-
tion are large. Therefore, there is an optimal ratio of aperture
size to reconstruction size. This explains why the errors for
the �5, 5� mode are large when the value of � is either small
or large, and there is an optimal range of � that the accuracy
in reconstruction for the �5, 5� mode is the highest.

Test results in Fig. 14 show that for frequencies up to the
natural frequency of the �5, 5� mode, the maximum errors in
reconstruction are INLSE�40%, when 0.9���1.3. When
the measurement aperture is less than 90% of the source
surface, the reconstruction errors increase because some vital
information is lost in data collection. On the other hand, if
the ratio is greater than 130%, reconstruction errors may in-
crease, especially for the higher-order modes. A good com-
promise for engineering applications is to set one row and
one column larger in a measurement aperture than a target
source surface.

V. CONCLUSIONS

Vibroacoustic responses of a highly nonspherical object
such as a simply supported baffled plate are reconstructed
using HELS method based on the expansion of the spherical
wave functions. The input data are generated by the Rayleigh
integral and benchmark values of normal surface velocity
distributions at seven natural modes of this simply supported
plate are obtained by analytic formulations. This enables us
to examine the reconstructed normal surface velocity distri-
butions rigorously. Most importantly, the impacts of various
reconstruction parameters on reconstruction accuracy are in-

vestigated systematically. Results demonstrate that HELS
method can be used to reconstruct the vibroacoustic re-
sponses of a highly nonspherical object provided that certain
parameters are properly selected. For a plate type structure
the optimal location of the Cartesian coordinate system can
be set approximately at d0 /D0.9, where D=0.5�Lx

2+Lz
2 is

the characteristic dimension of a plate; the measurement dis-
tance can be set at ds� �1 /8��s, where �s is the structural
wavelength of the highest mode of interest; the microphone
spacing can be set at �dm� �1 /4��s, and the measurement
aperture can be set at one row and one column larger than the
source surface. Under this setting, the reconstruction errors
in the normal surface velocity can be held under 30%.
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In the traditional approach to X-waves, the X-wave field is synthesized from a superposition of
solutions to the homogenous wave equation �in three-dimensions� without regard to boundary
conditions. As a consequence the synthesized solution is acausal. Here, it is shown that the solution
to the inhomogenous scalar wave equation for the acoustic field from a supersonic source
distribution consistent with the radiation condition, i.e., a Mach front, defines a causal X-wave.
Using the connection between X-waves and a physical source, it is shown that an X-wave can
be generated from a planar aperture using time-reversal. By appealing to the demonstrated
self-adaptivity of time-reversal processes, the method should allow for the generation of X-waves in
arbitrary �inhomogenous� media. Typically, the generation of approximate acoustic X-waves from a
planar aperture is achieved using a complicated annular transducer arrangement. Here, the
time-reversal method for the generation of approximate acoustic X-waves is experimentally proven
using a line transducer array in two-dimensional geometry in free space.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075769�
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I. INTRODUCTION

Because of their unique properties, i.e., that they are
nondiffracting, supersonic �superluminal�, and intensely fo-
cused along a single axis, X-waves have generated a great
deal of interest in both acoustics1–3 and optics.4–6 While it
has been demonstrated that X-waves cannot transmit infor-
mation at a speed that exceeds the speed at which waves
move through the propagation medium,7–9 due to the large
depth of field, they still hold the potential for use in a variety
of applications, particularly in the areas of imaging2,10,11 and
confinement.12–14

In order to experimentally study the properties and pos-
sible applications of X-waves, much work has been done
pertaining to the generation of X-waves from planar aper-
tures in both acoustics15,16 and optics.17–19 One standard
strategy in the literature has been to calculate the desired
X-wave solution projected over the plane of the aperture, and
then to apply it as a signal to broadcast from the aperture.15,20

The X-wave solution, as formulated by Lu and Greenleaf,21

is an idealized solution to the homogenous wave equation
that is infinite in both time and space. As a result, it is
acausal and unphysical. One limitation of the standard ap-
proach to X-waves is that the solution can only be calculated
analytically in homogenous media in situations involving a
high degree of symmetry. While the infinite X-wave is dif-
fractionless, broadcasting the X-wave signal from a finite
aperture results in an approximate X-wave over a finite re-
gion of space during a finite interval of time. With the un-
derstanding that the underlying principles pertain to the op-
tical case as well, this paper focuses on the X-waves and
their generation in acoustic media.

Here, the field from a supersonic source in free space is
derived and shown to be a causal form of the X-wave solu-
tion of Lu and Greenleaf that obeys the radiation condition.
In essence, the Mach cone defines the X-wave. In this physi-
cal context, the Mach angle replaces the axicon parameter of
the traditional X-wave derivation. Or, more correctly, the
axicon parameter is shown to represent the axial phase speed
of the source. It is then shown that the Mach cone interpre-
tation of the X-wave can be exploited to generate an approxi-
mate X-wave from a finite planar aperture using time-
reversal �TR�. By using a line phased array to propagate a
supersonic source signal and measuring the resulting field
with a planar aperture, the field needed to produce an
X-wave can be directly measured rather than calculated.
Time-reversing the signal and broadcasting from the receive
aperture then results in the aforementioned approximate
X-wave. In this sense, the receive aperture functions as a
time-reversal mirror �TRM�.22 Using TR, then, the genera-
tion of X-waves from planar apertures is no longer restricted
to free space homogenous media. The self-adaptivity of
TR23,24 allows for the generation of X-waves along chosen
trajectories �for example, curved trajectories� in any static
medium �where TR will work�, limited only by the feasibility
of measuring the aperture field. As with any field generated
by a finite aperture, X-wave or otherwise, the ability to focus
energy is limited by diffraction according to Rayleigh reso-
lution considerations. In addition to self-adaptivity, TR meth-
ods offer the advantage of implementation from simple
phased arrays of Cartesian geometries.24,25

While the generation of approximate X-waves is typi-
cally implemented using annular arrays,20,26 here experimen-
tal approximate acoustic X-waves are generated using a
simple line acoustic transducer array in a two-dimensional
�2D� geometry. Combining the focusing properties ofa�Electronic mail: shane@mpl.ucsd.edu; wak@mpl.ucsd.edu
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X-waves with the self-adaptivity and ease of deployment of-
fered by a TR approach to acoustic X-wave generation po-
tentially broadens the scope of opportunities to which the
unique focusing properties of X-waves can be applied. In
addition to offering potential new methods for deployment in
medical ultrasonic applications, TR X-waves might find ap-
plication in nondestructive testing,27,28 ocean acoustic com-
munications29 and focusing,30 target scattering character-
ization,2 and complex media propagation23 �including wave-
guides 31�. While broadband TR techniques are not yet di-
rectly applicable to electromagnetic applications �due to the
high frequencies involved�, applications combining narrow
band X-waves with multi-wave phase conjugation tech-
niques are a possibility as well.

Section II provides a brief overview of the derivation
and properties of the acausal X-wave solution followed by
the derivation of the causal X-wave resulting from a super-
sonic source. The derivation expands the analysis presented
by the authors in Ref. 9, in which it is shown that the field
from a Cerenkov–Vavilov particle defines a causal X-wave,
to include arbitrary signals. In Sec. III the connection be-
tween TR and the generation of X-waves from planar aper-
tures is developed, and the implications for the physics of
X-waves are discussed. The results of an experiment in
which X-waves are generated using TR are presented in Sec.
IV. The final section closes with concluding remarks.

II. BACKGROUND THEORY OF X-WAVES

In this section it is demonstrated that the Mach front
field generated in a homogenous medium by a uniformly
propagating supersonic source signal �for example, along a
linear geometry phased array� defines a causally consistent
version of the X-wave field proposed by Lu and Greenleaf. It
will ultimately be argued that the fields resulting from sig-
nals propagating at supersonic speeds along selected trajec-
tories �i.e., trajectories other than a straight line along the
axial direction� are, in fact, also X-wave variants. While
these X-wave variants are beyond the reach of traditional
X-wave analytical methods, they are easily obtained experi-
mentally using curvilinear phased arrays.

A. Radially standing X-waves: Brief summary of the
traditional approach to the formulation
of X-waves

The ideal, diffractionless X-wave is a superposition of
conical wave solutions of the homogenous wave equation in
cylindrical geometry in a homogenous medium. Denoting
the medium sound speed by c, the standard X-wave formu-
lation takes the form1

��r,z,t� = �
−�

�

d�A�����J0� sin �

c
�r�

�exp	i��t − � cos �

c
�z�
� , �1�

where J0 is the zeroth order Bessel function of the first kind,
and r, z, and t denote the radial, axial, and time coordinates,
respectively. Here the quantity in the brackets is the conical

wave solution of the homogenous wave equation with � rep-
resenting a dummy variable of integration and A���� denot-
ing the coefficient �at the value �� of the � component of the
conical wave solution. The conical waves, parametrized by
the axicon angle � �see Fig. 1�, define a cone that propagates
supersonically along the z-axis, with the speed of propaga-
tion, v, related to the axicon angle of the cone, v=c /cos �.
Making the substitution �=−ckz /cos �=−kzv and rescaling
the coefficient, Akz

�kz�= �v�A��−vkz�, the solution can be re-
cast,

��r,z,t� = �
−�

�

dkzAkz
�kz�J0�tan �kzr�eikz�z−vt�. �2�

The above formulations take the form of Fourier transforms,
and the integration variables � and kz can be interpreted to
represent angular frequency and axial wavenumber, respec-
tively. In accordance with the physical interpretations of the
integration variables, the coefficients A� and Akz

are the Fou-
rier transforms �over time and axial coordinates, respec-
tively� of a real signal function, A=A�z−vt�, provided that

Akz
�kz� = ��v�A

�
*�vkz� , − �/2 � � � �/2 �v � 0�

�v�A��vkz� , �/2 � � � 3�/2 �v � 0� ,
� �3�

where � *� denotes complex conjugation. The X-wave solu-
tions of Eqs. �1� and �2� describe an azimuthally symmetric
superposition of conical waves that constructively interfere
along the z-axis and that propagate without diffraction along
the axial direction at a constant supersonic speed. This for-
mulation of X-waves is termed radially standing as it com-
prises �see Fig. 1� a superposition of radially inbound and
outbound components. As a consequence of the fact that the
solution has been constructed in an infinite source-free me-
dium without the imposition of boundary conditions, the
field is infinitely supported, both spatially and temporally. As
a result, the ideal, diffractionless X-wave solution is acausal
and unphysical.

B. Causal X-waves: A formulation of X-waves for their
production from phased arrays

This section demonstrates the connection between the
X-wave solution described in the previous section and the

����

� ���

�
��
�

�� � �

�

�

�

����

�

���

c

vζ

X-wave

c

r
z

FIG. 1. Conical geometry of the acausal, infinite X-wave. As shown sche-
matically �left panel�, the X-wave, propagating at speed �v��c, comprises
both expanding and collapsing cylindrical waves. The axial speed of the
X-wave is related to the axicon angle, v=c /cos �. A simulated X-wave
solution �right panel� corresponding to a signal A�z� exhibits the distinctive
cross-cross pattern. The simulation is shown in units of the wavelength, 	,
of the signal.

1550 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 S. C. Walker: Time-reversal localized waves �X-waves�



field generated by a supersonic source. As the aim is to ulti-
mately produce X-waves experimentally, the analysis is car-
ried out in the context of an acoustic signal propagated su-
personically along an infinite line phased array of acoustic
transducers.

Consider the inhomogenous wave equation for the ve-
locity potential,

��2 −
1

c2

�2

�t2�
�r,t� = S�r,t� , �4�

where r represents the position vector, t represents time, c is
the speed of waves in the medium �assuming that medium is
isotropic and homogenous�, and the source, S�r , t�, represents
a volume injection rate �per unit volume�. In the three-
dimensional cylindrical coordinate system shown in Fig. 2,
the velocity potential obeys the following equation:

�1

r

�

�r
r

�

�r
+

1

r2

�2

��2 +
�2

�z2 −
1

c2

�2

�t2�
�r,�,z,t�

= S�r,�,z,t� . �5�

Performing the appropriate Hankel and Fourier transforms,
the single valued solution for the velocity potential becomes


n�kr,kz,�� = −
Sn�kr,kz,��

kr
2 + kz

2 − ��/c�2 , n = 0, � 1, . . . � . �6�

where kr, kz, and � denote the radial wavenumber, the axial
wavenumber, and the angular frequency, respectively, and
the nth transform coefficient, Sn, is defined as

Sn�kr,kz,�� � �
−�

�

dt�
−�

�

dz
1

2�
�

0

2�

d��
0

�

drrJn�krr�

�S�r,�,z,t�e−i�2n�+kzz+�t�. �7�

Here Jn denotes the nth order Bessel function of the first
kind. The final solution for the velocity potential is given by
a superposition of the solutions above,


�r,�,z,t� = −
1

4�2 �
n=−�

�

ei2n��
−�

�

d��
−�

�

dkz

��
0

�

dkrkrJn�krr�
n�kr,kkz
,��ei�kzz+�t�. �8�

Introducing a source corresponding to the case of a real val-
ued signal over a linear array contiguous with the z-axis,

S�r,z,t� = − A�z,t�
�r�

r
, �9�

where A�z , t� represents the axio-temporal distribution of the
source and �r� denotes the Dirac-delta function, results in a
great simplification of the expression for the line source �LS�
velocity potential, 
LS,


LS�r,z,t� =
1

4�2�
−�

�

d��
−�

�

dkz

��
0

�

dkrkr
A�kz,��J0�krr�
kr

2 + kz
2 − ��/c�2ei�kzz+�t�

=
1

8�2�
−�

�

d��
−�

�

dkz

��
−�

�

dkrkr

A�kz,��H0
�1��krr�

kr
2 + kz

2 − ��/c�2 ei�kzz+�t�, �10�

where A�kz ,�� is the Fourier transform of A�z , t� and H0
�1�

represents the zeroth order Hankel function of the first kind.
Restricting the analysis to sources in uniform axial motion at
velocity v, such that A�z , t�→A�z−vt�, results in a further
simplification,


LS�r,z,t� =
1

4�
�

−�

�

dkz�
−�

�

dkrkr

Akz
�kz�H0

�1��krr�

kr
2 + ��kz�2 eikz�z−vt�,

�11�

where Akz
�kz� represents the Fourier transform over the z

coordinate and ���1− �v /c�2 is the Lorentz factor. Invok-
ing the radiation condition, integration over the radial wave-
number results in the final form of the LS velocity potential,


LS�r,z,t� =
i

2
�

−�

�

dkzAkz
�kz�H0

�1��i�kzr�eikz�z−vt�. �12�

In the case that �v��c, the Lorentz factor, �, is real so
that the Hankel function becomes the modified Bessel func-
tion, H0

�1��i�kzr�→ �−2i /��K0��kzr�, which decays exponen-
tially with r. The result is that the field from the line array
source does not radiate. In the case that �v��c, � is imagi-
nary. Using the definition, �̄���v /c�2−1=−i�, the solution
becomes


LS�r,z,t� =
i

2
�

−�

�

dkzAkz
�kz�H0

�1���̄kzr�eikz�z−vt�, �13�

which describes a radiating field. In fact, as shown in Fig. 3,
it describes the Mach cone, or bow wave generated by a
supersonic source, where ��arctan �̄ is the angle at which
the Mach front propagates with respect to the direction of
source motion �in this case the positive z-axis�. Note that Eq.
�13� describes a convolution of the axial distribution of the
source signal, Akz

�kz�, with the Green’s function specific to a
point source in uniform supersonic motion along an infinite
line array along the z-axis, H0

�1���̄kzr�e−ikzvt.

ϕ

r

+z

z=0 plane

-z

FIG. 2. Three-dimensional cylindrical geometry.
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As shown in Fig. 4�a�, a signal propagated along a
phased array is effectively a wave packet �in the continuous
limit�, comprising both spatial and temporal components,
propagating through space along the path defined by the ar-
ray. In one interpretation, the signal represents a spatially
distributed wave packet propagating along the array,
A�z−vt�→Akz

�kz�e−ikzvt. While an axial point source
�Akz

�kz�=1�, being of infinite bandwidth, produces an infinite
bandwidth front �Fig. 4�b��, an extended axial source distri-
bution, being of finite bandwidth, results in a finite band-
width front �Fig. 4�c��. Equivalently, the signal may be inter-
preted as a phase delayed temporal signal, A�t−z /v�
→A����e−i�z/v, where the relation between the spatial and
temporal interpretations given in Eq. �3� applies. This rela-
tion can be used to recast Eq. �13� in terms of its angular
frequency Fourier representation,


LS�r,z,t� =
i

2
�

−�

�

d�A����H0
�1�*� �̄

v
�r�ei��t−z/v�. �14�

On comparison, the LS velocity potential solutions of
Eqs. �13� and �14� bear striking similarity to the ideal, dif-
fractionless X-wave solutions of Eqs. �1� and �2�. As dem-
onstrated in Ref. 9, the LS velocity potential solution de-
scribes a causal X-wave, with the Mach front defining the
characteristic lobes of the X-wave and the angle of front

propagation, �, identified as the axicon angle, which obeys
the relation �̄=tan �. The fundamental difference between
the solutions is related to the method of derivation. In par-
ticular, the derivation of the X-wave solution, vis-à-vis an ad
hoc superposition of solutions to the homogenous �source-
free� wave equation, results in a radially standing solution
that is acausal and unphysical. The LS solution, on the other
hand, because it is derived from a physical source, obeys the
radiation condition so that it is both physical and causal.
Thus, the line array formulation offers a straightforward
method for generating a causal X-wave experimentally.

III. X-WAVE GENERATION THROUGH TIME-REVERSAL

In this section, two methods for generating an approxi-
mate X-wave field from a planar aperture are discussed. The
first employs the standard strategy popular in the
literature,15,16 in which the aperture signal for producing an
approximate X-wave is calculated using the techniques of
Sec. II A. Because an analytic X-wave solution is only pos-
sible for a homogenous medium and relies on radial symme-
try, it is only possible to create approximate X-waves that
propagate along a single axis and only in a homogenous
medium. In the alternate method, the aperture signal for pro-
ducing an approximate X-wave is determined experimentally
using a supersonic source signal. TR of the resulting aperture
signal then produces an approximate X-wave that propagates
in the opposite direction to the original source signal. Con-
sequently, using this method, it is possible to generate an
X-wave that propagates along a selected trajectory in any
static medium.

A. The standard approach to generating approximate
X-waves

Consider the creation of an X-wave from a circular
plane aperture perpendicular to the axial direction, as shown
in Fig. 2. From Eq. �1�, the aperture source signal, �ap, for
the case of an aperture in the z=0 plane, is given by

�ap�r,t� = �
−�

�

d�A����J0� �̄

v
�r�ei�t.

Figure 5 shows series of snapshots of �ap on the aperture.
Notice that the aperture signal closely resembles a beam-
steer signal in circular geometry.32 Invoking Green’s theorem
�assuming an aperture of radius, ��, the field generated by
the aperture signal is

�̄�r,z,t� = �
0

�

r�dr��
0

2�

d���
−�

�

d�A����J0� �̄

v
�r��

�� exp�− i�
R

c
�

2�R
�ei�t

= �
0

�

r�dr��
0

2�

d��
�ap�r�,t − R/c�

2�R
, �15�

where the term in curly brackets is recognized as the
three-dimensional spectral Green’s function and R
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c

vζ

Mach front

c

r
z

FIG. 3. The causal X-wave. The Mach cone �schematic of left panel� gen-
erated by a supersonic source, traveling at speed v�c, defines a causal
X-wave comprising only expanding cylindrical waves. The angle at which
the Mach cone propagates, ��arctan �̄, is identically the axicon angle that
characterizes the X-wave. The right panel shows a simulated causal X-wave
�right panel� corresponding to a signal A�z� The simulation is shown in units
of the wavelength, 	, of the signal.

v
A(z-vt)

t
z

A(t-z/v)

v

c

∆z

v

(b)
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FIG. 4. Phased array signal schematic. Synchronizing the elements of a
phased array produces a signal that propagates along the array. The signal is
effectively a wave packet in the continuous limit. The gray vertical signal
�along the dashed line left panel� represents the time-domain signal emitted
by each element �dark circles�. The black solid curve represents the spatial
distribution of the synchronized signals moving at speed v along the array. A
monopole pulse �center panel�, with �z→0, results in an infinite bandwidth
spatio-temporal front, while a source distribution �right� results in a finite
bandwidth front.

1552 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 S. C. Walker: Time-reversal localized waves �X-waves�



=�r2+r�2−2rr� cos��−���+z2 is the distance between the
source and field points.

The snapshots of the solution visualized in Fig. 6 dem-
onstrate that the aperture signal, �ap, generates a field that
approximates an X-wave over a finite region of space and a
finite interval of time. As demonstrated schematically in Fig.
6, the axial region over which the approximate X-wave ex-
ists �in the high frequency limit� is given by33 �z����max

−�min� / �̄, where �max and �min are the inner and outer radii
of the signal aperture, respectively. In this case, the inner
radius is �min=0, so that the X-wave exists between z=0 and
zmax=� / �̄. Thus, any experimentally realizable aperture gen-
erated approximate X-wave must be both finite in extent and
approximately diffractionless over only a limited region in
space. To produce the full X-wave that is infinitely supported
and diffractionless over all space and time would require an
infinite aperture and an infinite amount of time. It is in this
sense that the X-wave solution of Sec. II A is unphysical.
Also evident is the edge wave that results from the fact that
the source aperture is of finite radius.

B. Using time-reversal to produce an approximate X-
wave

Although it is not apparent in the case of the standing
X-wave, the generation of X-waves from an aperture can be
interpreted as a TR operation. To see this, consider the field,
given by Eq. �14�, produced by an axial source signal distri-
bution, A�t−z /v�, propagated at uniform speed v�c along a
line array coincident with the z-axis such that at t=0 the
source signal is at z=0. Recall that this field describes a
causal X-wave. Referring to the geometry of Fig. 7, the field
measured over a 2D transducer aperture at z=0 oriented per-
pendicularly to the line array is given by


ap�r,t� =
i

2
�

−�

�

d�A����H0
�1�*� �̄

v
�r�ei�t. �16�

In contrast to �ap, which is acausal and can be TR invariant,
the aperture signal, 
ap, derived from the measurement of the
field generated by the LS, is never time-reversal invariant.
For positive times the measured aperture field �Eq. �16�� is
identical to the standing X-wave aperture field �see Fig. 5 for
t�0�, while for negative times, the measured aperture field
is zero,


ap�r,t� = �ap�r,t�, t � 0 �see t � 0 snapshots in Fig. 5� ,


ap�r,t� = 0, t � 0. �17�

As shown in Fig. 8, TR and transmission of the measured
signal, 
ap, generates an approximate X-wave supported over
a finite region of space �out to a distance zmax=� / �̄� and
time. For times t�0 the field generated by the time-reversed
aperture signal is identical to �̄ �see Eq. �15��. Consequently,
these snapshots are not included in Fig. 8. However, because
the time-reversed aperture signal is zero for t�0, the lagging
extremities of the field �dashed boxes� are not supported
�compared to the acausal field, �̄�. These extremities do not
contribute to the axial behavior of the approximate X-wave
and are not needed for its support.

For applications in homogenous media requiring only
cylindrical symmetry, the TR method for producing approxi-
mate X-waves provides no advantage over the standard
method as the required aperture field can be calculated di-
rectly using the ideal, diffractionless X-wave solution. Sup-
pose, on the other hand, that the aim is to experimentally
generate an X-wave in more complicated media for which it
is not possible to generate an analytic or a numerical solution

t = �13.5 s t = �9.0 s t = �4.5 s t = 0.0 s t = 4.5 s t = 9.0 s t = 13.5 s

�0.2

0

0.2

FIG. 5. Simulated X-wave aperture signal. Snapshots of the X-wave field projected over a finite planar aperture in the z=0 plane are visualized. In the case
of the acausal X-wave, the field is described by a signal ring that collapses toward �for t�0�, then expands from �for t�0�, the center of the aperture. The
acausal X-wave aperture signal is TR invariant. The causal X-wave aperture signal, on the other hand, exists only for times t�0 and is not TR invariant.
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FIG. 6. Simulated field generated by an acausal X-wave
aperture signal. The acausal X-wave aperture signal
generates an approximate X-wave. The X-wave is sup-
ported out to a distance zmax=� / �̄, where � is the ra-
dius of the aperture �thick gray vertical line� and �̄
=tan � quantifies the axial speed of the X-wave. The
visualization is shown in units of wavelength, 	, of the
signal field. Also depicted schematically is the geomet-
ric relation between zmax �zmin�, �max ��min�, and the
range over which an approximate X-wave exists, �z�.
In the simulation, �min=0.
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for the required aperture signal. By invoking the implicit TR
properties of X-waves, it is possible to self-adaptively pro-
duce X-waves along selected trajectories from aperture
source arrays of arbitrary geometry and orientation in an ar-
bitrary static medium. The possibilities are limited only by
diffraction and experimental difficulties associated with de-
ploying the arrays and measuring the fields.

C. A note on the supersonic properties of acausal
and causal X-waves

An added consequence of the causal X-wave derivation
is that it demonstrates that the acoustic intensity points in the
direction propagation of the Mach cone, i.e., at angle � with
respect to the z-axis. Thus, while the axial phase speed of the
X-wave is equal to the source speed, the group velocity, u, is
defined such that u=c�cos �ẑ+sin �x̂�; i.e., the group travels
at speed c. The same applies to the acausal X-wave. The
ideal, diffractionless, acausal X-wave can be thought of as
the Mach front generated by an annular ring signal distribu-
tion collapsing radially �for −�� t� t0� then expanding radi-
ally �for t0� t��� at supersonic speed �vr�=v / �̄ on an infi-
nite planar array �refer to Fig. 5, for a visualization� located
at z=−� �or z=� for v�−c�, where t0 is the time at which
the radius of the annular signal is zero. For times t� t0, the
cylindrical waves of the Mach front, propagating at group
speed c in the direction �=arctan��̄� with respect to the
z-axis, constructively interfere along the z-axis, resulting in a
localized high intensity component that propagates axially at
phase speed v�c. In the infinite time/space limit, this field
defines the ideal, diffractionless X-wave. Thus, in accor-
dance with discussion presented in Ref. 7, the ideal, diffrac-
tionless, acausal X-wave is a manifestation of the scissor
effect.

IV. USING TIME-REVERSAL TO GENERATE X-WAVES:
EXPERIMENTAL RESULTS

While the conventional approach to X-wave theory fo-
cuses, out of necessity, on cylindrical geometry, in light of
the discussion of Sec. III, using the TR approach, X-waves
can be generated in many geometries. This section presents
the results from an experiment in which X-waves are pro-
duced through TR in a 2D geometry rather than in the con-
ventional three-dimensional cylindrical geometry. As a re-
sult, a brief derivation of the 2D X-wave is presented along
with the experimental setup and results.

A. The two-dimensional X-wave

A similar analysis to that in Sec. II in 2D Cartesian
coordinates �rather than three-dimensional cylindrical coor-
dinates� results in the 2D X-wave formulation. Consider the
wave equation �Eq. �4�� in a 2D Cartesian coordinate system
�x ,z�, where, in analogy with the cylindrical X-wave result, z
is still referred to as the axial coordinate and x represents the
perpendicular coordinate. Assuming a source of the form,

S�x,z,t� = − A�z − vt��x�, �v� � c , �18�

representing a supersonic source in uniform motion at veloc-
ity v along the axial direction leads to the 2D causal X-wave
solution,


�2D��x,z,t� =
i

2
�

−�

�

dkzAkz
�kz�

exp�i�̄kz�x��
�̄kz

eikz�z−vt�. �19�

The ideal, diffractionless, 2D version of the Lu and Green-
leaf X-wave is given by

��2D��x,z,t� = �
−�

�

dkzAkz
�kz�

sin��̄kz�x��
�̄kz

eikz�z−vt�. �20�

Thus, in two-dimensions, the X-wave comprises a superpo-
sition of plane waves, rather than cylindrical waves, travel-
ing at an angle � �defined as tan �= �̄� with respect to the
axial direction. In terms of the angular frequency, the aper-
ture signal for producing causal X-waves from a planar ap-
erture in the z=0 plane becomes


ap
2D�x,t� =

i

2
�

−�

�

d�A����
exp�− i

�̄

v
��x��

�̄

v
�

ei�t. �21�

As with the aperture field from a LS in three-dimensions �see
discussion following Eq. �16��, the 2D aperture field, being
zero for t�0, is never TR invariant. Time-reversal and
broadcast of 
ap

2D from the TRM aperture is then given by

generatingaperture

(TRM)

mach

cone

propagating

waveform

1-D transmit

array

v

FIG. 7. Schematic for experimentally measuring a causal X-wave over a
planar aperture. A planar aperture TRM �gray region� in the z=0 plane
measures the field from a supersonic signal �black curve� propagated along
a linear phased array �horizontal gray line� along the z-axis. The field gen-
erated by the supersonic signal is a causal X-wave.
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FIG. 8. Simulated field generated from causal X-wave
aperture signal using TR. TR of the causal X-wave ap-
erture signal generates an approximate X-wave. The
X-wave is supported out to a distance zmax=� / �̄. The
field for t�0 is identical to the acausal case shown in
Fig. 6. Because the TR aperture is zero for t�0, the
lagging extremities of the field �dashed box� are not
supported. The visualization is shown in units of wave-
length, 	, of the signal field.
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where the term in curly brackets is recognized as the 2D
spectral Green’s function and R=��x−x��2+z2 is the dis-
tance between the source and field points.

B. Experimental setup

A series of experiments were conducted �the results
from three of which are presented in Sec. IV C� in which
approximate X-waves were generated from a planar aperture
TRM using TR. The experiments were carried out in a ho-
mogenous, unbounded, static, fresh water medium at ultra-
sonic frequencies. As shown schematically in Fig. 9, an ul-
trabroadband Hann modulated pulse of bandwidth �f
=1.5 MHz at a carrier frequency of fc=1.5 MHz was broad-
cast separately from each element of an ultrasonic TRM de-
vice and sampled by a piezo-electric ultrasonic hydrophone
situated on the z-axis. Repeating the same measurement op-
eration to other hydrophone locations resulted in a synthetic
receive aperture along the z-axis. The synthetic aperture con-
stituted the horizontal line array �HLA� along which the
source signal was propagated. Using a value of c
=1487 m /s for the medium, the wavelength at the carrier
frequency was 	�1 mm. In two of the experiments �cases A
and B below�, the HLA comprised 24 elements spaced at
1.5 mm �3	 /2� intervals along the z-axis. In a third experi-
ment �case C below�, the HLA comprised 75 elements
spaced at approximately 0.5 mm intervals along a curved
trajectory. The TRM, in the z=0 plane, comprised an array of
60 piezo-electric ultrasonic transducer elements evenly
spaced along the x-axis at 0.5 mm ��	 /2� increments. Using
reciprocity, the individual TRM-to-HLA fields were then
synchronized and summed to mimic a supersonic source

traveling along the HLA toward the TRM. The synthesized
field was then time-reversed and broadcasted from the TRM.
The resulting field was densely sampled �at 0.5 mm�	 /2
intervals in both z and x� in the y=0 plane. Because the TRM
elements span a width of �=15 mm ��15	� in the
y-direction, the TRM is directional, producing a beam that
does not vary appreciably in the y-direction. Due to the ge-
ometry of the TRM �i.e., because it is extended in the
y-direction�, the aperture signal and resulting time-reversed
field �in the y=0 plane� are well modeled by the 2D case of
Eqs. �21� and �22�, respectively.

C. Experimental results

The results from three experimental cases are discussed.
The first two cases �cases A and B� consider a signal in
uniform supersonic motion along a linear geometry HLA at
different speeds. In the third case �case C�, the source signal
was propagated along a curved geometry HLA. In all three
cases the field generated by the HLA signal was sampled by
a TRM, time-reversed, and rebroadcast.

In case A the source signal was propagated at speed
vA=1604 m /s toward the TRM, generating a Mach front
traveling at an angle �=arccos c /vA=22° ��̄=0.41�. The cor-
responding field measured on the TRM, visualized in Fig. 10,
demonstrates the arrival of the Mach front. Note that time
t=0 is defined to be the moment at which the source signal
�traveling along the HLA� reaches the plane of the TRM
aperture �z=0�. Also visible is a trailing edge wave that re-
sults from the fact that the HLA is finite in length, extending
from z=0 to a distance of 36 mm along the z-axis. The mea-
sured TRM signal was then time-reversed and broadcast.
As expected, the time-reversed field, shown in Fig. 11, can
be characterized as an approximate X-wave over a finite re-
gion of space and time. In this case the speed of the source
was chosen so that the X-wave would be supported out
to the distance of the furthest HLA element, zmax=� / �̄
=15 mm /0.41=36 mm.

Recall in the simulation results of Sec. III that the finite
edges of the TRM aperture produce an edge wave. In the
current experimental case, both the TRM and the HLA are
finite, so that one expects two sets of edge waves: one from
the HLA that will be measured by the TRM aperture and one
from the TRM when the signal is time-reversed. However,
while the HLA edge wave is visible in both the measured

linear

source array

y = 0 plane

z

y

x

TRM

FIG. 9. Experimental setup schematic. An omnidirectional hydrophone was
used to sample the field from the transducer elements of a TRM. The TRM
comprised a planar aperture of acoustic transducers. The hydrophone
sampled the field at evenly spaced points along the z-axis, thus synthesizing
a HLA. Using reciprocity, the fields were then synchronized and summed to
mimic a supersonic source. The summed field was then time-reversed and
transmitted from the TRM and the resulting field densely sampled in the y
=0 plane.
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FIG. 10. Experimental TRM aperture signal. Visualized is the time-domain
field measured over the TRM from a supersonic source traveling along the
HLA at velocity v=−1604 m /s �toward the TRM�. Both the Mach front and
the edge wave generated by the finite length of the HLA are visible.
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TRM aperture field and the resulting time-reversed field
�Figs. 10 and 11�, the TRM generated edge wave seems to be
missing entirely. This is easily explained when one considers
the directionality of the individual TRM transducer elements.
As shown in Fig. 12, the transducer directionality in the x-z
�y=0� plane suppresses the high angle components of the
received and transmitted fields.

In case B, the source signal was propagated along the
HLA toward the TRM at a speed of vB=−2200 m /s, produc-
ing a Mach front at an angle �=47° ��̄=1.07�. As seen in the
visualization of Fig. 13, the Mach front is highly suppressed
due to the directionality of the TRM transducer elements.
Only contributions from directly along the axis of the HLA
and the edge wave are visible. As a result, TR of the mea-
sured TRM signal in this case does not result in an approxi-
mate X-wave.

In case C the source signal was propagated at a constant
speed, vC=1604 m /s, toward the TRM along the curved tra-
jectory traced out by the HLA shown in Fig. 14. As shown,
time-reversing the sampled TRM field results in an approxi-
mate X-wave whose vertex retraces the HLA trajectory as it
propagates away from the TRM. In this case, the side-lobes
of the generated approximate X-wave are slightly curved so
that the field no longer assumes an exact X-shape. Using TR,
then, this experimental result demonstrates that it is possible
to generate exotic approximate X-waves that trace out curved
trajectories along a large depth of field. The choice of trajec-
tory is arbitrary with the following caveats. The transducer
directionality of the TRM must be considered as field com-
ponents that arrive on the TRM will be modulated by the

transducer directionality. Care must be taken to define a
source trajectory that does not generate field components that
travel at steeper angles than the transducers can measure. In
addition, the effects of the interference from the HLA edge
wave must be considered. Finally, one must also realize that
as the TRM aperture is finite, the approximate X-wave solu-
tion is diffractive so that the X-wave vertex resolution obeys
the Rayleigh criterion. Consequently, the resolution of any
approximate X-wave is expected to decrease with distance
from the generating aperture.

V. CONCLUSIONS

In the Lu and Greenleaf formulation,21 the X-wave so-
lution is derived as a superposition of conical waves without
connection to boundary conditions or a source. As a result,
the solution, though it is diffractionless, is acausal. Also, the
solution requires radial symmetry and a homogenous me-
dium. Here, an alternate derivation of the X-wave field has
been introduced whereby the field generated by a supersonic
source distribution in free space is derived and shown to be a
causal X-wave �in three-dimensions� that obeys the radiation
condition with the Mach cone defining the X-wave. One im-
plication of this result is that it demonstrates that all super-
sonic properties of X-waves, both acausal and causal, are
phase rather than group phenomena. A method for generating
X-waves from planar apertures using time-reversal that takes
advantage of the connection with a physical source �and thus
causality� has also been introduced. In contrast to existing

�90 �45 0 45 90
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1
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FIG. 12. Transducer/hydrophone pair directionality. The directionality of the
measurement between a single TRM transducer element and the omnidirec-
tional hydrophone was experimentally determined. Field components trav-
eling in a relative direction of greater than 45° are highly suppressed.
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FIG. 13. Experimental TRM aperture signal: example of the effects of di-
rectional suppression on X-wave generation. Visualized is the field mea-
sured over the TRM from a supersonic source traveling along the HLA at
velocity v=−2200 m /s �toward the TRM�. The directionality of the trans-
ducer elements has suppressed the appearance of the Mach front �comparing
to Fig. 10, the front should appear in the dashed box region�. As a result it
is not possible to generate an X-wave for steep axicon angles, �.
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FIG. 11. Experimental TR approximate X-wave field.
TR of the measured TRM signal from Fig. 10 results in
an approximate X-wave over the length of the HLA.
Also visible is received edge wave component that is
now time-reversed. As mentioned in Fig. 9, the visual-
ization is in the y=0 plane. The thick black line and
open circles represent the TRM and the HLA, respec-
tively.
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methods, where the generating aperture field is calculated
using the Lu and Greenleaf X-wave solution �which limits
applications to cylindrical geometry in homogenous media�,
the TR method is self-adaptive and should allow for the gen-
eration of X-waves in selected geometries in any static inho-
mogenous media. The method has been experimentally
proven in a 2D experimental geometry in free space. To ac-
company the experimental results, the 2D form of the
X-wave has been derived.

In addition to offering potential new methods for de-
ployment in medical ultrasonic applications, acoustic TR
X-waves might find application in nondestructive testing,
ocean acoustics, complex media characterization, and wave-
guide physics. While broadband TR techniques are not yet
directly applicable to electromagnetic applications �due to
the high frequencies involved�, applications combining nar-
row band X-waves with multi-wave phase conjugation tech-
niques are a possibility. Consequently, the presented acoustic
results have potential implications for electromagnetic field
analogies in fiber laser and femtosecond laser applications,
among others.
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Comparing two proposed measures of cochlear mechanical filter
bandwidth based on stimulus frequency otoacoustic
emissionsa)
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It has been hypothesized that the sharpness of the cochlear mechanical filter is related to two
measures based on stimulus frequency otoacoustic emissions �SFOAEs�. The first is the group delay
of the SFOAE; the second is the bandwidth of the SFOAE two-tone suppression isoinput tuning
characteristic. A corollary of this is that natural variability in cochlear mechanical bandwidth within
a population would lead to a positive correlation between these two SFOAE-based measures of
tuning within that population. To test this prediction, SFOAE group delay and SFOAE two-tone
suppression isoinput tuning characteristics were measured in a sample of 16 audiometrically normal
subjects. Contrary to the prediction, no statistically significant correlation was found between the
two bandwidth measures. Cochlear model simulations were used to aid the interpretation of this
result. These suggested that a positive correlation between the two measures is expected, but that it
may well be too weak to detect with the given sample size, due to the influence on the SFOAE
measures of random inhomogeneities in basilar membrane impedance.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068452�

PACS number�s�: 43.64.Bt, 43.64.Jb, 43.64.Kc �BLM� Pages: 1558–1566

I. INTRODUCTION

The mechanical response of a given point on the basilar
membrane to a sound presented in the ear canal can be rep-
resented as the output of a nonlinear bandpass filter. The
filter bandwidth, denoted here BWBM-Mech, depends both on
stimulus frequency �SF� and stimulus level �e.g., Robles and
Ruggero, 2001�, and thus in the present article, BWBM-Mech is
assumed to refer to an average value over a limited range of
SF and level. The present article is concerned with the ques-
tion of whether measurements of otoacoustic emissions
�OAEs� can reveal differences in BWBM-Mech between sub-
jects.

The currently prevailing theories of cochlear mechanics
predict that the sharpness of a cochlear mechanical filter
should be related to the latency of evoked OAEs, provided
they are dominated by coherent reflection of the traveling
wave �Shera and Zweig, 1993a; Zweig and Shera, 1995�.
Thus, for example, the group delay of SFOAEs has been
taken as a measure of the cochlear filter bandwidth �Shera et
al., 2002; Shera and Guinan, 2003�. In the current article,
such bandwidth estimates based on SFOAE group delay will
be denoted BWSF-GD. Shera et al. �2002� argued that the
magnitude of BWSF-GD in humans is roughly in agreement
with psychoacoustic measures across a wide range of SFs,
supporting the link between BWSF-GD and BWBM-Mech.

Further indirect support for this theory comes from the
nonlinear behavior of the cochlea. In vivo measurements in
mammals show a broadening of cochlear tuning �i.e., an in-
crease in BWBM-Mech� with stimulus level �e.g., Robles and
Ruggero, 2001�. Thus a similar increase in BWSF-GD with
stimulus level is also expected. This prediction has been
borne out by measurements of SFOAE group delay, and re-
lated quantities �Kemp and Brown, 1983; Lineton and Lut-
man, 2003b; Konrad-Martin and Keefe, 2005; Schairer et al.,
2006�, as well as by latency-versus-level measurements in
transient-evoked OAEs, thought to be closely related to
SFOAEs �Norton and Neely, 1987; Neely et al., 1988; Tog-
nola et al., 1997�. Thus there is a strong argument, based on
both theory and experiment, for a link between BWSF-GD and
BWBM-Mech.

A second possible OAE-based measure of cochlear
bandwidth is suggested by two-tone suppression �2TS� tun-
ing curves of SFOAEs �e.g., Kemp and Chum, 1980; Brass
and Kemp, 1993; Keefe et al., 2008�, which show a bandpass
characteristic. The bandwidth estimate obtained from a 2TS
paradigm is denoted here BWSF-2TS. Whether current co-
chlear mechanical theories predict that BWSF-2TS should be
related to BWBM-Mech is not as clear-cut as it is for BWSF-GD.
This is because the 2TS tuning characteristic is the outcome
of complicated nonlinear responses to both a probe tone �i.e.,
the evoking tone� and a suppressor tone for which no gener-
ally agreed theory exists. Furthermore, whether or not mea-
surements of BWSF-2TS show the expected increase with in-
creasing stimulus level is also unclear, and may depend on
the stimulus paradigm and method of analysis. For example,
Keefe et al. �2008� found no clear level dependence in a

a�
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bandwidth measure defined from isosuppression tuning
curves of SFOAEs, in contrast to the effects of stimulus level
seen in BWSF-GD, mentioned above.

Nevertheless, the following heuristic argument, similar
to that put forward by Brass and Kemp �1993�, does predict
that BWSF-2TS will be correlated with cochlear bandwidth.
Consider a simple stimulus paradigm for obtaining BWSF-2TS

in which a probe tone is presented at a fixed SF and level,
while a suppressor tone is swept in frequency, holding its
stimulus level equal to that of the probe tone. The 2TS-
isoinput tuning characteristic is then obtained by measuring
the amplitude of the SFOAE at the probe frequency as a
function of suppressor frequency. If we assume that the de-
gree of SFOAE suppression depends on the degree of over-
lap between the traveling wave envelopes of the probe tone
and suppressor tone �when presented in isolation� then the
bandwidth of the 2TS-isoinput tuning characteristic will de-
pend on the widths of the traveling wave envelopes of the
probe and suppressor tones, which in turn depend on
BWBM-Mech. A more explicit theoretical demonstration of
how this could arise is presented as part of the present study,
using a nonlinear model of cochlear mechanics due to Kanis
and de Boer �1994�, which has been adapted to allow
SFOAE 2TS-isoinput tuning characteristics to be predicted,
as in Lineton and Lutman �2003a�. The results of this par-
ticular model confirm the heuristic argument: That the simu-
lated BWSF-2TS is correlated with BWBM-Mech. Note, however,
that this result may depend on the particular implementation
of nonlinear cochlear mechanics chosen by Kanis and de
Boer �1994�.

The aim of the present study is to estimate the degree of
correlation between BWSF-GD and BWSF-2TS in otologically
normal adults. If both these measures are correlated with
BWBM-Mech, and if there is any variation in BWBM-Mech

within the population, then BWSF-GD and BWSF-2TS will show
some degree of positive correlation with each other within
the population.

II. METHODS

A. Subjects

Initially 20 volunteers �10 females and 10 males� aged
22–27 years participated in the study. One ear per subject
was chosen at random for OAE measurements �ten left and
ten right ears�. All ears were normal on otoscopy, tympanom-
etry �middle ear pressure range �100 to +50 daPa and
middle ear compliance range 0.3–1.5 ml� and pure-tone au-
diometry �hearing threshold level �15 dB at 0.25, 0.5, 1, 2,
4, and 8 kHz�. Subjects were seated comfortably, asked to
remain as still as possible, and to swallow as infrequently as
was comfortable during recording. Following SFOAE mea-
surements, 4 of the 20 subjects were excluded from the
analysis, based on the signal-to-noise ratio �SNR� of the
measurements �Sec. III B�, leaving 16 subjects in the analy-
sis.

All experiments were carried out in accordance with the
guidelines of the Declaration of Helsinki, and were approved
by the ISVR Human Experimentation Safety and Ethics
Committee.

B. Equipment

The equipment used is specifically designed for the mea-
surement of distortion product otoacoustic emissions
�DPOAEs� and SFOAEs. It comprises a PC containing a
Loughborough Sound Images DSP card that controlled a re-
mote converter module, which is connected to the two ear-
phones and microphone of an Etymotic ER-10B+probe as-
sembly.

The Etymotic ER-10B+probe assembly comprised a
low-noise microphone, which was connected through a pre-
amplifier to the input of the remote converter module, and
two ER-2 insert earphones delivering tones to the ear via
coupling tubes running through the body of the probe. The
two earphones were connected to two output channels on the
remote converter module. This allowed two tones to be pre-
sented to the ear simultaneously via the two earphones, thus
minimizing nonlinear artifacts due to the measurement sys-
tem during 2TS experiments.

The remote converter module comprised stereo 16 bit
DACs, stereo 20 bit ADCs, and a sample rate generator.
Tones were generated digitally in the DSP card with a
sample rate of 32.768 kHz at frequencies which were mul-
tiples of 16 Hz. Each stereo output sample pair was sent to
the remote converter module via a fast serial connection on
the DSP and output under the timing of the sample rate gen-
erator. The input sample pair was acquired synchronously
and sent via the serial connection to the DSP. The ADCs
employed 8�oversampling obviating the need for antialias-
ing filters. Only the most significant 16 bits of the ADCs
were used by the DSP for the present work. The tones were
segmented into epochs of 62.5 ms �2048 sample points� con-
taining a whole number of periods of the stimulus tones. The
sampled microphone signal was recorded via one ADC in
corresponding epochs and loaded into buffers of 2048 points.
On completion of the epoch and before the next epoch be-
gins, an in-place fast Fourier transform �FFT� with 16 Hz
resolution is calculated. The FFT is then transferred to the
PC for further processing. For simple recording of SFOAEs,
only one DAC channel was used, while for suppressed
SFOAEs both channels were used. The first epoch was al-
ways discarded since it contained the transient response of
the transducers and the ear. The tone for which the SFOAE is
calculated is designated the “probe” tone, while the second
tone is designated the “suppressor.”

Averaging of the complex FFT was performed across
subsequent epochs to improve SNR. Noisy epochs, as deter-
mined by the noise power in a number of spectral lines ad-
jacent to the SF, were excluded from the average. Noisy
epochs were rejected when the average level in the ten spec-
tral lines either side of the SFOAE frequency �but excluding
the spectral line at the frequency of the suppressor tone, if
present� exceeded a preset rejection level set at 10 dB SPL.
Averaging of the epochs continued until 20 epochs had been
accepted.

The measurement system was calibrated with the OAE
probe fitted with an ear tip, and inserted into the DB2012
accessory �external ear simulator� of a Bruel and Kjaer Type
4157 ear simulator �IEC 711�. The earphones were calibrated
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at 16 Hz intervals across the measured frequency range.
Throughout this paper, the earphone level is defined as the
level that would be recorded at the reference microphone of
the ear simulator at the same applied voltage level. The OAE
probe microphone was calibrated at 1 kHz only, such that,
for a 1 kHz tone presented via the probe earphone, the probe
microphone gave the same reading as the ear simulator mi-
crophone.

C. Measurement procedures

Two series of measurements were performed, the first
being SFOAE probe-frequency sweeps for estimating
BWSF-GD, and the second being 2TS-isoinput tuning charac-
teristics for estimating BWSF-2TS.

1. Probe-frequency sweep measurements

In the SFOAE probe-frequency sweep measurements,
the probe frequency, f1, was increased from 992 to 1984 Hz
in 16 Hz intervals, giving 63 points, while the probe-level
was held constant at 40 dB SPL. In order to obtain an esti-
mate of the SFOAE pressure, pSF, at each point, a version of
the high-level suppressor method �e.g., Kemp and Brown,
1983; Kemp et al., 1990� was used whereby recordings are
made in two different conditions �termed the unsuppressed
and maximally suppressed conditions� at each probe fre-
quency. In the unsuppressed condition, the probe tone is pre-
sented alone to give a measurement of the complex ear canal
pressure, which is assumed to comprise the SFOAE pressure
added to the “passive” ear canal pressure �i.e., the pressure
that would be obtained if the cochlear amplifier were inac-
tive�. In the maximally suppressed condition, the probe tone
is presented together with a high-level suppressor tone to
give an estimate of the passive ear canal pressure alone. A
suppressor tone at 60 dB SPL at a frequency 16 Hz above the
probe tone was used for this condition. The two measure-
ment conditions were completed within a short time interval
�typically �2 s� in order to minimize the “drift” noise com-
ponent, which appears in the derived value of pSF due, for
example, to gradual changes in probe-fit or middle ear pres-
sure, leading to changes in the passive impedance of the ear
canal occurring over the duration of the two measurements.
Two replicate probe-frequency sweeps were performed in or-
der to allow estimation of the test-retest reliability of
BWSF-GD.

2. SFOAE 2TS-isoinput tuning characteristic
measurements

Previous studies of SFOAE 2TS have often used an iso-
suppression paradigm, in which the suppressor level is al-
tered at each suppressor frequency so as to achieve a crite-
rion degree of suppression of the SFOAE at the probe
frequency �e.g., Kemp and Chum, 1980�. However, an isoin-
put paradigm, in which the suppressor level is held constant
as its frequency is swept, can also be used to obtain a band-
pass characteristic whose bandwidth is expected to depend
on the underlying cochlear mechanical tuning �e.g., Brass
and Kemp, 1993�. Currently, there is no strong argument for
favoring one paradigm over the other. In the present study,

the isoinput paradigm was adopted with both the suppressor
and the probe level set to 40 dB SPL �the same level as for
the probe-sweep measurements�. The weak rationale for this
is that both the traveling waves in the 2TS condition are as
close as possible to those in the probe-sweep condition. This
paradigm is also simpler to implement experimentally than
the isosuppression paradigm.

In 2TS measurements, the probe tone was fixed in fre-
quency and level, while the suppressor tone was swept in
frequency at constant level. The probe frequency was set
close to 1488 Hz �i.e., the center of the range swept above�,
but the exact probe frequency was chosen for each individual
ear from within the range 1328–1552 Hz to ensure that a
sufficiently high amplitude SFOAE existed prior to introduc-
ing the suppressor tone, based on visual inspection of the
SFOAE probe-sweep measurements. The probe and suppres-
sor levels were fixed at 40 dB SPL throughout.

The 2TS-isoinput tuning characteristic was constructed
from two sweeps of the suppressor frequency. The first was a
coarse sweep from approximately 0.67 to 1.5 times the probe
frequency, in steps of 64 Hz. The second was a fine sweep
from approximately 0.83 to 1.2 times the probe frequency, in
steps of 16 Hz, to provide higher resolution in the region
around peak suppression. The point in the sweep where the
suppressor frequency was exactly equal to the probe fre-
quency was omitted.

The measurement condition with both probe and sup-
pressor present is called the partially suppressed condition.
In order to minimize any effects on the 2TS measurements of
drift in the probe-fit, after each partially suppressed measure-
ment, an additional unsuppressed measurement of the ear
canal pressure was made, with the probe presented in isola-
tion. Since the probe remains unaltered over the 2TS mea-
surements, these are simply repeated measurements in the
same condition. However, they were included to provide an
accurate reference condition made close in time �typically
within 2 s� to the preceding partially suppressed condition, to
allow the change in ear canal pressure due to the suppressor
to be established. A second replicate set of 2TS measure-
ments was obtained to allow estimation of the test-retest re-
liability of BWSF-2TS.

III. RESULTS

A. Obtaining SFOAE pressures from the measured
ear canal pressure

Over the two measurement paradigms, there are in all
three conditions in which the complex acoustic ear canal
pressure is measured �unsuppressed, partially suppressed,
and maximally suppressed�, which are denoted pEC;Un,
pEC;PS, and pEC;MS, and which are shown schematically in
Fig. 1 for a given probe frequency.

1. Analysis of probe-frequency sweep measurements

In the probe-sweep paradigm, pEC;Un and pEC;MS are
measured. From this, the �complex� unsuppressed SFOAE
pressure is obtained from
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pSF = pEC;Un − pEC;MS, �1�

where the explicit dependence on probe frequency, f1, is
omitted. It has been assumed in Eq. �1� that the ear canal
pressure in the maximally suppressed condition is approxi-
mately equal to the passive ear canal pressure. It is also
convenient to use the complex SFOAE pressure normalized
with respect to the stimulus pressure �Shera and Zweig,
1993b�, as defined by

pSF/stim � pSF/pEC;MS = pEC;Un/pEC;MS − 1. �2�

2. Analysis of SFOAE 2TS-isoinput tuning
characteristic measurements

In the 2TS paradigm, pEC;PS and pEC;Un are measured
�but not pEC;MS�. The change in the ear canal pressure due to
the suppressor is called the 2TS pressure change, and is de-
fined as

p2TS � pEC;Un − pEC;PS, �3�

which is used to generate 2TS-isoinput tuning characteris-
tics, and to calculate BWSF-2TS. The explicit dependence on
probe and suppressor frequencies, f1 and f2, is omitted.

It is instructive to note that p2TS can be expressed as the
change in SFOAE pressure between the unsuppressed condi-
tion, and the partially suppressed condition

p2TS � pSF − pSF;PS,

where

pSF;PS � pEC;PS − pEC;MS �4�

and where pSF;PS is the SFOAE in the partially suppressed
condition �Fig. 1�.

B. Exclusion of subjects based on SNR estimates

Having obtained two replicate waveforms for pSF�f1�
from the probe-sweep measurements, and p2TS�f2� from the
2TS measurements, the SNRs were assessed. To this end, the
replicate waveform cross-correlation coefficients for pSF�f1�

and p2TS�f2� were calculated across their measured frequency
ranges. Subjects were then excluded from further analysis if
the waveform cross-correlation coefficient was �0.5 for ei-
ther measurement paradigm. This led to four subjects being
excluded. For the remaining 16 subjects, the replicate wave-
form cross-correlation coefficients ranged from 0.89 to 0.99
�median of 0.98� for pSF�f1�, and from 0.51 to 0.93 �median
of 0.71� for p2TS�f2�.

C. Obtaining BWSF-GD from the SFOAE probe-
frequency sweep

Two typical examples of the normalized SFOAE pres-
sure are shown in Fig. 2. According to the cochlear mechani-
cal theory, the group delay of the SFOAE, which is propor-
tional to the slope of the phase �Fig. 2�, is related to
BWBM-Mech.

The measure used here to arrive at BWSF-GD is based on
a weighted average of the group delay of the SFOAE across
the measured frequency range. There are two stages in cal-
culating the weighted average; first the SFOAE data are
transformed to take account of the expected variation in
group delay with SF, and second, a weighting is applied to
the phase data in order to minimize the effects of regions
where the SNR is poor, and thus the phase unreliable �e.g.,
S8 at 1650 Hz, Fig. 2�. These stages in the analysis are
explained in the remainder of this section.

The phase, �, and group delay, �, of the normalized
SFOAE are defined by

��f� � arg�pSF/stim�f�� ,

��f� � −
1

2�

d�

df
, �5�

where f is the probe frequency f1, the subscript being
dropped for convenience. Note that Eq. �5� requires the use
of the “unwrapped” phase. For an idealized scaling-
symmetric cochlea, the group delay would vary directly with
the reciprocal of frequency �Zweig and Shera, 1995�. How-
ever, measurements of SFOAE �Shera et al., 2002; Shera and
Guinan, 2003� and tone-burst evoked OAEs �Norton and
Neely, 1987; Neely et al., 1988; Jedrzejczak et al., 2004�
suggest that the human cochlea deviates from ideal scaling-
symmetry such that the group delay varies approximately as

��f� 	 �
1

fn , �6�

where n is approximately 0.5 �reported values range from
0.37 to 0.57�. Note that n=1 would correspond to perfect
scaling-symmetry. It can be shown that if Eq. �6� holds, then
the slope of the phase becomes constant when the indepen-
dent variable, f , is transformed using


 � f1−n/fR
−n, �7�

where 
 is “transformed frequency.” The variable 
 has the
dimensions of frequency, and equals the untransformed fre-
quency f , when f equals the arbitrary reference frequency,
fR. The transformed group delay, ��, is then given by

 !"#$%

 !"#'(

 ()
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FIG. 1. Complex representation of the ear canal pressure and the SFOAE
pressure in the two measurement paradigms. The dependence on frequency
is omitted. �A� Probe-sweep measurements of the ear canal pressure, with
two conditions: unsuppressed �pEC;Un� and maximally suppressed �pEC;MS�,
where the residual SFOAE is assumed negligible. Thus the unsuppressed
SFOAE pressure �pSF� can be calculated. �B� 2TS measurements of the ear
canal pressure, with two conditions: unsuppressed �pEC;Un� and partially sup-
pressed �pEC;PS�. The 2TS pressure change �p2TS� can then be calculated. The
maximally suppressed ear canal pressure �pEC;MS� and the partially sup-
pressed SFOAE pressure �pSF� are not obtained in this paradigm, but are
shown �dotted arrows� for comparison.
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���
� � −
1

2�

d��
�
d


, �8�

which is constant across the measured range, provided Eq.
�6� holds true.

After transforming the SFOAE magnitude and phase
into 
 coordinates, the transformed frequency averaged
weighted group delay, �av, is calculated from

�av �
A


B − 
A
	


A


B

���
�w�
�d
 , �9�

where 
A and 
B are the transformed frequency values at the
lower and upper values of the frequency sweep, w�
� is the
weighting factor, and A is a scale factor. The weighting fac-
tor is given by

w�
� � 
pSF�
�
2/pSF-av
2 ,

pSF-av
2 �

1


B − 
A
	


A


B


pSF�
�
2d
 . �10�

The scale factor A is given by

A �

B − 
A

fB − fA
, �11�

where fA and fB are the frequency values at the lower and
upper values of the frequency sweep. This scale factor sim-

ply accounts for the systematic overall scaling between f and

 and ensures that the value of �av would not be affected by
the choice of n in the idealized case where w�
�=1 for all 
.

The value of n chosen for the analysis is n=0.5, and is
the same for all subjects. This gives a transformed frequency
intermediate between linear and logarithmic frequency
scales. Note that the results of this analysis are highly insen-
sitive to the choice of n. Indeed, it would have been possible
to perform the analysis without first transforming the fre-
quency �i.e., choosing n=0 in Eq. �7��. However, since it is
known that n=0.5 tends to “straighten out” the SFOAE
phase variations, because of the underlying cochlear mechan-
ics, it was reasoned that analyzing the transformed data
would improve the correspondence with these underlying
mechanisms. The value of fR in Eq. �7� has no effect on the
analysis.

The effect of the weighting factor, w, is more significant
than the choice of n. Without the weighting factor, the fre-
quency averaged group delay in Eq. �9� would simply de-
pend on the overall change in the unwrapped phase across
the measured range, as seen in Fig. 2, which includes steps in
the phase where the signal is either zero or buried in noise.
The effects of these steps are greatly de-emphasized by using
the weighting in Eq. �10�.

Equations �5� and �7�–�11� are implemented for the dis-
crete data here by first using “low-pass” interpolation to pro-
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FIG. 2. Nondimensional SFOAE pressure from the probe-sweep measurements from subjects 8 �left-hand column� and 15 �right hand column�. Top row: the
absolute value of �pSF/stim� �black lines� and the estimated noise floor �gray lines�. Middle row: the real part �black lines� and the imaginary part �gray line�.
Bottom row: phase, and the estimated average group delay, �av. In all rows, for replicate 1, the measured data points are shown together with the smooth line,
obtained from the measured points by low-pass interpolation. For replicate 2, only the smooth line is shown �not always visible, as it closely overlays replicate
1�.
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vide the smoothed curves seen in Fig. 2. The transformation
in Eq. �7� was then performed with n=0.5; and the average
group delay, �av, obtained by replacing the continuous inte-
grals in Eqs. �9� and �10� with numerical integration by the
trapezium rule. The value of BWSF-GD is then found from

BWSF-GD � 1/�av. �12�

D. Obtaining BWSF-2TS from the SFOAE 2TS-isoinput
tuning characteristic

The 2TS-isoinput tuning characteristics were plotted as
the absolute value of p2TS�f2� as a function of the suppressor
frequency f2. The coarse and fine sweeps were merged into a
single set of data points. The isoinput tuning characteristics
appear as band-pass-like 2TS suppression curves seen for
two typical subjects in Fig. 3.

There are several possible methods of obtaining a band-
width from these curves. With no underlying theory for guid-
ance, an analytical approach that is relatively robust to the
presence of noise was chosen. The chosen method was to use
the second moment of area, Ixx, about the center frequency,
fC �defined from the first moment of area�, to obtain the
bandwidth, BWSF-2TS, as follows:

BWSF-2TS
2 � Ixx/Area,

Ixx � 	
−�

�

�f2 − fC�2y�f2�df2,

Area � 	
−�

�

y�f2�df2,

fC �
1

Area
	

−�

�

f2y�f2�df2,

y � 
p2TS�f2�
 . �13�

The values of BWSF-2TS and fc were obtained from the mea-
sured 2TS-isoinput tuning characteristics using numerical in-
tegration by the trapezium rule over the measured frequency

range, in place of the continuous integrals in Eq. �13�.
These two values can be used to generate a fitted Gauss-

ian curve to the data, using

yfit =
Area

BWSF-2TS
�2�

exp�− �f2 − fC�2

2BWSF-2TS
2  , �14�

which provides the visual comparison seen in Fig. 3, and
illustrates that BW is the analog of the standard deviation of
a Gaussian distribution. Note that the fitted value itself, yfit,
is purely calculated for visual illustration; only BWSF-2TS is
used in the subsequent analyses.

E. Test-retest reliability of BWSF-GD and BWSF-2TS
estimates

To assess the reliability of the estimates, the test-retest
correlation coefficients across the sample of 16 subjects for
both BWSF-GD and BWSF-2TS were calculated from the two
replicate measurement sets, and found to be 0.98 and 0.85,
respectively. A one-sample Kolmogorov–Smirnov test indi-
cated that the sample distributions for BWSF-GD and
BWSF-2TS did not differ from a normal distribution at the 5%
level of significance.

F. Correlation between BWSF-GD and BWSF-2TS

The average of the two replicate values was calculated
to provide a single value of BWSF-GD and BWSF-2TS for each
ear. Note that the absolute values of the BW estimates are not
of interest here, and are not expected to be similar either to
each other, or to any direct mechanical or neural BW esti-
mate. Instead, it is the covariation in the two estimates across
subjects that is of interest. The correlation coefficient was
thus calculated between BWSF-2TS and BWSF-GD �Fig. 4� and
found to be 0.22 �p�0.05, 95% confidence interval �CI� for
R is �0.30 to 0.65�. Thus, contrary to the predictions of the
theory proposed in Sec. I, there is no hint in the data that the
two estimates are correlated in the population.

It should be noted that BWSF-GD and BWSF-2TS were nec-
essarily obtained from a sweep over a range of frequencies
�here, up to one octave�, rather than at a single frequency,
and thus they will characterize some form of average band-
width over this swept range. For a positive correlation to be
predicted, it has been assumed that the mechanical sharpness
of tuning is a characteristic that extends over this range of
frequencies, such that a cochlea that is more sharply tuned

 !" #!$
$

"$

 $$

%&''()%%*( ,()-. ,1 ! /0123

 +
,(

/ 
4
53

 !$  !" #!$
$

"$

 $$

%&''()%%*( ,()-. ,1 ! /0123

,$ ,$

67 6 "

FIG. 3. SFOAE 2TS-isoinput tuning characteristic measurements from sub-
jects 8 �left-hand column� and 15 �right-hand column�. The measured points
for two replicates are �circles and crosses� are joined with gray solid lines.
The fitted Gaussian curves for replicates 1 and 2 are shown in black solid
and dotted lines, respectively �but as they overlay each other closely, the
dotted line is barely visible�. The estimated noise floor is shown by the
dotted line. The vertical dotted-dashed line indicates the frequency of the
fixed probe tone at which the SFOAE is measured. The triangle indicates the
unsuppressed SFOAE pressure obtained from the probe-sweep measure-
ment. The bandwidths obtained from the fitted curves for subject 8 were 210
and 224 Hz �replicates 1 and 2�; and for subject 15 were 222 and 221 Hz
�replicates 1 and 2�.
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FIG. 4. Cross plot of measurements of BWSF-2TS against BWSF-GD across the
16 subjects included the analysis. The Pearson correlation coefficient, R,
was 0.22, which was not statistically significant at the 5% level �p�0.05,
95% CI for R is �0.30 to 0.65�.
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than the population average at one frequency is also more
sharply tuned than average at neighboring frequencies,
across the frequency range of interest.

IV. DISCUSSION

The possible explanations for the absence of any corre-
lation seen in the data are several. It may be that there is a
flaw in the underlying theory, in that in reality there is no
correlation in the population between BWBM-Mech and either
BWSF-2TS, or BWSF-GD, or both. Or it may be that there is a
correlation, but it is too weak to detect with the given sample
size �i.e., the study is underpowered�. With a sample size of
16, the correlation would have to be at least 0.6 in order for
the statistical power to be 80%, with a level of significance
of 5%.

In order to investigate whether these empirical findings
contradict current cochlear mechanical theories, a series of
simulations of SFOAEs was performed with a cochlear
model based on these theories. A more detailed description
of these simulations and their results is presented in the Ap-
pendix. The keys result is that the model does predict posi-
tive pairwise correlations between BWSF-2TS, BWSF-GD, and
BWBM-Mech, but that these correlations are likely to be rather
weak. This is because both BWSF-2TS and BWSF-GD are partly
dependent on the particular realization of the random inho-
mogeneities arrayed along the basilar membrane, which
leads to a large component in both these measures that is
unrelated to BWBM-Mech. Thus the models suggest that there
may be a slight positive correlation between BWSF-2TS and
BWSF-GD in the otologically normal population, but that a
much larger sample size may be required to find it. If the
model is correct, then one implication of its predictions is
that neither BWSF-2TS nor BWSF-GD, as currently defined, is
likely to be able to usefully indicate whether a subject’s co-
chlear tuning is significantly better or worse than the
population-average. However, the experimental data do not
allow this prediction to be confirmed. Furthermore, no at-
tempt has been made to model the effects of mild sensory
hearing loss, which �provided that the SFOAEs remain mea-
surable� would be expected to cause a broadening in cochlear
tuning.

V. CONCLUSIONS

In a sample of 16 normally hearing adults, this study
found no statistically significant correlation between a mea-
sure of cochlear tuning bandwidth based on SFOAE group
delay, and a measure based on the SFOAE 2TS-isoinput tun-
ing characteristic.

A nonlinear cochlear model based on current theories of
cochlear mechanics and OAE generation predicted some de-
gree of correlation between these two measures, but also
suggested that any correlation may well be weak. Thus, the
absence of any correlation seen in the measurements may be
due to the limited sample size rather than a complete absence
in the target population. The model results also suggest that
neither of the two OAE measures is likely to be a sensitive
indicator of between-subject differences in cochlear tuning
bandwidth.

APPENDIX: THEORETICAL SUPPORT FOR VALIDITY
OF BWSF-2TS AS A CORRELATE OF BWBM-Mech
BASED ON COCHLEAR MODEL SIMULATIONS

Unlike for the group delay, the theoretical link between
BWSF-2TS and BWBM-Mech has not been clearly demonstrated.
To investigate this link further, a series of simulations was
performed using the nonlinear cochlear model described in
detail by Lineton and Lutman �2003a�. Briefly, this model is
a variant of the quasilinear long-wave model developed by
Kanis and de Boer �1994�, into which random inhomogene-
ities in the basilar membrane impedance have been intro-
duced in order to generate SFOAEs. The hydromechanics
follows the standard long-wave model, and satisfies the re-
quirement of Zweig and Shera’s �1995� coherent scattering
theory that the traveling wave exhibits a “tall-and-broad”
peak, and that the scattering impedance should be “fine-
grained” or “densely spaced.” The nonlinearity is imple-
mented at each point along the cochlea as an active amplifi-
cation force, which follows a saturating nonlinear function
�hyperbolic tangent� of the basilar membrane displacement.

As in Lineton and Lutman �2003a�, the model formula-
tion and parameters are as given by Kanis and de Boer
�1994�, with the following alterations. First random inhomo-
geneities were generated from a normally distributed pertur-
bation of the passive damping term in the point-impedance
of the basilar membrane along the length of the cochlea to
give the scattering impedance. The amplitude of this random
perturbation was set to have a standard deviation of 1% of
the passive damping term. This relatively small impedance
inhomogeneity has little effect on the primary mechanical
response of the cochlea, but is sufficient to generate a back-
ward traveling wave that appears as a SFOAE of realistic
amplitude �typically 30–50 dB below the stimulus level�.
Second, the middle ear model of Kringlebotn �1988� was
used in place of Kanis and de Boer’s �1994� reflectionless
middle ear, to better account for the reverse transmission
through the middle ear. Third, the gain parameter, , was set
to values other than =1, in order to create a population of
cochlear models with differing mechanical tuning. As the
model incorporates nonlinear saturation of the cochlear am-
plifier, it allows both SFOAE probe-sweeps and SFOAE
2TS-isoinput tuning characteristics to be simulated. The
models were implemented in the MATLAB® software package
�The Mathworks�, and the full listings of the MATLAB code
may be obtained from Lineton �2001�.

This cochlear model has been shown to successfully
match �at least qualitatively� several nonlinear features seen
in measurements of cochlear mechanics in animal studies,
and of SFOAEs in humans. The matches between the model
and experimental findings include the basic shape of the
basilar membrane mechanical frequency response �Kanis and
de Boer, 1993�; broadening of the mechanical frequency re-
sponse with stimulus level �Kanis and de Boer, 1993�; the
approximate half-octave shift of the peak of the traveling
wave with increased stimulus level �Kanis and de Boer,
1993�; aspects of mechanical 2TS, such as phase shifts �Ka-
nis and de Boer, 1994�; SFOAEs with a spectral period �re-
lated to group delay� similar to that in humans �Lineton and
Lutman, 2003a, 2003b�; increases of SFOAE-spectral period
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with increased stimulus level similar to that in humans �Line-
ton and Lutman, 2003a, 2003b�; and changes in SFOAE-
spectral period with the introduction of a suppressor tone
similar to that in humans �Lineton and Lutman, 2003a,
2003b�.

In order to investigate whether, according to this model,
BWSF-2TS is correlated with BWBM-Mech and BWSF-GD, simu-
lations were performed for different values of the cochlear
amplifier gain parameter, which ranged from =0.6 to 0.9.
This gain parameter, , controls the amplitude and sharpness
of the envelope of the traveling wave, and thus the value of
BWBM-Mech, which is defined in the model from the traveling
wave envelope using a 6 dB down criterion �i.e., from the
difference in the characteristic frequencies at the two points
along the basilar membrane where the traveling wave enve-
lope is 6 dB below the peak�. These simulations confirmed
that in this model, as  is increased, BWSF-2TS, BWSF-GD, and
BWBM-Mech all increase �Fig. 5�.

Further simulations were performed to investigate the
random variability in the estimates of BWSF-2TS and BWSF-GD

that would determine the actual correlation between these
two quantities in a population of cochlear models. Thus, for
each value of  in the range from 0.6 to 0.9, an ensemble of
models was generated, each model having a different realiza-

tion of the impedance inhomogeneities that comprise the
scattering impedance. From this ensemble, the distributions
of BWSF-2TS and BWSF-GD can be obtained for each value of
BWBM-Mech. �Note that BWBM-Mech is almost unaffected by
the scattering impedance, and can thus be taken as a function
of  only. This is because the scattering impedance is rela-
tively small �1% of the passive damping term� and thus only
a relatively small proportion of the energy in the traveling
wave is reflected backward.� The resulting means and stan-
dard deviations of BWSF-2TS and BWSF-GD in the model are
shown in Fig. 6.

What these simulations reveal is that the model predicts
some positive correlation between BWSF-2TS and BWSF-GD in
a population showing some intersubject variation in . How-
ever, due to the variability in BWSF-2TS and BWSF-GD for a
given , the degree of correlation is expected to be weak.
The value of the actual correlation will depend on the degree
of variation of , and hence BWBM-Mech, in the population.
From the results in Fig. 6, the correlations between
BWSF-2TS, BWSF-GD, and BWBM-Mech can be found assuming
a Gaussian distribution of BWBM-Mech in the population with
a given standard deviation. Figure 7 shows how the correla-
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FIG. 5. Results of cochlear model simulations with three values of the
cochlear amplifier gain, , for a single realization of the impedance inho-
mogeneities along the basilar membrane. Top panel: the displacement of the
basilar membrane �i.e., traveling wave envelope� at a SF of 1.5 kHz for three
values of , from which the variation of BWBM-Mech with  was obtained.
Middle panel: the simulated SFOAE probe-frequency sweep for three values
of , from which the variation of BWSF-GD with  was obtained. Bottom
panel: the simulated SFOAE 2TS-isoinput tuning characteristics �p2TS nor-
malized with its peak value� for three values of , from which the variation
of BWSF-2TS with  was obtained.
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FIG. 6. Results of cochlear model simulations showing the effect of varying
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the mean effect while the dashed and dotted-dashed lines are at �1 standard
deviation from the mean for BWSF-2TS and BWSF-GD, respectively.

$  $ #$ '$
$

$!#

$!$

$!%

$!7

 

6,< <)I!  ! "#"$%& ./ 7)5.3

4
*(
()
15
,**
.

4
*)

,,*
/*
).

,

()$1,( !#  '$'*()
()$'( !# ()$1,(

()$'( !#  '$'*()
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tion between BWSF-2TS and BWSF-GD in the population in-
creases as the standard deviation of BWBM-Mech in the popu-
lation increases.

These model simulations are not expected to be quanti-
tatively accurate predictions of measured results in the hu-
man population. After all, the models are hugely simplified
caricatures of real cochleas, and furthermore, the only source
of variability considered in the population is due to . How-
ever, what these simulations do suggest is that any correla-
tion between BWSF-2TS and BWSF-GD may be rather weak,
and only detectable using large samples. For example, if the
standard deviation of BWBM-Mech were 10% of the mean,
then the expected correlation between BWSF-2TS and
BWSF-GD would be �0.5, even in this highly idealized model
population. A rough idea of the intersubject variability of the
mechanical tuning can be gained from psychoacoustic mea-
sures of auditory filter bandwidth, where the standard devia-
tion in a sample of normally hearing adults is typically be-
tween 8% and 20% of the mean �e.g., Wright, 1996�. Figure
7 also shows that, in the model, BWSF-GD is a better predictor
of BWBM-Mech than is BWSF-2TS, though neither is a particu-
larly good predictor.

As an aside, while in general the simulated SFOAEs
from the cochlear models show several of the nonlinear fea-
tures seen in measured SFOAEs �Lineton and Lutman,
2003a, 2003b�, one glaring discrepancy was found in the
present study: The maximum 2TS in the model occurred
when the frequency of the suppressor tone equaled that of the
probe tone �i.e., f2= f1�. In contrast, in the measured 2TS-
isoinput tuning characteristics, the maximum suppression oc-
curred when f2 was between 1.1f1 and 1.2f1 �Fig. 8�. This
indicates that, for reasons still unknown, the formulation of
the nonlinear mechanics in this particular model does not
accurately capture this key feature of 2TS of SFOAEs.
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Stochastic properties of auditory brainstem coincidence
detectors in binaural perception
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In the mammalian auditory brainstem, two types of coincidence detector cells are involved in
binaural localization: excitatory-excitatory �EE� and excitatory-inhibitory �EI�. Using statistics
derived from EE and EI spike trains, binaural discrimination abilities of single tones were predicted.
The minimum audible angle �MAA�, as well as the just noticeable difference of interaural time
delay �ITD� and interaural level difference �ILD� were analytically derived for both EE and EI cells
on the basis of two possible neural coding patterns, rate coding that ignores a spike’s timing
information and all-information coding �AIN�, which considers a spike’s timing occurrences.
Simulation results for levels below saturation were qualitatively compared to experimental data,
which yielded the following conclusions: �1� ITD is primarily estimated by EE cells with AIN
coding when the ipsilateral auditory input exhibits phase delay between 40° and 65°. �2� In ILD,
both AIN and rate coding provide identical performances. It is most likely that ILD is primarily
estimated by EI cells according to rate coding, and for ILD the information derived from the spikes’
timing is redundant. �3� For MAA estimation, the derivation should take into account ambiguous
directions of a source signal in addition to its true value.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068446�

PACS number�s�: 43.64.Bt, 43.66.Pn, 43.66.Ba, 43.66.Qp �BLM� Pages: 1567–1583

I. INTRODUCTION

Three main acoustic cues are known to contribute to
sound localization: interaural time difference �ITD�, interau-
ral level difference �ILD�, and spectral cues �e.g., review
Blauert, 1997; Searle et al., 1976�. Systematic psychoacous-
tical experiments have determined the ability of human be-
ings to spatially localize sounds as well as the capability for
detecting acoustical cues. In such experiments, for example,
subjects were introduced with two discrete and temporally
nonoverlapping sounds from different positions; subjects
were required to indicate whether the second sound was to
the left or right of the first. Since the mid-20th century, just
noticeable difference �JND� of ITD and ILD and the mini-
mum audible angle �MAA� of localization were obtained
�Klumpp and Eady, 1956; Zwislocki and Feldman, 1956;
Mills, 1958; Mills, 1960; Grantham, 1986�.

Most studies that tried to model the ability to lateralize a
perceived signal were based on the existence of coincidence
detectors �CDs� �Jeffress, 1948�. The CD based model that
Jeffress developed was founded on three main assumptions:
bilateral time-locked �phase-locked� inputs into the ITD-
processing system, coincidence detection by ITD detector
neurons, and an arrangement of delay lines to adjust CD
neurons to different preferred ITDs, creating azimuthally a
topographic representation of space.

Physiological studies have shown that many cells in the
auditory midbrain are sensitive to the direction of sound

sources �King and Palmer, 1983; Knudsen, 1982; Knudsen
and Konishi, 1978; Semple et al., 1983; see Irvine, 1992, for
a review�.

The initial processing of interaural timing cues occurs in
the medial superior olive �MSO� in which neurons tuned for
low-frequency sounds are relatively overrepresented in com-
parison to neurons tuned to high frequencies. MSO neurons
receive excitatory input from the large spherical bushy cells
of both �right and left� antro ventral cochlear nucleus
�AVCN�, which preserve and even enhance the timing accu-
racy seen in the auditory nerve providing exquisitely timed
inputs �Warr, 1966, 1969; Palmer et al., 2002; Joris et al.,
1994�.

The initial processing of ILDs occurs in the lateral su-
perior olive �LSO� where high-frequency neurons are rela-
tively over-represented compared to low-frequency neurons.
The small spherical bushy cells of the ipsilateral AVCN form
excitatory synapses on LSO principal neurons �Warr, 1966;
Glendenning et al., 1985; Cant, 1991�. Additionally, LSO
neurons receive inhibitory inputs from neurons in the ipsilat-
eral medial nucleus of the trapezoid body �MNTB�, which, in
turn, receive excitatory input from the globular bushy cells
of the contralateral cochlear nucleus �Glendenning et al.,
1985; Cant, 1991; Warr, 1972; Boudreau and Tsuchitani,
1968�. The pathway from VCN to MNTB is characterized by
synapses producing secure short-latency responses and,
therefore, near coincident arrival at the LSO of the ipsilateral
excitation and the contralateral inhibition. Neurons in the
LSO are sensitive to the balance of intensity at the ears be-
cause the excitation due to ipsilateral sounds is reduced by
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mira@eng.tau.ac.il
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increasing levels of contralateral sounds �Boudreau and
Tsuchitani, 1970; Guinan et al., 1972; Caird and Klinke,
1983; Caspary and Finlayson, 1991�.

Cells that are sensitive to localization cues such as ITD
and ILD were identified in both the superior olivary complex
�SOC� and the inferior colliculus �IC� �Goldberg and Brown,
1969; Rose et al., 1967; Irvine, 1986, 1992; Delgutte et al.,
1999; Fitzpatrick et al., 2000�. There are mainly two types of
cells that are sensitive to binaural cues: excitatory-excitatory
�EE� cells and excitatory-inhibitory �EI� cells �Rose et al.,
1967; Goldberg and Brown, 1969; Yin et al., 1987; Yin and
Chan, 1990; Joris and Yin, 1995; Joris, 1996; Batra et al.,
1997; Palmer et al., 1997; McAlpine et al., 1998; Brand et
al., 2002�.

Mammalian EE and EI cells are natural candidates for
CDs in a “Jeffress-type” system �Moushegian et al., 1975;
Yin and Chan, 1990; Joris et al., 1998�. The evidence to
support this view includes the connection patterns with exci-
tatory inputs from both sides, the cyclic nature of the ITD
sensitivity when tested with pure tones, and the fact that the
best ITD could be predicted on the basis of the time delay of
the response to the monaural inputs from both ears �Gold-
berg and Brown, 1969; Crow et al., 1978; Yin and Chan,
1990; Spitzer and Semple, 1995�. Moreover, results from
many human psychophysical studies can be explained by the
concept of binaural cross correlation, as indicated by the Jef-
fress model �Stern and Trahiotis, 1995; Palmer et al., 2002�.
Most published models for ITD are based on EE cells �re-
view by Colburn, 1996�. Yet, recent models account for some
aspects of the binaural ITD phenomena with EI cells �e.g.,
McAlpine et al., 1998; Colburn et al., 2004�. ILD processing
is frequently considered and modeled by EI mechanisms
�Lindemann, 1986; Breebaart, 2001; Yue and Johnson, 1997;
Park et al., 2004�.

In modeling experimental JND, it is assumed that the
neural system estimates the measured parameter ���, and if
the brain is acting as an optimal estimator, then the JND is
equal to the standard deviation of the estimator �Siebert,
1968�. Moreover, if the estimator is unbiased, its variance is
bounded by the Cramer–Rao lower bound �CRLB�.

A CRLB has been derived for an auditory nerve fiber
that behaves as a nonhomogeneous Poisson process �NHPP�
where the timing of the spikes was considered �Bar David,
1969�. Even though the CRLB derivation yielded signifi-
cantly lower values than human experimental performance
�Siebert, 1968; Colburn, 1973; Heinz et al., 2001�, it was
generally found to be very useful in indicating constraints in
models of the auditory system. For example, calculation of
frequency JND as a function of the stimulus frequency and
signal duration indicated that rate coding is insufficient for
explaining experimental data �Heinz et al., 2001�.

Some previous studies predicted binaural psychoacous-
tical properties by deriving lower bounds of the neural activ-
ity. In some studies, CRLBs of the two monaural auditory
nerves followed by theoretical coincident detectors were de-
rived �Colburn, 1973; Stern and Colburn, 1978; Huettel and
Collins, 2004; Cohen et al., 2004�. In other studies, such as
Yue and Johnson �1997�, specific LSO cells’ response was
presented as a function of the binaural stimuli. Those cells

are mainly response to high frequencies where there is no
phase synchronization. An optimal decision model was ap-
plied to the LSO’s cells response that yielded a biased bound.

We have recently proven that the outputs of both EE and
EI cells, whose inputs behave as NHPP, also behave as
NHPP, and their corresponding instantaneous rates �IRs�
were analytically derived �Krips, 2008�. In the present paper,
we are using our recent theoretical result in order to predict
psychoacoustical binaural discrimination abilities. None of
the previous studies could determine analytically the lower
bounds from the neural activity of EE and EI cells. These
analytic derivations allow us to compare EE and EI perfor-
mances in detecting binaural cues according to both types of
coding, rate coding and all-information coding �AIN�.

II. THEORETICAL METHODOLOGY

A. Derivation of JND lower bounds on the basis of
neural activity

In a psychoacoustical experiment that was designed to
detect the minimal perceived difference of a parameter �,
JND��� is obtained. In modeling such an experiment, we
assume that the brain acts as an unbiased optimal estimator,
which yields for �=�* the estimator �̂ that satisfies the fol-
lowing conditions �Hartmann and Rakerd, 1989�:

E��̂� = �*,

JND��*� � ���̂� � CRLB��*� , �1�

where CRLB��*� is the CRLB at �=�*.
When the estimation is based on a neural activity that

behaves as NHPP, there are two possible ways to analyze the
performance. The first way is referred to as “rate coding,”
which means that the performance is analyzed on the basis of
the number of spikes that yields a stimulus during an interval
of length T s. The probability density function �pdf� is ob-
tained by

Prate�N�0,T� = n� =
1

n!��0

T

��t,��dt�n

�exp	− �
0

T

��t,��dt
 , �2�

where ��t ,�� is the IR of the nerve fiber. The resulting
CRLB is obtained by �Snyder and Miller, 1991�

CRLBrate��*� =
1

� T

�̄��*�
�� ��̄���

��
�

�=�*
�2

, �3�

where �̄���= �1 /T�0
T��t ,��dt is the average rate.

For AIN the timing of discharge spikes is considered in
addition to the number of spikes in the interval, which yields
the following pdf:
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PAIN�t1, . . . ,tn� =
1

n!�k=1

n

��tk,��exp	− �
0

T

��t,��dt
 ,

�4�

where t1 , . . . , tn are the discharge times. The resulting CRLB
was derived by Bar David �1969�, which yields

CRLBAIN��*� =
1

��
0

T 1

��t,�*��� ���t,��
��

�
�=�*

�2

dt

.

�5�

CRLB is useful when the estimator uses information
from the vicinity of the true value �*. However, there are
cases where the estimator might use other values besides the
true one. For example, a subject will similarly perceive a
continuous 2 kHz tone that originated from his right side,
left side, or the front of his head �e.g., Kuhn, 1987�. Thus,
when the brain estimates the direction of such a tone, all
these possibilities should be considered. CRLB in such cases
is inadequate �Krips and Furst, 2006a�.

Barankin �1949� developed a lower bound that takes into
account different possible values of the estimated parameter
other than those located in the proximity of the true one
�ambiguous locations�. If the true value is �* and there are L
other possible values, �1 , . . . ,�L��*, then the Barankin
lower bound �BLB� was derived �McAulay and Hofstetter,
1971� and is obtained by

���̂� � BLB��*�

= ��CRLB��*��2 + �� ��*��−1��*��� T��*� , �6�

where �� ��*�=�� −CRLB2��*�A� and ���*�=B
−A� TCRLB2��*�A� . B is a symmetric matrix whose size is L
�L and the �� and A� are vectors whose size are L ���
= ��1 , . . . ,�L�, A� = �A1 , . . . ,AL��. The vector A� and the matrix
B are derived in Appendix A �Krips, 2008� for both rate
coding �Eq. �2�� and AIN �Eq. �4��, which yields

Ai
rate = �T

��̄���
��

�
�=�*

� �̄��i�

�̄��*�
− 1�, i = 1, . . . ,L ,

�7�

Ai
AIN = ��

0

T ���t,��
��

�
�=�*

� ��t,�i�
��t,�*�

− 1�dt, i = 1, . . . ,L

and

Bi,j
rate = exp	− T��̄��i� + �̄�� j� − �̄��*� −

�̄��i��̄�� j�

�̄��*�
�
 ,

�8�

Bi,j
AIN = exp	− �

0

T ���t,�i� + ��t,� j� − ��t,�*�

−
��t,�i���t,� j�

��t,�*� �dt

for i , j=1, . . . ,L.

B. Derivation of EE and EI cell instantaneous rates

In this paper we investigate the ability of CD cells to
predict psychoacoustical binaural abilities. We particularly
refer to two typical CD cells, EE and EI, that are found in
both the right and left mammalian SOCs �see Fig. 1�. Each
input represents a single primarylike auditory nerve that sta-
tistically behaves as NHPP.

EE cells receive two inputs �Figs. 1�a� and 1�b�� that
arrive from the two ears. The IRs of the right and left inputs
are denoted by �R�t ,�� and �L�t ,��, and their correspondent
refractory periods are represented by �R and �L, respectively.
We showed that if the two inputs behave as NHPP and if the
time interval ��� in which the two inputs can interact satis-
fies the condition �	min��R ,�L�, then EE output also be-
haves as NHPP and its IR is obtained by

�EE�t,�� = �L�t,���
t−�

t

�R�t�,��dt�

+ �R�t,���
t−�

t

�L�t�,��dt�. �9�

Since both right and left EE cells receive similar inputs,
their output IR is also identical, i.e.,

�EE
�R��t,�� = �EE

�L��t,�� = �EE�t,�� . �10�

A possible coincidence window is �=20 
s �Agmon-
Snir et al. 1998�. It was previously used in theoretical mod-
els �e.g., Colburn, 1973; Heinz et al., 2001; Cohen, et al.,
2004�. This value satisfies the condition �	min��R ,�L�
since the refractory period at the auditory nerve is of the
order of 500 
s to 1 ms �Miller et al., 2001; Dynes, 1996;
Bruce et al., 1999; Brown and Abbas, 1990�.

EI cells receive two types of inputs, an excitatory input
and an inhibitory input. The EI in the right SOC �Fig. 1�d��
receives an excitatory input from the left side and an inhibi-
tory input from the right side, which yield

Left Right

EE

( )L tλ

( )R tλ
( )EE tλ

(a)

EE

( )R tλ

( )L tλ
( )EE tλ

(b)

EI

( )R tλ
( ) ( )L
EI tλ

( )L tλ

L

(c)

EI

( )L tλ
( ) ( )R
EI tλ

( )R tλ

R

(d)

L R

FIG. 1. Schematic description of �a� left SOC EE cell, �b� right SOC EE
cell, �c� left SOC EI cell, and �d� right SOC EI cell. The inputs are from the
right and left auditory nerves that are indicated by their IRs �R�t� and �L�t�,
respectively. Excitatory input is indicated by an arrow, and an inhibitory
input by a black circle.
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�EI
�R��t,�� = �L�t,���1 − �

t−�

t

�R�t�,��dt�� . �11�

On the other hand, EI cells in the left SOC receive the anti-
symmetric inputs, i.e., an excitatory input from the right side
and an inhibitory input from the left side �Fig. 1�c��, which
yield

�EI
�L��t,�� = �R�t,���1 − �

t−�

t

�L�t�,��dt�� . �12�

A possible coincidence window is �=200 
s �Park,
1998�. It is ten times longer than found in EE cells. However
it satisfies the condition ��min��R ,�L�, which guarantees
that EI cells behave as NHPP if their inputs also behave as
NHPP.

C. Prediction of JND on the basis of both SOCs

In order to predict the psychoacoustical results, for every
type of cell EE or EI, both sides are combined. This yields
bounds of each side that provides

JNDEE��*� = 1/��CRLBEE
�R���*��−2 + �CRLBEE

�L���*��−2,

�13�
JNDEI��*� = 1/��CRLBEI

�R���*��−2 + �CRLBEI
�L���*��−2,

where CRLBEE
�R���*�, CRLBEI

�R���*�, CRLBEE
�L���*�, and

CRLBEI
�L���*� are the CRLBs obtained by EE and EI cells in

the right and left SOCs, respectively.

D. Derivation scheme for binaural simple tones

In this paper we test localization abilities that are evoked
by audio signal S�t ,�� that enters both ears from direction �.
The incoming sounds to each ear are transformed in ways
which depend on the shape and size of the head, torso, and
the outer ears’ pinna. These anatomical features are known as
the head related transfer function �HRTF� that can be mea-
sured and synthesized in the form of linear time-invariant
filters. Therefore, the signals that are conveyed to the left and
right cochleae are

SL�t,�� = S�t,��*HRTFL�t,�� ,

�14�
SR�t,�� = S�t,��*HRTFR�t,�� ,

where * represents a convolution, and HRTFL�t ,�� and
HRTFR�t ,�� are the left and right HRTFs.

This paper presents only the tests of signals that are
composed of simple tones, i.e., S�t�=A sin�2ft�. The effects
of the HRTF on such a signal are a phase shift and amplitude
alteration, which yield

SL�t,�� = AL���sin�2ft + �L���� ,

�15�
SR�t,�� = AR���sin�2ft + �R���� .

Therefore the resulting interaural difference is an interaural
phase difference �IPD�, which is obtained by

IPD��� = �R��� − �L��� , �16�

which corresponds to ITD by

ITD��� =
IPD���

2f
, �17�

and the ILD in dB is given by

ILD��� = 20 log10�AR���
AL���

� = 20 log10��� , �18�

where �=AR��� /AL���.
The IRs of EE and EI cells �Eqs. �9�, �11�, and �12��

depend on the input IRs �L�t� and �R�t�. The input fibers to
the SOC’s EE and EI cells arrive from the CN. We assume
that those are primarylike nerves and that their statistical
properties are similar to those of the auditory nerve.

The auditory nerve IR for simple tone stimuli is com-
monly expressed with exponential functions �e.g., Siebert,
1968; Colburn, 1973; Heinz et al., 2001; Cohen et al., 2004�
as follows:

�L�t� = ��SL�t,���exp�B�SL�t,���sin�2ft + �L��� + �L�f��� ,

�19�
�R�t� = ��SR�t,���exp�B�SR�t,���sin�2ft + �R��� + �R�f��� .

Generally, ��S�t ,��� is a function of the stimulus level. It has
a minimum value that is equal to the fiber’s spontaneous rate
and a maximum value that represents the fiber’s saturation
rate. For stimuli whose levels are in the midrange �20�A
�50 dB SPL�, ��S�t ,��� is proportional to the stimulus
level, i.e., ��A sin�2ft��=�A. The proportional coefficient
��� is different for every fiber as determined by the location
along the cochlear partition that the fiber innervates. In this
paper we refer only to stimuli in the midrange levels, where
the IR is proportional to the stimuli level. The function
B�S�t ,��� governs the synchronization of the fiber response,
which decreases with the increase in both frequency and
level of simple tone stimuli. In this paper we refer only to the
dependence of the synchronization on frequency. The syn-
chronization is typically measured by its vector strength
�VS�, which is obtained by

VS�f� =
��f�
��0�

, �20�

where ��f� is the absolute value of the IR’s Fourier trans-
form. VS data �Palmer and Russell, 1986; Johnson, 1980;
Rose et al., 1967� can be modeled by sigmoid functions such
as

VS�f� = 2
e−�·f

1 + e−�·f . �21�

A family of VS function is plotted as a function of frequency
in Fig. 2. Each curve was obtained with a different �. The
leftmost �unsynchronized� curve in Fig. 2 was obtained with
�=0.0007 and corresponds to species where their auditory
nerve fibers start losing their synchrony below 1 kHz �Liu
et al., 2006�. There are other species that lose their syn-
chrony at higher frequencies; e.g., cats and squirrel monkeys
start losing synchrony above 3 kHz �Johnson, 1980; Palmer
and Russell, 1986; Rose et al., 1967; Reyes et al., 1996�.
Thus their VS can be fitted with higher values of � �for
example, the smallest value used was of �=0.0001�.
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III. SIMULATION RESULTS

A. Interaural phase difference

In order to evaluate the ability of EE and EI cells to
predict properties that are related to ITD or IPD, the depen-
dence on both the stimulus direction and level is ignored.
Therefore,

SL�t� = sin�2ft� ,

�22�
SR�t� = sin�2ft + IPD� .

The IRs �EE
�R��t , IPD�, �EE

�L��t , IPD�, �EI
�R��t , IPD�, and

�EI
�L��t , IPD� were obtained by substituting Eq. �22� in Eq.

�19�. Initially we assumed that �L�f�=�R�f�=0.

Figure 3 represents the normalized average rates �̄EE and

�̄EI as a function of IPD for different input frequencies. The
input rates were obtained according to Eq. �19� by substitut-
ing �=200 spikes /s. The normalization was obtained to the
signal period �i.e., for every frequency f , T=1 / f�. We chose
to indicate the VS of the fiber rather than its frequency be-
cause IR dependence on frequency is uniquely determined
by a nerve’s synchronization functions B�S�t ,��� �Eq. �19��.
Moreover, different synchronization functions can yield dif-
ferent frequencies for the same VS, as shown in Fig. 2.

Since both right and left EE cells are identical, the nor-
malized average rate of the output of an EE cell is presented
in a single figure �Fig. 3�a�� as a function of IPD. It yields a
maximum when both inputs are in phase �IPD=0° � and de-
creases with an increase in �IPD�. In general, a similar behav-
ior was obtained for all input frequencies. However, for large
values of VS, which correspond to low frequencies, a distinct
peak is observed; for low VS values that correspond to high
frequencies, the mean rate as a function of IPD reveals shal-
lower curves.

In the simulation shown in Fig. 3�a�, we used a coinci-
dence window �=20 
s. Increasing � will cause steeper
curves as a function of IPD, but the general behavior holds.
It is therefore clear from Fig. 3�a� that EE cells describe an
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FIG. 2. VS as a function of frequency. Each curve represents a different
function �Eq. �21�� as indicated by the parameter �.
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FIG. 3. �Color online� Normalized mean spiking rate as a function of IPD for different frequencies as indicated by their VS. Each panel represents a different
cell: �a� EE, �b� left EI, and �c� right EI cells. Derivation was obtained with the following parameters: �=200 spikes /s for all inputs, �=20 
s for EE cell,
and �=200 
s for EI cell.
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efficient correlator mechanism between the two ears, espe-
cially for frequencies with high VS �low frequencies�.

The left and right EI cells are antisymmetric, as can be
seen in Fig. 1. The inhibitory input arrives from the ipsilat-
eral ear, while the excitatory input arrives from the contralat-

eral ear. �̄EI
�R� yields a minimum at �=IPD�0 �Fig. 3�c��,

while �̄EI
�L� reveals a minimum at −� �Fig. 3�b��. In both left

and right cases, the minimum rate was obtained when the
inhibitory input preceded the excitatory input by �°. In the
simulation for EI cells, we used a coincidence window �
=200 
s.

The IRs �EE
�R��t , IPD�, �EE

�L��t , IPD�, �EI
�R��t , IPD�, and

�EI
�L��t , IPD� were used to calculate the CRLB of JND �IPD�

according to the rate coding �Eq. �3�� and the AIN coding
�Eq. �5��.

Figures 4 and 5 present CRLB �IPD� as a function of
IPD, according to both rate coding and AIN, respectively.
Since �EE

�R��t , IPD�=�EE
�L��t , IPD�, both right and left EE cells

provide identical behaviors that correspond to EE in Figs.
4�a� and 5�a�. Right and left EI cells, on the other hand,
provide different behaviors, as can be seen in Figs. 4�b�, 4�c�,
5�b�, and 5�c�. Since the maximum value reached infinity, the
results were normalized to the minimum value in each figure.

For the rate coding �Fig. 4�, EE cells yielded a minima at
about IPD= �90°, where the average rate had a maximum
derivative �Eq. �3� and Fig. 3�. An infinite bound was ob-
tained for IPD=0°. This behavior was found for all frequen-
cies �Fig. 4�a��. Both right and left EI cells provided

frequency-dependent minima. For example, for frequencies
whose 0.22�VS�0.64, the minimum CRLB was obtained
at 90° � IPD�60°, respectively.

The AIN yielded quite a different behavior as a function
of IPD �Fig. 5�. For EE it yielded for all frequencies, mini-
mum at about IPD� �50° and a local maximum at IPD
=0°. The right EI cell yielded, for all frequencies, a mini-
mum at about IPD�0°. On the other hand, the left EI cell
yielded a global minimum at IPD= �180° and a local mini-
mum at IPD�0°.

In order to predict the psychoacoustical results, we com-
bined the information from both sides as expressed in Eq.
�13�. We expect the best performance in the frontal position
and symmetric performance in both sides, i.e., a minimum
JND at IPD=0° and a symmetric increase in JND with an
absolute increase in IPD �Mills, 1958; Durlach and Colburn,
1978�. In view of the results in Figs. 3–5, the psychoacous-
tical measurements are unpredictable from either rate coding
or all-information coding. We thus propose to introduce a
phase delay in the ipsilateral input of both EE and EI cells,
which means introducing �L�f��0 or �R�f��0 in Eq. �19�
for left or right CD cells, respectively. In order to obtain the
actual phase delay that will yield a minimum JND at IPD
=0°, the lower bound of the binaural JND was computed
according to Eq. �13� with different values of �L�f� and
�R�f�. The phase delay that yielded the minimum JND at
IPD=0° was chosen as the ipsilateral input phase delay.

Physiological experiments in cats and guinea pigs that
measured the average neural response of different cells in the
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FIG. 4. �Color online� Normalized lower bound of JND of IPD obtained by rate coding as a function of IPD derived by �a� EE cell, �b� left EI cell, and �c�
right EI cell. Each curve represents a different input frequency as indicated by its VS.
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IC, whose characteristic frequency was equal to the stimulus
frequency, yielded a maximum response at 40° � IPD�65°
�Yin and Chan, 1990; Palmer et al., 2002; McAlpine and
Grothe, 2003; Hancock and Delgutte, 2004; Joris and Yin,
2006�. Low frequencies �below 200 Hz� yielded a maximum
response at IPD�40°, while the maximum response at high
frequencies �1000–1100 Hz� was obtained at IPD�65°.
There was a small monotonic increase in IPD as a function
of frequency. One would expect a maximum response at
IPD�0°; thus these data are interpreted as having a phase
shift between 40° and 65° in the ipsilateral input.

A comparison between the derived ipsilateral phase de-
lay and experimental results is shown in Fig. 6. Derivations
were obtained for EE and EI cells according to both types of
coding, rate and AIN. The results in Fig. 6 are plotted as a
function of VS. The mean experimental data were fitted to a
linear regression line, and the measurements’ standard devia-
tions were indicated by error bars �McAlpine and Grothe,
2003; Hancock and Delgutte, 2004�. The fitted regression
lines�standard deviation are plotted as gray shadowed areas
in Fig. 6. There are six panels in Fig. 6; the left panels
represent AIN coding, and the right panels represent rate
coding. The derivations for EE cells are presented in the
upper row, and EI cell derivations are presented in the sec-
ond and third rows.

Panel �a� in Fig. 6 represents the best input phase delay
as derived by EE cell according to AIN coding �solid line�.

The computed phase delay resembles the experimental re-
sults �gray shadowed areas�, a moderate decrease in the ab-
solute phase as a function of VS, which means moderate
increase as a function of frequency. In none of the other
panels, the theoretical derivations �solid lines� resemble the
experimental results.

The derived optimal ipsilateral input phase delay was
substituted in Eq. �19�, the lower bounds of the JND were
computed according to Eq. �13�, and the normalized values
are plotted in Fig. 7 as a function of IPD. The normalization
factor was the maximum value of each derivation as a func-
tion of IPD. The minimum value in some cases was so small
that it seems unreasonable to be used as a normalization
factor.

Two types of architectures were tested: combined right
and left EE cells and combined right and left EI cells. Each
of the architectures was tested by both types of coding rate
and AIN. As expected, all the different models yielded a
similar behavior, a minimum at IPD=0° and a symmetric
increase with �IPD�.

The results presented in Fig. 7 cannot indicate which of
the four models are most appropriate to predict the psychoa-
coustical measurements. However, the results shown in Fig.
7 were obtained by using an optimum ipsilateral phase delay.
Since only EE cells according to AIN coding provide a rea-
sonable match between the physiological experimental re-
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FIG. 5. �Color online� Normalized lower bound of JND of IPD obtained by AIN coding as a function of IPD derived by �a� EE cell, �b� left EI cell, and �c�
right EI cell. Each curve represents a different input frequency as indicated by its VS.
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sults �Fig. 6�, we conclude that the combined EE cells with
AIN coding are the most appropriate to predict the psychoa-
coustical data.

B. Prediction of interaural level difference

Figure 1 represents the architecture of EE and EI cells
that are used for predicting ILD. For simplicity, we define the
binaural stimulus with no IPDs, which yields

SL�t� = AL sin�2ft� ,

�23�
SR�t� = AR sin�2ft� .

Deriving �EE�t , ILD� and �EI�t , ILD� by substituting
Eqs. �23� and �19� in Eqs. �11� and �12� reveals that both IRs
can be expressed as a multiplication of two functions, where
one depends on ILD only and the other one on the time only,
i.e.,

�EE�t,ILD� = f1�ILD�f2�t� ,

�24�
�EI�t,ILD� = f3�ILD�f4�t� .

Substituting Eq. �24� in the expressions for the rate CRLB
�Eq. �3�� and AIN CRLB �Eq. �5�� reveals an equal value,
i.e.,
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FIG. 6. The derived optimal ipsilateral input phase delay as a function of VS. The theoretical calculations are denoted by the solid lines, and the physiological
data are denoted by the gray shadowed areas. Each panel represents a different model as follows: �a� EE cell and AIN coding, �b� EE cell and rate coding, �c�
left EI cell and AIN coding, �d� left EI cell and rate coding, �e� right EI cell and AIN coding, and �f� right EI cell and rate coding.
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�
CRLBRATE

EE �ILD�= CRLBAIN
EE �ILD�

= 	 1

f1�ILD�� �f1�ILD�
�ILD

�2�
0

T

f2�t�dt
−1/2

CRLBRATE
EI �ILD�= CRLBAIN

EI �ILD�

= 	 1

f3�ILD�� �f3�ILD�
�ILD

�2�
0

T

f4�t�dt
−1/2�.

�25�

Figure 8 represents the normalized average rates �̄EE and

�̄EI as functions of ILD for different input frequencies. The
spiking rate is normalized so that the sum of the average
spiking rate in both AN is equal to 400 spikes /s �e.g., when
the amplitude is equal, the average spiking rate for both ears
equals 200 spikes /s�. Since both right and left EE cells are
identical, the normalized average rate of an EE cell is pre-
sented in a single figure �Fig. 8�a�� as a function of ILD,
which yields a maximum when both inputs are in phase
�ILD=0� and decreases as �ILD� increases. In general, a simi-
lar behavior was obtained for all input frequencies.

In the simulation shown in Fig. 8, we used �=20 
s for
EE cells and �=200 
s for EI cells similar to the ITD simu-
lation. The left and right EI cells demonstrate a monotonic
change with ILD. Right and left SOCs are antisymmetric
relative to each other �Figs. 8�b� and 8�c��. The inhibitory
input arrives from the ipsilateral ear, while the excitatory

input arrives from the contralateral ear. �̄EI
�R� and �̄EI

�L� yield a
minimum when the ipsilateral signal is the strongest and the
contralateral is the weakest.

The behavior of the EI mean output spiking rate re-
sembles experimental data in the midlevel range, a mono-
tonic linear increase as a function of ILD in the contralateral
EI. EE, on the other hand, produces an artificial ambiguity
�signals approaching with either positive or negative ILD
obtain equal spiking rates�, which is not solved as for ITD
since there is no parallel biological mechanism in the ILD
processing to the phase shift at the ITD neural mechanisms.
EI cells produce an antisymmetric response which is
ambiguity-free even when using a single-side SOC. More-
over, the result of the EI cells’ mean rate as a function of VS
is negligible.

Equation �25� shows that the performance bound �CRLB
ILD� when using either rate or AIN model is identical; thus
there is no need for the brain to use timing information for
ILD extraction. With this information there is no need to plot
the CRLB�ILD� using both models. CRLB�ILD� predictions
are presented as a function of ILD in Fig. 9. Since
�EE

�R��t , ILD�=�EE
�L��t , ILD�, both right and left EE cells provide

identical behaviors that correspond to EE. Right and left EI
cells, on the other hand, provide different behaviors, as can
be seen in Figs. 9�a� and 9�b�.

EE cells yield a maxima at ILD=0 dB. This behavior
was found for all frequencies �see Eq. �25��. Right and left EI
cells provided an antisymmetric behavior between left and
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FIG. 7. �Color online� Normalized lower bound of JND as a function of IPD according to the following models: �a� combined right and left EE cells and AIN
coding, �b� combined right and left EI cells and AIN coding, �c� combined right and left EE cells and rate coding, and �d� combined right and left EI cells and
rate coding.
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FIG. 8. �Color online� Normalized mean rate as a function of ILD for different frequencies �indicated by their VS� as obtained by the following types of cells:
�a� EE, �b� left EI, and �c� right EI. In each panel, the normalization factor is equal to the maximum value.
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FIG. 9. �Color online� Normalized lower bound of JND of ILD as a function of ILD derived by �a� EE cell, �b� left EI cell, and �c� right EI cell. Each curve
represents a different input frequency as indicated by its VS. In each panel, the normalization factor is equal to the minimum value
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right. This was expected in view of the mean rate behavior
�Fig. 8�, which fully determines the performance for ILD
stimuli.

In order to predict the psychoacoustical results, we com-
bined the information from both sides as expressed in Eq.
�13�. We expect a minimum JND at ILD=0 dB and a sym-
metric increase in JND with an absolute increase in ILD
�Furst and Algom, 1995�. The resulting JND�ILD� is plotted
in Fig. 10 for EI cells, whereas the normalized JND�ILD�
bound for EE cells is identical to that plotted for monaural
EE cells at Fig. 9�a� and found as not adequate. Since the
JND of EE cell reached infinity at ILD=0, The JND was
normalized to the minimum value. As can be seen, EI pre-
dictions resemble the experimental results, a minimum at
ILD=0 dB and a symmetric increase with �ILD�. The identi-
cal behavior of the bound both for rate and all-information
models demonstrates the robustness of the mechanisms espe-
cially to injuries that might even harm the synchronization of
the signals. The response across frequencies is essential for
creating a robust mechanism that can integrate data across
frequencies and cope with high-frequency signals with a
large bandwidth.

C. Minimal audible angle

In order to evaluate the ability of EE and EI cells to
predict the minimum perceived azimuth direction of sine

waves, the input signal should be convolved with HRTF �Eq.
�14��. In the following simulation, a typical set of HRTF was
used. It was obtained from a “Knowles Electronic Manikin
for Auditory Research” �KEMAR� on a dummy head �Algazi
et al., 2001�.

As suggested by Eq. �15�, due to HRTF, both ITD and
ILD are affected. Thus, in evaluating the MAA, both ITD
and ILD should be considered. According to the previous
sections, ITD was best described by EE and AIN coding,
while ILD was best coded by EI cells where both rate and
AIN codings provided identical behaviors. Therefore when
MAA is considered, we shall refer to AIN coding only, which
will cover both ITD and ILD.

MAA will be tested as a function of frequency. As was
mentioned earlier, the frequency dependence is uniquely de-
termined by VS �Eq. �21��. Figure 11 represents CRLB-
�MAA� as a function of frequency for frontal direction �fac-
ing the nose� according to AIN coding for both EE and EI
cells. All the derivations were obtained from the two sides of
the brain �right and left� according to Eq. �13� and are indi-
cated as binaural EE and binaural EI in Fig. 11.

Each curve in Fig. 11 represents a different VS, as indi-
cated by the parameter � in Eq. �21�. The curve that repre-
sents an input that lost its synchrony at relatively high fre-
quencies ��=0.0001, solid line� reveals a decrease in MAA
as a function of frequency. On the other hand, synchrony loss
at low frequencies ��=0.0007, dotted line� reveals an in-
crease in MAA as a function of frequency by both EE and EI
cells. However, experimental data demonstrate generally im-
proving performance at low frequencies and deteriorating
performance at high frequencies with minimal performances
at about 2 and 8 kHz �Mills, 1958�. None of those experi-
mental results were predicted by CRLB.

It is quite possible that CRLB failed to predict the MAA
experimental results due to the fact that it uses only local
information of the parameter under test. Human sound local-
ization, on the other hand, is inherently ambiguous; this re-
quires consideration of other possible parameters other than
the true.

The BLB seems to be the most appropriate for the pur-
pose of evaluating performance while taking into consider-
ation other possibilities of the estimated parameter in addi-
tion to the true one. BLB was derived in Appendix A, and
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FIG. 10. �Color online� Normalized lower bound of JND as a function of
ILD according to combined right and left EI cells for different frequencies
as indicated by their VS.

1 102 5
0.01

0.1

1

10

Frequency [kHz]

N
or
m
al
iz
ed
M
A
A
LB

Binaural EI

β = 0.0007
β = 0.0003
β = 0.0001

1 2 105
0.1

1

10

100

Frequency [kHz]

N
or
m
al
iz
ed
M
A
A
LB

binaural EE

(a) (b)

FIG. 11. Normalized CRLB of MAA as a function of frequency obtained by binaural EE and binaural EI cells. The different curves represent various VS
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the final results are given in Eqs. �6�–�8�. For every tested
frequency other directions than the frontal reference direc-
tion were taken into account. For all the frequencies, the
back-front confusion was included by adding to the true ref-
erence �=0°, the opposite direction �=180°. Moreover, there
were frequencies that yielded more ambiguous directions as
was obtained from the HRTF. For example, a signal of 2 kHz
that arrives from the front of a subject’s face ��=0° � can be
confused with signals coming from the back ��=180° � and
from both sides ��= �90° �. Therefore, in Eqs. �6�–�8�, L
=3, and �� = �−90° ,90° ,180° �.

Figure 12 represents both lower bounds, CRLB �dotted
lines� and BLB �solid lines�, as functions of frequency as
derived by both binaural EE and EI cells. There are six pan-
els in Fig. 12. The left panels represent the binaural EE cells,
and the right panels represent the binaural EI cells. Each row
represents a different VS function corresponding to those
presented in Fig. 11. As expected, BLB yielded higher values
than CRLB for all the cases. The greatest difference between
BLB and CRLB was obtained for �=0.0001 �synchrony loss
at high frequencies�. For EE cells, BLB yielded local
maxima at frequencies that are perceived similarly when
coming from several directions such as 2.5 and 8 kHz.

CRLB, on the other hand, yielded a monotonic decrease for
frequencies below 2 kHz. The oscillatory behavior was also
obtained by EI cells, but the local maxima were obtained at
around 4 and 7 kHz.

Decreasing the frequency for which the input auditory
nerve loses its synchrony �increasing �� reveals an increase
in MAA predictions by both CRLB and BLB for EE cells.
Yet, EI cells maintained an oscillatory behavior for this case
as well.

From this simulation it is quite clear that the oscillatory
behavior in MAA experimental data �Mills, 1958� is due to
the physical acoustical ambiguity of sine waves that affect
perception. Both EE and EI cells produced such behavior.
The amount of oscillation and the frequencies that yield the
worst performances depend on the function that describes the
synchrony loss in the auditory nerve. Since this function is
unknown in the human auditory nerve, we cannot uniquely
determine if EE cells, EI cells, or both are adequate for de-
scribing human abilities in MAA experiments.

IV. DISCUSSION

We have investigated the ability of EE and EI CD cells
to provide the required acoustical cues �ITD and ILD� and
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the source angle for binaural localization. Our study was
based on the analytical derivation of the IRs of EE and EI
cells whose inputs are NHPP. The ability of EE and EI cells
to estimate the input of acoustical cues was analyzed by ana-
lytically computing the lower bounds of estimator variances
and comparing them to binaural behavioral performances.
We compared two types of possible neural coding: �1� rate
coding that ignores spike timing information and �2� AIN
�all-information� coding that considers spike timing occur-
rences.

Our simulation revealed the following main results:

�1� Behavioral ITD can be estimated by either EE or EI cells
while using any type of coding method only if the ipsi-
lateral input exhibits a phase delay.

�2� Only when EE cells use AIN coding does the optimal
derived ipsilateral phase delay match physiological re-
sults �Yin and Chan, 1990; Palmer et al., 2002;
McAlpine and Grothe, 2003; Hancock and Delgutte,
2004; Joris and Yin, 2006�, i.e., a phase delay between
40° and 65°. We thus concluded that ITD is primarily
estimated by EE cells when firing timing information is
considered.

�3� In deriving the lower bounds for ILD, both types of cod-
ing yielded identical results. We thus concluded that for
ILD, firing timing information is redundant and rate cod-
ing is sufficient.

�4� Only analysis of EI cells revealed an asymmetric re-
sponse for positive and negative ILDs as found in physi-
ological experiments �Yin and Chan, 1990; Palmer et al.,
2002; Park, 1998�. Analysis of EE cells yielded a sym-
metric response that does not match experimental re-
sults. We thus conclude that ILD is primarily estimated
by EI cells according to rate coding.

�5� In the MAA derivation, the BLB was found as a better
estimate than the CRLB. This is due to the fact that the
BLB also takes into account ambiguous directions other
than the true direction, while CRLB relates only to the
true direction.

�6� Following the BLB derivation of MAA, both EE and EI
cells revealed an oscillatory performance of MAA as a
function of frequency as was found behaviorally
�Stevens and Newman, 1934; Mills, 1958; Harris, 1972�.

We have tested EE and EI cell performances only for
single tones. For ITD estimation, we have shown in the
simulation that the CD cells efficiently perform correlation
for single tones. However, the analytical expressions for the
IRs of EE and EI cells reveal that correlation will be ob-
tained for any input signal. In particular, wide-band signals
will yield even better performance since they include more
information. Comparing localization of wide-band signals
and high-frequency single tones, the former seems to be an
easier task than the latter. High-frequency localization suffers
from a significant ambiguity problem, but in wide-band sig-
nals, EE and EI cells can use additional information such as
the signal’s envelope that includes low frequencies �Joris and
Yin, 1995; Joris, 1996�.

Our main results are in general agreement with previous
models that included CD cells and modeled binaural abili-

ties, either those that referred to EE cells or those that refer
to EI cells and modeled both ITD and ILD �e.g., Lindemann,
1986; Stern and Trahiotis, 1995; Colburn, 1996; Yue and
Johnson, 1997; McAlpine et al., 1998; Breebaart et al., 2001;
Palmer et al., 2002; Colburn et al., 2004; Park et al., 2004�.
However, the methodology presented in this paper was
proven to be very efficient in determining brainstem neural
coding constraints. The use of analytical expressions for the
IRs of both EE and EI cells makes it possible to straightfor-
wardly compare the performances of both rate and AIN cod-
ings.

The synchrony function of the human auditory nerve
�Rose et al., 1967; Johnson, 1980; Palmer and Russell, 1986;
Joris et al., 1994; McAlpine et al., 2001; Fitzpatrick and
Kuwada, 2001� is still an open question. Using MAA predic-
tions, we have shown that localization performances depend
on the synchrony function. The methodology presented in
this paper, which takes into account the ambiguity in source
localization along with experimental MAA data from differ-
ent reference positions, might help resolve this issue.

The analysis presented in this paper highlights some in-
teresting points regarding the efficiency of the brain’s signal
processing. For instance, ITD is estimated by EE cells when
all information �AIN model� is considered; it is particularly
relevant for low frequencies in the midrange levels where the
auditory nerve response is phase locked. For high frequen-
cies, the auditory nerve response is not synchronized, and
thus ITD evaluation is not efficient. In examining the MAA
predictions as presented in this paper, we saw that the acous-
tic ambiguity due to human head size causes deterioration in
MAA performance even if the auditory nerve would have
been phase locked �Krips and Furst, 2006b�. Thus it seems
that the human brain does not “waste energy” on encoding
high-frequency timing information since the performance de-
teriorates due to ambiguity.

Another interesting point is that for ILD estimation the
timing information can be ignored. Therefore AIN and rate
codings provide identical performances. Even for low fre-
quencies, AIN is not required for estimating ILD. It seems
that the human brain does not restore information that does
not provide any significant advantages from the perspective
of timing and level of performance.

All the calculations in the present paper used a single
cell in each side of the brain. Therefore, the data were nor-
malized, and only a qualitative comparison compared to ex-
perimental results was obtained. A quantitative comparison
will only be possible when a complete model of SOC and its
preceding brainstem neural nuclei will be available. In par-
ticular, it should include a number of EE and EI cells and
their frequency phase-locking characteristics, including
level-dependent properties. However, the methodology used
in this paper is adequate for further investigations that will
focus on other auditory brainstem source phenomena.
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APPENDIX A: BARANKIN LOWER BOUND
DERIVATION OF A NONHOMOGENEOUS POISSON
PROCESS

Barankin �1949� developed a lower bound that takes into
account different possible values of the estimated parameter
other than those located in the proximity of the true one
�ambiguous locations�. If the true value is �* and there are L
other possible values �1 , . . . ,�L��*, then the BLB was de-
rived and is obtained by

���̂� � BLB��*�

= ��CRLB��*��2 + �� ��*��−1��*��� T��*� , �A1�

where �� ��*�=�� −CRLB2��*�A� and ���*�=B−
A� TCRLB2��*�A� . B is a symmetric matrix whose size is
L�L, and �� and A� are vectors with size L ��� = ��1 , . . . ,�L�,
A� = �A1 , . . . ,AL��.

McAulay and Hofstetter �1971� showed that for a single
parameter vector A� elements are given by

Ap = �
n=0

N �
t1=0

T �
t2=0

T

¯ �
tn=0

T � ln�P�t1, . . . ,tn��*��
��

�P�t1, . . . ,tn��p�dt1, . . . ,dtn, 1 � p � L , �A2�

and the matrix B elements are given by

Bij = �
n=0

N �
t1=0

T �
t2=0

T

¯ �
tn=0

T P�t1, . . . ,tn��i�
P�t1, . . . ,tn��*�

�P�t1, . . . ,tn�� j�dt1, . . . ,dtn,
1 � i � L

1 � j � L
. �A3�

In rate coding, the probability P�t1 , . . . , tn ���= Prate

�N�0,T�=n ���, as defined in Eq. �2�, which yields

� ln�P�N�0,T� = n����
��

=

n�
0

T ���t,��
��

dt

�
0

T

��t,��dt

− �
0

T ���t,��
��

dt .

�A4�

Substituting Eqs. �A3� and �2� in Eq. �A2� yields

Ap
rate = �

n=0

N �n�
0

T ���t,��
��*

dt

�
0

T

��t,�*�dt

− �
0

T ���t,��
��*

dt� 1

n!

���
0

T

��t,�p�dt�n

e−0
T��t,�p�dt, 1 � p � L �A5�

Note that �n=0
N Prate�N�0,T�=n ��p�=1, and for large N,

�n=0
N Prate�N�0,T�=n−1 ��p�→1. Thus Eq. �A5� becomes

Ap
rate = �

0

T ���t,�*�
��

dt��0

T

��t,�p�dt

�
0

T

��t,�*�dt

− 1�, 1 � p � L .

�A6�

Similarly the elements of matrix B are obtained by sub-
stituting Eq. �2� in Eq. �A2�, which yields

Bij = �
n=0

N � �0

T

��t,�i�dt

�
0

T

��t,�*�dt

�
0

T

��t,� j�dt�
n

�exp	− �
0

T

��t,�i�dt − �
0

T

��t,� j�dt

+ �
0

T

��t,�*�dt
,
1 � i � L

1 � j � L
�A7�

For large N, the sum in Eq. �A7� can be expressed as an
exponent ��n=0

� �an /n!�=ea�, which yields

Bi,j
rate = exp��0

T

�− ��t,�i� − ��t,� j� + ��t,�*��dt

+

�
0

T

��t,�i�dt

�
0

T

��t,�*�dt

�
0

T

��t,� j�dt� . �A8�

In AIN coding, the probability P�t1 , . . . , tn ���
= PAIN�t1 , . . . , tn ���, as defined in Eq. �4�, which yields

� ln�P�t1, . . . ,tn��*��
��

= �
i=1

n
���ti,�*�

��

1

��ti,�*�

− �
0

T ���t,�*�
��

dt . �A9�

Substituting Eqs. �A9� and �4� in Eq. �A2� yields an
expression for Ap, Ap

AIN=Ap
�1�−Ap

�2�, where

Ap
�1� = �

n=1

N

�
i=1

n �
t1=0

T �
t2=0

T

¯ �
tn=0

T

��t1, . . . ,tn�dt1, . . . ,dtn,

�A10�

��t1, . . . ,tn� =
���ti,�*�

��

1

��ti,�*�

���k=1

n
��tk,�p�

n!
exp	− �

0

T

��t,�p�dt
� .

Note that the sum in Ap
�1� starts at n=1 since n=0 does not

exist in Eq. �A9� and
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Ap
�2� = �

n=0

N �
t1=0

T �
t2=0

T

¯ �
tn=0

T ��
0

T ���t,�*�
��

dt�
���k=1

n
��tk,�p�

n!
exp	− �

0

T

��t,�p�dt
�dt1,

. . . ,dtn. �A11�

Let us denote PAIN�n−1 ��� as the AIN probability when
N�0,T�=n−1 and substituting it in Eq. �A10�, which yields

Ap
�1� = �

n=1

N

�
i=1

n �
t=0

T ���t,�*�
��

��t,�p�
��t,�*�

dt
PAIN�n − 1��p�

n
.

�A12�

Replacing the order of the sums and integration yields

Ap
�1� = �

n=1

N
PAIN�n − 1��p�

n �
i=1

n �
t=0

T ���t,�*�
��

��t,�p�
��t,�*�

dt .

�A13�

Since t=0
T ����t ,�*� /������t ,�p� /��t ,�*��dt is independent

both of i and n, Ap
�1� can be expressed as

Ap
�1� = �

t=0

T ���t,�*�
��

��t,�p�
��t,�*�

dt�
n=1

N
PAIN�n − 1��p�

n
n .

�A14�

For large N, �n=1
N P�n−1 ���→1; thus

Ap
�1� = �

t=0

T ���t,�*�
��

��t,�p�
��t,�*�

dt . �A15�

Similarly Ap
�2� can be expressed as

Ap
�2� = �

0

T ���t,�*�
��

dt�
n=0

N ��
t1=0

T �
t2=0

T

¯ �
tn=0

T �k=1

n
��tk,�p�

n!

�exp	− �
0

T

��t,�p�dt
dt1, . . . ,dtn� . �A16�

The second element in Eq. �A16� is the sum over all the
possible discharge possibilities, i.e., ��n=0

N PAIN�n ���=1�.
Hence Ap

�2� is given by

Ap
�2� = �

0

T ���t,�*�
��

dt . �A17�

Substituting Eqs. �A15� and �A17� in the expression for
Ap

AIN yields

Ap
AIN = �

0

T ���t,�*�
��
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Similarly, the elements in matrix B each are given by
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For large N, the sum in Eq. �A19� can be expressed as an
exponent ��n=0

� �an /n!�=ea�, which yields
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In humans, when the medial olivocochlear �MOC� pathway is activated by noise in the opposite ear,
changes in distortion product otoacoustic emission �DPOAE� level, i.e., the MOC reflex, can be
recorded in the test ear. Recent evidence suggests that DPOAE frequency influences the direction
�suppression/enhancement� of the reflex. In this study, DPOAEs were recorded at fine frequency
intervals from 500 to 2500 Hz, with and without contralateral acoustic stimulation �CAS� in a group
of 15 adults. The MOC reflex was calculated only at DPOAE frequencies corresponding to peaks in
the fine structure. Additionally, inverse fast-Fourier transform was conducted to evaluate MOC
effects on individual DPOAE components. Results show the following: �1� When considering peaks
only, the mean MOC reflex was −2.05 dB and 97% of observations reflected suppression, �2� CAS
reduced distortion characteristic frequency component levels more than overlap component levels,
and �3� CAS produced an upward shift in fine structure peak frequency. Results indicate that when
the MOC reflex is recorded at DPOAE frequencies corresponding to fine structure maxima �i.e.,
when DPOAE components are constructive and in phase�, suppression is reliably observed and level
enhancement, which probably reflects component mixing in the ear canal rather than strength of the
MOC reflex, is eliminated. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3068442�

PACS number�s�: 43.64.Jb, 43.64.Bt �BLM� Pages: 1584–1594

I. INTRODUCTION

Descending medial olivocochlear �MOC� fibers synapse
almost exclusively on outer hair cells �OHCs� and through
cholinergic channels, alter OHC function. This alteration in
OHC function influences motion of the basilar membrane
and by extension, impacts otoacoustic emissions �OAEs�
�Guinan, 2006�. The MOC reflex, as it has been termed, has
been studied in laboratory animals and humans by recording
distortion product otoacoustic emissions �DPOAEs� in one
ear while presenting contralateral noise to the opposite ear
�Collet et al., 1990; Puel and Rebillard, 1990; Moulin et al.,
1993�. Contralateral acoustic stimulation �CAS� is thought to
activate the uncrossed MOC pathway. This activation can be
quantified by measuring the difference between DPOAE lev-
els recorded in no-CAS and +CAS conditions. Another
means of activating the MOC reflex is to present a suppres-
sor ipsilaterally. This produces a larger onset adaptation re-
sponse in cats and other laboratory animals, presumably be-
cause it includes the larger bundle of crossed fibers
�Liberman et al., 1996�. Work with humans, however, has
not shown the same robust DPOAE onset adaptation
�Agrama et al., 1998; Kim et al., 2001�.

DPOAEs are generally reduced in level by MOC activ-

ity, but sometimes show amplitude enhancement as well
�Maison and Liberman, 2000; Abdala et al., 1999; Müller
et al., 2005�. The amount of MOC-induced suppression typi-
cally ranges from 1 to 3 dB in humans �Abdala et al., 1999;
Bassim et al., 2003; Moulin et al., 1993�. Some studies have
reported larger changes when the MOC reflex value is cal-
culated in absolute values �i.e., disregarding direction of the
change� or when the range between suppression and en-
hancement is used as an index of the MOC reflex �Müller
et al., 2005; Wagner et al., 2007�.

The MOC reflex has been measured using other types of
OAEs that arguably could provide a more effective assay
than DPOAE-based paradigms. Guinan �2006, p. 597� warns
that the most critical difficulty associated with use of
DPOAEs for measurement of the MOC reflex is that “…the
effect can be in either direction and can change greatly with
small changes in stimulus parameter, thereby making a single
measurement difficult to interpret.” Recent modifications to
the typical DPOAE-based MOC reflex protocol have at-
tempted to control for, or at least consider, the bidirectional-
ity of changes in DPOAE level produced by CAS �Sun,
2008b; Müller et al., 2005; Zhang et al., 2007�. These modi-
fied paradigms take into account how the choice of DPOAE
frequency �and where this frequency falls along the pattern
of alternating level peaks and dips known as fine structure�
influences measures of the MOC reflex.a�Electronic mail: cabdala@hei.org
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The ear canal DPOAE is thought to be comprised of a
nonlinear distortion component from around the primary
tone overlap or f2 region, and a reflection component from
the DP characteristic frequency �CF� region at 2f1− f2 �Dhar
et al., 2002; Kim, 1980; Shera and Guinan, 1999; Talmadge
et al., 1999�. These two components mix in the ear canal
through vector summation and form the composite DPOAE
that is traditionally measured at the probe microphone. Be-
cause phase rotates as a function of frequency at different
rates for each component, they can sum either constructively
or destructively, depending on their relative phase. DPOAE
fine structure is considered an “interference pattern,” depict-
ing the phase relationships between these two DPOAE
sources across frequency. If the components sum while out
of phase, they can cancel one another and produce reduced
DPOAE level; that is, a “minimum” or dip in fine structure.
If they combine in a constructive fashion, while in phase,
they augment DPOAE level and produce a “maximum” or
peak in fine structure. Thus, for any DPOAE measurement,
the test frequencies selected determine the phase relationship
between components.

If MOC activation influences the two DP components
differentially, it could explain observations of DPOAE level
enhancement. For example, if the DPOAE is measured at a
frequency where the two components are out of phase, pro-
ducing cancellation �at a fine structure dip or minimum� and
the MOC reflex suppresses only one component, it will alter
the phase relationship between them, consequently releasing
phase cancellation. Thus, MOC activation in this scenario
would result in a sudden increase in DPOAE level, i.e., en-
hancement. Conversely, if the DPOAE is measured at a fre-
quency where the two components are in phase and adding
constructively �at a peak or maximum in fine structure�, a
reduction in amplitude of either or both components by
MOC activation will produce a reduction in ear canal
DPOAE level, i.e., suppression. By controlling the phase re-
lationship between components, it is possible to effectively
address the greatest difficulty attributed to DPOAE-based
measures of the MOC reflex and avoid instances of enhance-
ment that are unrelated to MOC reflex strength.

Most earlier studies of the MOC reflex using the
DPOAE-based CAS paradigm, including one from our own
laboratory, did not control for the phase relationship between
the two DPOAE sources. Generally, test frequency has been
selected without regard for fine structure and, as a result,
MOC findings cannot be interpreted without ambiguity. The
purpose of the present study is to describe �1� a DPOAE-
based measure of the MOC reflex that attempts to control the
phase relationship between components by measuring only at
fine structure peaks, and �2� the effects of CAS on the rela-
tionship between dual components contributing to the ear
canal DPOAE.

II. METHODS

A. Subjects

Twenty-one potential adult subjects were screened for
participation in this study. Of those, 15 were included and six
were eliminated primarily due to low DPOAE level, history

of noise exposure, elevated audiometric thresholds, and/or
excessively high noise floor. Subjects were employees of the
House Ear Institute �Los Angeles, CA� or friends of employ-
ees and were recruited via e-mail advertisement. They were
screened for hearing thresholds �15 dB HL between 0.25
and 8 kHz and normal middle ear function, defined as a type
A tympanogram with static compliance between 0.4 and
1.5 cm3 and peak pressure between �150 daPa. Six left and
nine right ears from 11 females and four males with a mean
age of 31 years �range=21–43 years� were tested. All tests
were conducted at the House Ear Institute in a sound-
attenuated IAC booth. Each participant was tested twice with
the same DPOAE protocol �trials 1 and 2�. The two trials
were separated by 30–45 min at most and did not typically
include a refitting of the probe between trials.

B. Instrumentation and protocol

Signal generation and recording were controlled using
custom software developed by Talmadge et al. �1999� and
run on an Apple Macintosh G4 computer via a MOTU 828
Mk II �24 bits/44 100 Hz�. Stimulus tones were presented to
the subjects’ ear canal via an Etymotic Research ER-10C
DPOAE probe system. The output of the ER-10C micro-
phone was preamplified and then passed through an analog
high pass filter with 300 Hz cutoff frequency before being
digitized by the MOTU and stored on disk.

DPOAE recordings were made between DP frequencies
of �500 Hz �f2=782 Hz� and �2500 Hz �f2=3910 Hz�
using stimulus levels of 65 �L1� and 55 �L2� dB sound pres-
sure level �SPL� and a constant stimulus frequency ratio of
�f2 / f1� 1.22. The stimulus tones were swept at a rate of 8
s/octave, using a technique originally described by Long
et al. �2004, 2008�. Eight such sweeps were averaged in both
no-CAS and +CAS conditions with conditions counterbal-
anced. Contralaterally presented broadband noise was gener-
ated by an external noise generator and presented at 60 dB
SPL �unweighted� to all subjects, through an ER-2 insert
phone. Preliminary work was conducted on ten normal-
hearing adults to establish the optimal CAS level for MOC
activation �between 30 and 70 dB SPL�. In these ten sub-
jects, 55–65 dB SPL produced maximum reductions in
DPOAE level. Because 60 dB SPL is the recommended level
used in most human studies of DPOAE contralateral sup-
pression �Guinan, 2006� and it agreed with results of our
preliminary testing, it was selected as the noise elicitor for all
subjects in the current study. This CAS level is considered
low enough that it does not evoke middle ear muscles in
most cases �Gelfand, 1984� and high enough in level to pro-
duce MOC activation.

DPOAE level and noise-floor estimates were made using
a least-square-fit algorithm �LSF� �Long et al., 2008� and
yielded estimates at every 2 Hz around 500–1000 Hz and
every 6 Hz around 2500 Hz. The stimulus levels were cali-
brated and system distortion measured in a Zwislocki cou-
pler. The two transducers in the ER-10C were individually
equalized to produce flat constant drive voltage frequency
responses up to 7000 Hz. System distortion was below �30
dB SPL for the stimulus levels used in these recordings.
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A MATLAB-based analysis software �NIPR�, also devel-
oped by Talmadge et al. �1999�, uses an inverse fast-Fourier
transform �IFFT� algorithm described in Dhar et al., 2002
and Withnell et al., 2003 to separate the DPOAE overlap and
CF components based on their respective group delays.
DPOAE complex amplitude measured in the frequency do-
main is multiplied by a moving Welch window �400 Hz win-
dow width� in 50 Hz step sizes. The IFFT converts each
windowed data set into the time domain, after which a time-
window filter is applied to extract the desired delay compo-
nent in the time domain. These filtered windows of data are
then transformed back to the frequency domain by FFT and
the complex amplitudes of the overlap and CF components
are reconstructed in the frequency domain.

C. Data analysis

1. Fine structure classification
a. Level. The median value for every three successive

data points was computed to calculate DPOAE level and
noise floor. Data points where the signal-to-noise ratio �SNR�
between level and noise-floor medians was not at least 6 dB
were eliminated. Although, the LSF procedure for estimating
DPOAE level is a more efficient measure than provided by
traditional FFT analyses and is less contaminated by the
noise floor, a rather conservative 6 dB SNR criterion was
used to ensure valid and reliable DPOAE estimates.

b. Maxima. The identification of maxima and measure-
ment of fine structure spacing and depth were conducted
with an automated algorithm developed by Dhar �Dhar and
Abdala, 2007�. Fine structure maxima were identified based
on the first and second derivatives of the DPOAE level func-
tion and the relationship between them. Data points where
the first derivative was equal to zero were identified as ex-
trema �maxima and minima� and then further classified as a
maximum or minimum based on the second derivative being
negative �maxima� or positive �minima�. Although maxima
were identified using an automated algorithm, this process
was checked manually by two observers familiar with the
identification of DPOAE fine structure. This secondary level
of analysis was implemented to eliminate minor ripples as-
sociated with noise that were erroneously identified by the
program as maxima. These errors typically included peaks
that were artificially tall and narrow and mimicked the noise-
floor configuration in the low-frequency range. Sixty-five
percent of the maxima eliminated during secondary analysis
were in the frequency region below 1000 Hz. �Note: An up-
dated analysis algorithm currently in use automatically elimi-
nates maxima with less than 2.5 dB depth and fine structure
spacing that is artificially narrow: f /�f �25.�

c. Prevalence. Prevalence of fine structure periods was
calculated by counting maxima in 1/3 octave intervals.

d. Depth and spacing. Fine structure depth for each
period was computed as FSdepth=20 log 10 �Pmax / Pav�min��,
where Pmax is the DPOAE level at a maximum and Pav�min� is
the average DPOAE amplitude of the preceding and follow-
ing minima. The frequency spacing of fine structure was
computed both in Hz and as f /�f , where f is the geometric
mean between two adjacent minima and �f is the frequency
separation between them �Shera, 2003�.

2. Component separation

The composite DPOAE level was separated into two
components using an IFFT technique, as described in Sec. II.
The two components are thought to reflect �a� the primary
DPOAE generation source around f2, corresponding to the
point of maximum overlap between the two stimulus tones
�overlap component�; and �b� a source at 2f1− f2, the DP CF
component.

3. Quantifying the MOC effect

The MOC effect was quantified at frequencies corre-
sponding to fine structure maxima only. Two indices of the
MOC effect were calculated.

�a� MOC reflex. This is the difference between DPOAE level
at a given maxima frequency in the no-CAS condition
and, at the same frequency, in the +CAS condition. Only
the MOC reflex values that reflected DPOAE level sup-
pression were included in analyses although the distribu-
tion of level enhancement evoked by CAS was reported
as well.

�b� MOC shift. This is a shift in peak frequency observed
between a DPOAE maximum in the no-CAS condition
and the same maxima during CAS. A frequency ratio
value, f /�f , was calculated to reflect this frequency
shift, similar to the index used in the analysis of fine
structure spacing. In this case, f =peak frequency in the
no-CAS condition and �f =the difference between this
reference frequency and frequency of the corresponding
maxima in the +CAS condition. Only frequency shifts
toward higher frequencies were analyzed but the distri-
bution of both low- and high-frequency shifts was
reported.

4. Statistical analyses

DPOAE level �including composite level and separate
overlap and CF component levels�, prevalence, depth, and
spacing were calculated for each individual and compared
across frequency, trial, and CAS condition in multiway re-
peated measures analyses of variance �ANOVAs� using the
statistical computing package, STATVIEW �SAS Institute�.
MOC reflex and shift were calculated for each individual and
compared across frequency and trial. For analysis and dis-
play of DPOAE level only, f2 frequency was plotted on the
abscissa, as is typical in much of literature. Most DP-grams
�DP level� frequency�, as they are referred to in clinical
nomenclature, are plotted as a function of f2 or the geometric
mean of f1 and f2 since this is considered the frequency/
cochlear region being evaluated. We wish to remain consis-
tent with this convention and produce a recognizable graph
of DPOAE level. All fine structure, DPOAE component, and
MOC-related variables were displayed and analyzed as a
function of DP frequency �2f1− f2�.

Variables were averaged into discrete frequency bands
for analysis and display. For each subject, DPOAE level �in
dB SPL� was averaged into four f2 frequency bands centered
at 1000, 2000, 3000, and 4000 Hz, corresponding to 2 mm
distance on the basilar membrane as per Greenwood’s map
of frequency �1 mm on each side of the center frequency
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except for 4000 Hz, which had reduced range on the high-
frequency end�. DPOAE fine structure, component, and
MOC variables were averaged into the following four 500-
Hz-wide frequency bands for analysis: 500–1000, 1000–
1500, 1500–2000, and 2000–2500 Hz. In all figures, these
frequency bands are denoted by a value representing the up-
per limit of the frequency interval.

III. RESULTS

A. DPOAE fine structure

Prior to analyzing any effects of CAS on DPOAEs, ini-
tial analyses quantified fine structure characteristics from all
subjects in the no-CAS condition. Figure 1 �a�–�d� show fine
structure and corresponding noise floor from four randomly
chosen adult subjects. Panels �a� and �d� show extremely
deep, pronounced, strong fine structure throughout the fre-
quency range. Panel �b� shows relatively poorly defined fine
structure and low DPOAE levels beyond about 1000 Hz.
Panel �c� shows moderate fine structure throughout the fre-
quency range.

Mean DPOAE level ranged from an average of �3 dB
SPL at 4000 Hz to a high of 11 dB SPL at 1000 Hz. Figure
2 shows mean level at each f2 center frequency for trials 1
and 2 separately. A repeated measures ANOVA of DPOAE
level �trial� f2 frequency� showed a significant effect of fre-
quency �f =117.87; p=0.0001� and no effect of trial. DP
level decreased with increasing f2 frequency.

Prevalence of fine structure maxima was calculated in
six 1/3 octave intervals: 630–794, 794–1000, 1000–1260,
1260–1587, 1587–2000, and 2000–2500 Hz �not a full 1/3
octave interval�. The corresponding prevalence of fine struc-
ture periods for these six DP frequency ranges was 0.9, 1.6,

2.5, 2.5, 3.2, and 2.8 with an average of 2.25 periods per 1/3
octave interval and an overall average of 13.5 periods over
the entire approximately two-octave range analyzed. A re-
peated measures ANOVA �trial�DP frequency� showed a
significant effect of frequency �f =27.8; p=0.0001� with no
effect of trial. The prevalence of DPOAE fine structure peri-
ods increased with DP frequency and peaked in the mid- to
high-frequency range �1587–2500 Hz�.

Fine structure spacing �in Hz� ranged from 65 at 1000
Hz to 125 at 2500 Hz. These values were converted into an
f /�f ratio for analysis and averaged into four DPOAE fre-
quency bands with upper limits of 1000, 1500, 2000, and
2500 Hz. The overall mean ratio was 16.4, consistent with
estimates of spontaneous OAE spacing in normal-hearing
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adult subjects �Shera, 2003�. Mean spacing ratios ranged
from 14.8 at 1000 Hz to 18.0 at 2500 Hz �Fig. 3, upper
panel�. A repeated measures ANOVA found no effect of trial
on spacing but a significant effect of frequency �f =7.0; p
=0.0003�.

The depth of each fine structure period ranged from a
mean of 4 dB at 1000 Hz to 10.3 dB at 2500 Hz �Fig. 3,
lower panel�. A repeated measures ANOVA of depth
�frequency� trial� showed a significant effect of frequency
on fine structure depth �f =10.9; p�0.0001� but no effect of
trial. Fine structure periods became deeper as frequency in-
creased.

Once the composite DPOAE was separated into two
components using IFFT, DP level from both the overlap and
CF regions was analyzed with a three-way repeated measures
ANOVA �component� frequency� trial�. This analysis
sought to determine if response level was different between
components and whether this difference was frequency or
trial dependent. There was a main effect of component �f
=116; p�0.0001� and frequency �f =94; p�0.0001� and
an interaction between the two �f =8.9; p�0.0001�. There
was no effect of trial. The upper panel of Fig. 4 shows mean
DP component levels �summed over trial� as a function of
DPOAE frequency. Overlap component levels were higher
than CF component levels by a mean value of 9.3 dB. Addi-
tionally, there was a general decrease in level as DPOAE

frequency increased, for the overlap component only. The
lower panel of Fig. 4 shows complete IFFT level output for
one subject. Although much greater frequency resolution is
apparent in this IFFT output graph, the same pattern is evi-
dent in both panels; the overlap component is higher in level
than the CF component across frequency.

B. The effects of CAS on DPOAE fine structure

Because data from trials 1 and 2 were indistinguish-
able in previous analyses, they were combined here. Preva-
lence of DPOAE fine structure periods did not change with
the presentation of CAS �CAS condition� frequency
ANOVA�. A similar test was conducted on spacing �f /�f�
and showed an effect of CAS �f =14.6; p=0.0008� and an
effect of frequency �f =4.8; p=0.007�. The upper panel of
Fig. 5 depicts spacing ratio as a function of DPOAE fre-
quency. As noted in Fig. 5, an interaction between CAS con-
dition and frequency was also observed �f =2.7; p=0.04�.
Post hoc t-tests were conducted to further scrutinize the in-
teraction using a Bonferoni adjusted alpha level
�4 contrasts /0.05=0.012� and showed that the effect of CAS
on fine structure spacing was only present in the lowest-
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frequency band: 500–1000 Hz �p=0.0003�. The mean spac-
ing ratio in the low-frequency band was 14.7 �s.d.=2.72� in
the no-CAS condition and 17.2 �s.d.=4.25� when CAS was
presented. It may be noteworthy that the calculated average
spacing value in this low-frequency interval was typically
based on many fewer individual observations than averages
in the other three frequency bands, due to a higher noise
floor.

A repeated measures ANOVA �CAS condition
�DP frequency� was conducted on fine structure depth and
showed that depth values decreased and became more shal-
low when CAS was presented �f =32.8; p�0.0001�. In the
absence of CAS, overall mean depth across all frequencies
and subjects was 7.45 dB and with CAS presented, mean
depth was 6.45 dB �Fig. 5, lower panel�.

Previous analyses showed a significant difference be-
tween DP component levels �overlap level�CF level�. The
effect of CAS on this difference was analyzed by computing
a difference score between component levels and testing it
with a repeated measures ANOVA �CAS condition
� frequency�. Results showed an effect of both CAS �f
=5.8; p=0.02� and DP frequency �f =9.7; p�0.0001� on
the component level difference score. �See Fig. 6, upper
panel.� The presentation of CAS increased the level differ-

ence between components by reducing CF levels more than
overlap component levels. �See Fig. 6, lower panel.� MOC
activation produced a mean reduction of 1.2 dB in the level
of the overlap component, compared to 1.8 dB for the CF
component level.

C. The MOC effect

1. Reliability

Prior to quantifying the MOC reflex, initial tests were
conducted to establish the reliability of DPOAE level
changes attributed to CAS. A three-way repeated measures
ANOVA �CAS condition� frequency� trial� was conducted
on DPOAE level. However, unlike the MOC reflex that was
quantified at maximum frequencies only, this initial measure
was conducted with all level estimates �n�900� across the
frequency range, regardless of their position in the fine struc-
ture pattern. The ANOVA showed a main effect of noise on
DPOAE level �f =37.1; p�0.0001� but no main effect of
trial �p=0.66�. Overall, the mean difference between
DPOAE level recorded during trials 1 and 2 was 0.24 dB,
whereas the overall difference in DPOAE level between no-
CAS and +CAS noise conditions was 0.9 dB. These results
suggest that changes in DPOAE level produced by CAS ex-
ceeded natural changes in DPOAE level that occur for any
given subject during multiple trials. Thus, the test-retest re-
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liability of the MOC reflex is high and changes in DPOAE
level attributed to CAS cannot be easily assigned to random
intrasubject variability.

2. MOC reflex

When the MOC reflex was measured at only peak fre-
quencies, 97% of data points reflected suppression. In con-
trast, if the MOC reflex was measured at all frequencies—not
just fine structure maxima—only 68% of data points across
all subjects and trials reflected level suppression and 32%

reflected no change or level enhancement. MOC-induced
suppression ranged from �1.93 dB at 1000 Hz to �2.47 dB
at 2000 Hz with a mean of �2.05 dB as shown in Fig. 7.
Figure 8 shows an example of DPOAE fine structure with
and without CAS for four adult subjects. As is evident from
this figure, very little response enhancement was observed at
peak frequencies. Figure 9 shows fine structure in no-CAS
and +CAS conditions for the same subjects shown in Figs.
8�a� and 8�d�, but with the MOC reflex superimposed �and
referenced to the right axis� to illustrate these findings in
more detail. At fine structure minima, there was most often
no change or DPOAE level enhancement with CAS, as evi-
dent from sharp spikes in the MOC reflex toward positive
values around dips in fine structure. Conversely, around
maxima, consistent decreases in DPOAE level were noted.
No effect of trial or DP frequency was observed on the MOC
reflex.

3. MOC shift

As can be seen in Fig. 8, CAS also produced a shift in
fine structure peak frequency. When peaks shifted, they
shifted upward in frequency 80% of the time. The shift
ranged from 5.9 Hz at 1000 Hz to 10.6 Hz at 2000 Hz �Fig.
10�. There was no effect of trial on MOC shift but a signifi-
cant effect of frequency �f =4.4; p=0.007�; shift increased
with increasing DPOAE frequency. As a secondary analysis
the shift was quantified as a ratio �f /�f�, the alpha level was
adjusted, and the ANOVA was repeated with no significant
effect of trial or frequency.

FIG. 7. Mean MOC reflex �defined as the difference between DPOAE level
in no-CAS and +CAS conditions� calculated at DPOAE fine structure maxi-
mum frequencies only and shown as a function of DP frequency. Data were
collected during two separate trials conducted within the same test session
for 15 adults. Error bars reflect �1 s.d.

FIG. 8. DPOAE fine structure for four adult subjects with no-CAS, which is depicted with a solid black line, and in +CAS, which is depicted by a dashed gray
line.
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IV. DISCUSSION

A. Normative fine structure

The data from these normal-hearing, healthy young
adults collected using a swept tone paradigm are comparable
to normative fine structure data previously reported in litera-
ture �Reuter and Hammershøi, 2006�. Reuter and Hammer-
shøi �2006� reported two to three “ripples” or fine structure
periods in each 1/3 octave interval and the present study
reports an average of 2.25 per 1/3 octave. Additionally,
Reuter and Hammershøi �2006� reported fine structure depth
to be between 3 and 9 dB, depending to some extent on
frequency, and we reported mean depth values of between 4
and 10 dB, with increasing depth in the mid- to high-
frequency ranges.

The absolute spacing values reported in the present
study are generally consistent with Reuter and Hammershøi
�2006� and hover around 100–125 Hz in the midfrequency
ranges. This is a bit lower than other reports, considering
some have identified average spacing intervals of 157 Hz
from 1.8–2.6 Hz �Engdahl and Kemp, 1996� and 180 Hz
between 2000 and 4000 Hz. The differences in absolute
spacing intervals may be due to slight differences in the al-
gorithms used to calculate spacing. Additionally, the swept
tone recording paradigm has much greater frequency reso-
lution than those used in past studies and, therefore, this
approach may have been able to define spacing intervals with
greater accuracy. As expected, larger spacing intervals with

increased DPOAE frequency were observed in the present
study, consistent with past reports �Reuter and Hammershøi,
2006; He and Schmiedt, 1993; Engdahl and Kemp, 1996;
Heitmann et al., 1996�. Changes in the spacing ratio index as
a function of frequency were also observed and are some-
what surprising considering the presumed scaling symmetry
along the basilar membrane. The observed increases in spac-
ing ratio with increases in DPOAE frequency may suggest
deviations from scaling symmetry and warrant further inves-
tigation to elucidate the source of this finding.

In addition to showing good agreement with the most
current normative fine structure data, these findings also sug-
gest that two trials from the same individual produce
DPOAE level �component and composite� and fine structure
features that do not differ significantly. This suggests stable
fine structure within a subject. The two trials occurred within
the same 2 h session and did not include a probe refitting but
did include normal head and body movements during testing
breaks. Reuter and Hammershøi �2006� also studied the re-
peatability of DPOAE fine structure in normal-hearing adults
and found generally stable intrasubject fine structure patterns
both within session and 4 weeks after the initial test.

B. Effects of CAS on DPOAE fine structure and
components

Few reports exist on the effects of CAS �i.e., MOC ac-
tivation� on DPOAE fine structure or individual DP compo-
nents. In this study, effects of CAS on fine structure spacing
were observed only in the low-frequency band �500–1000
Hz�. However, as noted in Sec. III, the spacing average in
this frequency band was based on only half the number of
individual values compared to the other frequency-band av-
erages. It is possible that this may have produced excessive
variability in the estimate and influenced the result. Only one
other study has addressed this issue and reported no change
in periodicity of fine structure with presentation of contralat-
eral noise �Sun, 2005�. However, the data were reported on
limited subjects, not analyzed statistically and unpublished,
making comparison tenuous. We also found that the presen-
tation of CAS made DPOAE fine structure more shallow �on
average by 1 dB�, which is consistent with results reported
by Sun �2005�.

The data shown in Fig. 6 show that CAS reduced the CF
component level more than it reduced overlap levels, which
suggests that the MOC reflex differentially affects the two
DPOAE sources. This likelihood has been suggested by vari-
ous researchers �Maison and Liberman, 2000; Müller
et al., 2005; Sun, 2008b� and is not unexpected. The MOC
reflex is thought to act more strongly on the basilar mem-
brane response to low-level stimulation. Consistent with this,
indices of MOC function are often reported to be most robust
at low stimulus levels �Abdala et al., 1999; Moulin et al.,
1993; Janssen et al., 2003�. The component at DP CF is
considered a low-level reflection source associated with co-
chlear amplifier function. The low-level nature of this com-
ponent may make it particularly sensitive to changes in basi-
lar membrane vibration and, thus, more susceptible to MOC
activation. Others have hypothesized this same effect and
have suggested that CAS should have its most significant

FIG. 9. DPOAE fine structure from the two adult subjects also shown in
panels �d� and �a� of Fig. 8. The no-CAS condition is depicted with a solid
black line and +CAS with a dashed line. The corresponding MOC reflex
�gray solid line� is superimposed on fine structure and referenced to the right
axis.
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effect on the reflection component of the DPOAE �Long et
al., 2004�. Our findings are consistent with this hypothesis.

C. The MOC reflex at fine structure maxima

It is highly unlikely that the middle ear muscle reflex
was activated or can account for DPOAE suppression evoked
by 60 dB SPL of contralateral noise. A typical clinical instru-
ment has a middle ear muscle threshold of 75 dB SPL for
broadband noise �Gelfand, 1984� whereas a more sensitive
piece of research equipment may detect thresholds around 65
dB SPL �Guinan et al., 2003; Guinan, 2006�. Thus, present-
ing a 60 dB SPL noise elicitor of MOC activity is unlikely to
produce interference from middle ear muscle reflexes. An
important caveat is that studies defining the middle ear
muscle �MEM� reflex threshold to broadband noise cannot
fully represent the paradigm used here since pure tones �f1

and f2� are not presented simultaneously to the opposite ear.
This bilateral stimulation could lower MEM reflex threshold.
It is not possible to be unequivocally certain that MEM re-
flexes are not activated with this combination of stimuli. A
recent study argues against the likelihood of MEM reflex
interference. Sun �2008a� found that contribution from the
acoustic reflex to measures of DPOAE contralateral suppres-
sion is negligible, if present at all, when CAS is presented
below the acoustic reflex threshold. Adult subjects in Sun’s
�2008a� study had a median reflex threshold for broadband
noise of 85 dB SPL �range=70–100 dB SPL� and even
when contralateral noise was presented at high enough levels
to elicit the MEM reflex, the added effect on DPOAE level
recorded in the opposite ear was insignificant.

In the present study, overall MOC-induced suppression
averaged �2.05 dB �mean s.d.=0.965� when measured only
at fine structure maxima. The magnitude of the MOC reflex
recorded in the present study is somewhat larger than in our
past work. Abdala et al. �1999� measured DPOAE contralat-
eral suppression in normal-hearing adults without consider-
ing fine structure or the phase relationship between compo-
nents and found MOC reflexes averaging 1.2 dB across
frequency. Additionally, we reported greater intersubject

variability �larger standard deviations� with respect to MOC
reflex estimates than was observed here. Moulin et al. �1993�
reported contralateral suppression ranging from 0.68 to 2.0
dB in normal-hearing adults, while Williams and Brown
�1995� described mean values ranging from 1.1 to 1.9 dB in
adult subjects. Thus, in the present study, by recording the
MOC reflex at peak frequencies in fine structure only, the
magnitude of the reflex was at least equal to and generally
more robust than earlier studies that did not consider
DPOAE fine structure. Additionally, the MOC reflex re-
corded in this study was a less variable assay than reflex
measures reported in past studies, consistent with recent
findings reported by Sun �2008b�. Because episodes of en-
hancement were almost completely eliminated, the large
swings between negative and positive reflex values were not
present in our recordings and, therefore, variability was con-
strained. If all DPOAE frequencies spanning the entire test
range of 500–2500 Hz �not just peak frequencies� were con-
sidered, DP level enhancement was observed in one-third of
all data points. Müller et al. �2005� similarly found that 31%
of their data points reflected enhancement of DPOAE level
when measured at dips in fine structure. By eliminating these
observations, we have lessened variability associated with
estimates of the MOC reflex.

D. The “true” MOC reflex

Our results indicate that MOC activation does not sup-
press each component equally, explaining why DPOAE level
will sometimes increase with CAS. In past studies of MOC
activation in humans, including one from our own laboratory,
target frequencies were selected without regard for DPOAE
fine structure. Thus, when recording the MOC reflex at a
given frequency, researchers were not certain of the phase
relationship between the primary components contributing to
the DPOAE. As briefly considered in Sec. I, if the DP com-
ponents were out of phase at the test frequency selected, and
one of the components was influenced by MOC activation
more than the other, the phase relationship between them
could shift, producing a release of cancellation. The result is
often a marked enhancement of DPOAE level. DPOAE level
enhancement around fine structure minima only is clearly
noted in Fig. 9 and typifies the data collected in this study
and reported elsewhere �Sun, 2005; Sun, 2008b; Zhang et al.,
2007�. Like the present study, Sun �2008b� reported that
CAS reduces DPOAE level at peak frequencies in fine struc-
ture, while producing little change or even enhancement in
level at minima. Zhang et al. �2007� similarly found larger
suppression values at fine structure peaks versus dips and
reported less variability in measures of the MOC reflex when
recorded at maxima.

In contrast to the strategy proposed here, that MOC ef-
fects be measured at DPOAE fine structure peak frequencies
only, some investigators have specifically targeted fine struc-
ture dips for measurement of the MOC reflex. These inves-
tigators argue that a “bipolar” MOC effect, including both
suppression and enhancement values, will be more robust
than suppression alone. Müller et al. �2005� recorded
DPOAEs at dip frequencies while systematically presenting

FIG. 10. Mean MOC shift �defined as an upward shift in fine structure peak
frequency with the presentation of CAS� as a function of DP frequency for
15 adult subjects. Error bars reflect �1 s.d.
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varied L1 /L2 combinations in normal-hearing adults. With
the presentation of CAS, they found an overall mean swing
in DPOAE level from suppression to enhancement of 14 dB
with small changes in primary tone level separation. Müller
et al. �2005� suggested that this bipolar MOC effect was a
tool well suited to measuring the strength of the MOC reflex
in humans because it provided larger reflex values. Wagner
et al. �2007� similarly recommended measuring MOC reflex
only at dips in DPOAE fine structure because of these large
bidirectional effects.

Results of the present study argue strongly against re-
cording large bidirectional swings in DPOAE level and sug-
gest that these indices do not accurately reflect MOC reflex
strength. As primary tone level separation is altered and/or
CAS is presented, the phase relationship between dual
sources comprising the ear canal DPOAE shifts. The large,
abrupt swings between suppression and enhancement most
likely represent the changing phase relationship between
these two components, not the strength of the MOC reflex.
For this very reason, the present study chose to control for
these shifts in component phase relationship by recording the
MOC reflex only at fine structure peak frequencies. By
choosing a maximum frequency, it was certain that both
components were in a constructive relationship. Thus, any
alteration in either component by CAS would produce a re-
duction in amplitude, as reliably shown for 97% of MOC
reflex data points in this study. This stable reduction in am-
plitude of around 2 dB, though smaller than the large bidi-
rectional effects, is reliable and more strongly linked to un-
derlying MOC activation. The fact that we were able to
eliminate DPOAE level enhancement almost completely by
controlling the phase relationship between components dur-
ing activation of the MOC reflex supports our contention that
shifts in phase produce the large bipolar swings reported in
literature. An additional advantage of measuring the MOC
reflex at peak frequencies only is that DPOAE level is al-
ways significantly higher at maxima than at minima; thus,
signal-to-noise ratio is better.

Finally, we have detected another effect of MOC activa-
tion on DPOAE fine structure that may serve as an additional
index of MOC integrity. A mean frequency shift of 5–10 Hz
was observed for some fine structure peaks with CAS. This
effect has been reported in previous literature �Sun 2005;
Sun, 2008b; Mauermann and Kollmeier, 2004� but not well
defined or quantified. Future studies are warranted to further
elucidate the mechanism and biological significance of this
frequency shift.

V. CONCLUSIONS

The results of this study suggest that recording DPOAE
contralateral suppression as an index of the MOC reflex is
most effective at fine structure peak frequencies to exert
some control over acoustic mixing of DP components. This
mixing may interfere with accurate estimates of MOC reflex
strength. When measured at peak frequencies only, episodes
of DPOAE level enhancement were eliminated and 97% of
all data points showed suppression. This is unlike past re-
ports, that used the DPOAE-based CAS paradigm with no

regard for fine structure and found DPOAE level enhance-
ment in one-third of all observations. Findings in the present
study suggest that when measured at DPOAE fine structure
maxima, moderate levels of CAS reliably reduce the DPOAE
by approximately 2 dB. We argue that this reduction in level
more strongly reflects MOC activation and minimizes the
effect of spurious phase shifts between components in the ear
canal. Reducing and/or controlling for unwanted sources of
variance moves us toward the noteworthy goal of developing
a diagnostic assay of the human MOC reflex to assess integ-
rity of the auditory system.

ACKNOWLEDGMENTS

This research was supported by the National Institutes of
Health, NIDCD R01 DC003552, the A. Charles Holland
Foundation, and the House Ear Institute. The authors would
like to thank Dr. Sumitrajit Dhar for his input both during the
analysis of these data and during the writing of this manu-
script.

Abdala, C., Ma, E., and Sininger, Y. S. �1999�. “Maturation of medial effer-
ent system function in humans,” J. Acoust. Soc. Am. 105, 2392–2402.

Agrama, M. T., Waxman, G. M., Stagner, B. B., Martin, G. K., and
Lonsbury-Martin, B. L. �1998�. “Effects of efferent activation on
distortion-product otoacoustic emissions in normal humans using ipsilat-
eral acoustic stimulation,” 21st Annual Midwinter Meeting of the Associa-
tion for Research in Otolaryngology, Abstract 605.

Bassim, M. K., Miller, R. L., Smith, D. W., and Buss, E. �2003�. “Rapid
adaptation of the 2f1-f2 DPOAE in humans: Binaural and contralateral
stimulation effects ,” Hear. Res. 182, 140–152.

Collet, L., Kemp, D. T., Veuillet, E., Duclaux, R., Moulin, A., and Morgon,
A. �1990�. “Effect of contralateral auditory stimuli on active cochlear
micro-mechanical properties in human subjects,” Hear. Res. 43, 251–261.

Dhar, S., and Abdala, C. �2007�. “A comparative study of distortion-
product-otoacoustic-emission fine structure in human newborns and adults
with normal hearing,” J. Acoust. Soc. Am. 122, 2191–2202.

Dhar, S., Talmadge, C. L., Long, G. R., and Tubis, A. �2002�. “Multiple
internal reflections in the cochlea and their effect on DPOAE fine struc-
ture,” J. Acoust. Soc. Am. 112, 2882–2897.

Engdahl, B., and Kemp, D. T. �1996�. “The effect of noise exposure on the
details of distortion product otoacoustic emissions in humans,” J. Acoust.
Soc. Am. 99, 1573–1587.

Gelfand, S. A. �1984�. “The contralateral acoustic-reflex threshold,” in The
Acoustic Reflex, edited by S. Silman �Academic, Orlando, FL�, pp. 137–
186.

Guinan, J. J., Jr. �2006�. “Olivocochlear efferents: Anatomy, physiology,
function, and the measurement of efferent effects in humans,” Ear Hear.
27, 589–607.

Guinan, J. J., Jr., Backus, B. C., Lilaonitkul, W., and Aharonson, V. �2003�.
“Medial olivocochlear efferent reflex in humans: Otoacoustic emission
�OAE� measurement issues and the advantages of stimulus frequency
OAEs,” J. Assoc. Res. Otolaryngol. 4, 521–540.

He, N., and Schmiedt, R. A. �1993�. “Fine structure of the 2f1-f2 acoustic
distortion product: Changes with primary levels ,” J. Acoust. Soc. Am. 94,
2659–2669.

Heitmann, J., Waldmann, B., and Plinkert, P. K. �1996�. “Limitations in the
use of distortion product otoacoustic emissions in the objective audiom-
etry as the result of fine structure,” Eur. Arch. Otorhinolaryngol. 253,
167–171.

Janssen, T., Gehr, D. D., and Kevanishvilli, Z. �2003�. “Contralateral
DPOAE suppression in humans at very low sound intensities,” in Biophys-
ics of the Cochlea: From Molecules to Models, edited by A. W. Gummer
�World Scientific, London�, pp. 498–505.

Kim, D. O. �1980�. “Cochlear mechanics: Implications of electrophysiologi-
cal and acoustical observations,” Hear. Res. 2, 297–317.

Kim, D. O., Dorn, P. A., Neely, S. T., and Gorga, M. P. �2001�. “Adaptation
of distortion product otoacoustic emissions in humans,” J. Assoc. Res.
Otolaryngol. 2, 31–40.

Liberman, M. C., Puria, S., and Guinan, J. J., Jr. �1996�. “The ipsilaterally

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Abdala et al.: Medial olivocochlear reflex 1593



evoked olivocochlear reflex causes rapid adaptation of the 2f1-f2 distortion
product otoacoustic emission ,” J. Acoust. Soc. Am. 99, 3572–3584.

Long, G. R., Lee, J., and Talmadge, C. �2004�. “Using sweeping tones to
evaluate DPOAE fine structure,” 27th Annual Midwinter Meeting of the
Association for Research in Otolaryngology, Abstract 1076.

Long, G. R., Talmadge, C. L., and Lee, J. �2008�. “Measuring distortion
product otoacoustic emissions using continuously sweeping primaries,” J.
Acoust. Soc. Am. 124, 1613–1625.

Maison, S. F., and Liberman, M. C. �2000�. “Predicting vulnerability to
acoustic injury with a noninvasive assay of olivocochlear reflex strength,”
J. Neurosci. 20, 4701–4707.

Mauermann, M., and Kollmeier, B. �2004�. “Distortion product otoacoustic
emission �DPOAE� input/output functions and the influence of the second
DPOAE source,” J. Acoust. Soc. Am. 116, 2199–2212.

Moulin, A., Collet, L., and Duclaux, R. �1993�. “Contralateral auditory
stimulation alters acoustic distortion products in humans,” Hear. Res. 65,
193–210.

Müller, J., Janssen, T., Heppelmann, G., and Wagner, W. �2005�. “Relation-
ship between fine-structure, contralateral suppression, and ipsilateral ad-
aptation of distortion product otoacoustic emissions in humans,” J. Acoust.
Soc. Am. 118, 3747–3756.

Puel, J. L., and Rebillard, G. �1990�. “Effects of contralateral sound stimu-
lation on the distortion product 2f1-f2: Evidence that the medial efferent
system is involved,” J. Acoust. Soc. Am. 87, 1630–1635.

Reuter, K., and Hammershøi, D. �2006�. “Distortion product otoacoustic
emission fine structure analysis of 50 normal-hearing humans,” J. Acoust.
Soc. Am. 120, 270–279.

Shera, C. A. �2003�. “Mammalian spontaneous otoacoustic emissions are
amplitude-stabilized cochlear standing waves,” J. Acoust. Soc. Am. 114,
244–262.

Shera, C. A., and Guinan, J. J., Jr. �1999�. “Evoked otoacoustic emissions
arise by two fundamentally different mechanisms: A taxonomy for mam-
malian OAEs,” J. Acoust. Soc. Am. 105, 782–798.

Sun, X. M. �2005�. “Distortion product otoacoustic emission �DPOAE� fine
structure is responsible for the variability of DPOAE contralateral sup-
pression effect,” 25th Annual Midwinter Meeting of the Association for
Research in Otolaryngology, Abstract 1327.

Sun, X. M. �2008a�. “Contralateral suppression of distortion product otoa-
coustic emissions and the middle-ear muscle reflex in human ears,” Hear.
Res. 237, 66–75.

Sun, X. M. �2008b�. “Distortion product otoacoustic emission fine structure
is responsible for variability of distortion product otoacoustic emission
contralateral suppression,” J. Acoust. Soc. Am. 123, 4310–4320.

Talmadge, C. L., Long, G. R., Tubis, A., and Dhar, S. �1999�. “Experimental
confirmation of the two-source interference model for the fine structure of
distortion product otoacoustic emissions,” J. Acoust. Soc. Am. 105, 275–
292.

Wagner, W., Heppelmann, G., Müller, J., Janssen, T., and Zenner, H. P.
�2007�. “Olivocochlear reflex effect on human distortion product otoa-
coustic emissions is largest at frequencies with distinct fine structure dips,”
Hear. Res. 223, 83–92.

Williams, D. M., and Brown, A. M. �1995�. “Contralateral and ipsilateral
suppression of the 2f1-f2 distortion product in human subjects ,” J. Acoust.
Soc. Am. 97, 1130–1140.

Withnell, R. H., Shaffer, L. A., and Talmadge, C. L. �2003�. “Generation of
DPOAEs in the guinea pig,” Hear. Res. 178, 106–117.

Zhang, F., Boettcher, F. A., and Sun, X. M. �2007�. “Contralateral suppres-
sion of distortion product otoacoustic emissions: Effect of the primary
frequency in Dpgrams,” Int. J. Audiol. 46, 187–195.

1594 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Abdala et al.: Medial olivocochlear reflex



Use of stimulus-frequency otoacoustic emissions to investigate
efferent and cochlear contributions to temporal overshoota)
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Behavioral threshold for a tone burst presented in a long-duration noise masker decreases as the
onset of the tone burst is delayed relative to masker onset. The threshold difference between
detection of early- and late-onset tone bursts is called overshoot. Although the underlying
mechanisms are unclear, one hypothesis is that overshoot occurs due to efferent suppression of
cochlear nonlinearity �von Klitzing, R., and Kohlrausch, A. �1994�. J. Acoust. Soc. Am. 95, 2192–
2201�. This hypothesis was tested by using overshoot conditions to elicit stimulus-frequency
otoacoustic emissions �SFOAEs�, which provide a physiological measure of cochlear nonlinearity.
SFOAE and behavioral thresholds were estimated using a modified maximum-likelihood yes-no
procedure. The masker was a 400-ms “frozen” notched noise. The signal was a 20-ms, 4-kHz tone
burst presented at 1 or 200 ms after the noise onset. Behavioral overshoot results replicated previous
studies, but no overshoot was observed in SFOAE thresholds. This suggests that either efferent
suppression of cochlear nonlinearity is not involved in overshoot, or a SFOAE threshold estimation
procedure based on stimuli similar to those used to study behavioral overshoot is not sensitive
enough to measure the effect. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3068443�

PACS number�s�: 43.64.Jb, 43.64.Kc, 43.66.Ba, 43.66.Mk �BLM� Pages: 1595–1604

I. INTRODUCTION

The behavioral threshold of a brief tone burst or signal
in the presence of a gated broadband or notched noise is
higher when the burst is presented at the beginning of the
noise than when the burst is delayed by approximately 200
ms within the duration of the gated noise �Zwicker, 1965;
Elliott, 1965�. The difference in thresholds between early and
late bursts is called overshoot. In listeners with normal hear-
ing, overshoot is around 10 dB in conditions with moderate
narrow- or broadband noise levels, but this varies widely
across individual listeners and stimulus conditions �e.g.,
Bacon, 1990; Bacon and Liu, 2000; Carlyon and White,
1992; Formby et al., 2000; McFadden, 1989; Zwicker,
1965�. The purpose of the current study is to examine a
potential mechanism of the overshoot phenomenon. von Kl-
itzing and Kohlrausch �1994� proposed that overshoot is the
result of a shift in the basilar membrane �BM� input-output
�I/O� function, and that the shift may be a result of efferent
adaptation as suggested by Schmidt and Zwicker �1991�. If
this is the case, then the effects should be observable in
stimulus-frequency otoacoustic emissions �SFOAEs�, which
are generated by the same mechanism as the cochlear non-
linearity. The hypothesis is that if overshoot is the result of
efferent adaptation of cochlear nonlinearity, then comparable
amounts of overshoot should be observed in behavioral and
SFOAE thresholds.

In the past, overshoot has been explained as resulting
from short-term adaptation in afferent auditory-nerve fibers
tuned close to the signal frequency �Smith and Zwislocki,
1975�. A difficulty with that model is that off-frequency
tones �Bacon and Viemeister, 1985� and notched-noise
maskers �Bacon and Smith, 1991; Strickland, 2004� can pro-
duce an overshoot effect. That is, overshoot occurs in the
absence of excitation of fibers �by the masker� that are
near the signal frequency. Overshoot effects are reduced in
ears with impaired cochlear functioning. For example, over-
shoot is reduced in ears following intense sound exposure
�Champlin and McFadden, 1989�, following aspirin admin-
istration �McFadden and Champlin, 1990�, and in ears with
sensorineural hearing loss �Bacon and Takahashi, 1992;
Strickland and Krishnan, 2005�. These results are consistent
with an explanation of overshoot based on efferent adapta-
tions of cochlear mechanics: a reduction in cochlear nonlin-
earity would leave a smaller possible range of adaptation of
cochlear function, thereby reducing or even eliminating over-
shoot.

Evidence for involvement of the efferent system is de-
rived from a wide range of studies. Efferent adaptation is
mediated by the medial olivary complex �MOC� in the audi-
tory brainstem. A “fast” MOC adaptation occurs on time
scales on the order of 100 ms in humans �Guinan, 2006�.
This is similar to the time course of behavioral overshoot
results in which the magnitude of overshoot increases as the
delay in signal onset relative to the masker onset increases
toward 100 ms, and begins to asymptote around 200 ms
�e.g., Elliot, 1965 and Zwicker, 1965�. This suggests a pos-
sible relation of MOC functioning to overshoot. Such a rela-
tionship has been examined in studies performed on patients
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who had undergone vestibular neurectomy, a procedure that
severs vestibular and efferent nerves to alleviate severe ver-
tigo. One study found differences within 1.1 dB in the over-
shoot measured in the surgery and non-surgery ears, thereby
concluding that overshoot does not involve MOC efferent
activity �Scharf et al., 1997�. Another study using different
procedures found reduced overshoot in ears with vestibular
neurectomy compared to non-surgery ears, thus supporting
the role of MOC efferents as a contributor to overshoot
�Zeng et al., 2000�. Interpretation of these data is compli-
cated by the unknown effects of surgery on auditory func-
tion. Thus, there is no consensus of interpretation regarding
available data from subjects who received surgery. Further-
more, due to their restriction to this class of patients, such
studies cannot examine the role of the peripheral auditory
system in overshoot in normal-hearing subjects.

Bacon and Liu �2000� tested listeners with normal hear-
ing. Their results using both ipsilateral and contralateral pre-
cursors suggest either a possible role for peripheral adapta-
tion in ipsilateral overshoot or a stronger overshoot effect in
the ipsilateral ear due to the larger number of MOC efferent
neurons responding best to ipsilateral stimulation, as was
found by Liberman �1988� in cat ears. These results in
normal-hearing listeners contradict theories of overshoot
based solely on peripheral adaptation, but such adaptation
may contribute to ipsilateral overshoot. Contralateral stimu-
lation prior to noise onset reduced the overshoot effect in
normal-hearing subjects but had no effect in hearing-
impaired subjects �Turner and Doherty, 1997�. These results
support a role for the MOC system in overshoot, based on
the assumption that MOC effects would be absent in hearing-
impaired subjects.

Through experiments using cat in which the MOC fibers
were cut, it is known that the MOC reflex enhances the com-
pound action potential response to transient signals presented
in a continuous background noise; this enhancement effect is
termed antimasking �Kawase and Liberman, 1993�. The
MOC reflex also enhances the responses of single auditory-
nerve fibers in cat for transients within a continuous back-
ground noise �Kawase et al., 1993�. Kawase and Liberman
�1993� explained antimasking on the basis of MOC activa-
tion of outer hair cells �OHCs�. MOC fibers terminate on the
base of OHCs and modulate OHC function, and by exten-
sion, the cochlear nonlinearity. As described in reviews of
efferent effects �Pujol, 1994; Guinan, 2006�, the MOC modu-
lates the OHC activity responsible for the amplification of
low-level sounds. BM mechanics adapt in the presence of the
noise over time due to MOC activation. This produces a shift
to higher stimulus levels and a larger slope of the BM I/O
function, i.e., the smaller, compressive slope is modified in
the direction of a more nearly linear slope. The result is that
the cochlear representation of noise is reduced and the inter-
nal signal-to-noise ratio �SNR� is increased for the late burst
relative to the early burst. The detection threshold for the late
burst is thereby lower. These effects are consistent with ef-
fects observed in animal studies in which the olivocochlear
bundle was stimulated �Murugasu and Russell, 1996�. Be-
havioral overshoot data support the antimasking mechanism
�Strickland, 2001; Strickland, 2008�, although it is not clear

whether the improved representation of the tone burst in
noise is due to adaptation of cochlear mechanics, neural pro-
cessing, or both systems.

A shift in the BM I/O function due to efferent adaptation
is the overshoot mechanism proposed by von Klitzing and
Kohlrausch �1994�, and is illustrated in Fig. 1. Each panel
shows schematic BM I/O functions for the 200-ms delay
condition �late burst�, in which an efferent shift is present,
versus the 1-ms delay condition �early burst�, in which no
efferent shift is present. Each I/O function is assumed to
have linear growth at low input levels and compressive
growth at higher input levels. The pair of triangles on each
panel shows the input noise sound pressure level �SPL� in
each condition. In this example, a signal is assumed present
at a threshold based on an output level that is 8 dB higher
than the noise level. The resulting signal levels at threshold
are shown by circle symbols on each of the early-burst and
late-burst I/O functions. The amount of overshoot reported in
each panel is the input SPL difference of the threshold of the
signal with 1-ms delay compared to the threshold of the sig-
nal with 200-ms delay.

SFOAEs elicited using sine tones in noise are a non-
invasive correlate to behavioral tone-in-noise tests. If the
above mechanism for overshoot is correct, the MOC effects
on OHC functioning should be reflected in SFOAE thresh-
olds in comparable stimulus conditions. Shifts in SFOAE
level in the presence of contralateral �Souter, 1995� and ip-
silateral noise �Guinan et al., 2003; Goodman and Keefe,
2006; Guinan, 2006� have been used previously to study ad-
aptation by the MOC efferent system.

In the present study, behavioral and SFOAE thresholds
were measured in each subject using similar stimulus condi-
tions delivered by the same insert earphones. OAE responses
are often measured as I/O functions, which allow the estima-
tion of an OAE threshold as that input level resulting in an
OAE detected according to a chosen criterion level. A com-
monly used approach to defining the threshold is a minimum
SNR. This definition has the disadvantage that noise fluctua-
tions occurring near threshold can produce a nonmonotonic
growth of response at stimulus levels close to threshold. One
conclusion of a preliminary study �Keefe et al., 2003� was
that a better definition of SFOAE threshold was needed in
order to accurately measure changes in threshold that might
be associated with any overshoot effect. A novel aspect of
the present study was the measurement of a SFOAE thresh-
old using a sequential adaptive technique with properties that
are well understood from psychophysical research. Both be-
havioral and SFOAE thresholds were measured at 4 kHz,
which is a signal frequency often used in past overshoot
studies, e.g., Turner and Doherty �1997�, Bacon and Liu
�2000�, Smith et al. �2000�, and Strickland �2001, 2004,
2008�.

II. METHODS

A. Subjects

Subjects �N=14� were recruited from a young adult,
normal-hearing population. The inclusion criteria for the ex-
periments were that subjects have normal tympanograms and
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normal air-conduction thresholds, i.e., less than or equal to
15-dB hearing level �HL� at all octave frequencies from 0.5
to 8 kHz. A 0.226-kHz tympanogram was classified within
normal limits according to criteria described in Ellison and
Keefe �2005�. All testing was performed in one ear of each
subject. Thresholds of a 4-kHz tone burst were measured in
quiet and in noise presented over a range of levels. All be-
havioral thresholds for each subject were measured on the
same day, but a different day from that on which SFOAE
thresholds were measured. The more extensive SFOAE data
collection was completed in seven 2-h test sessions, one test
session for measuring the threshold of a tone-in-quiet condi-
tion and six sessions for the thresholds of tone-in-noise con-
ditions. All 14 subjects completed the SFOAE testing
whereas only 12 of these subjects participated in the behav-
ioral testing. The other two subjects did not return for behav-
ioral testing.

Research suggests the possibility of an attentional con-
trol of MOC functioning �Guinan, 2006�, which might vary
with subject state. The theory under evaluation was that
MOC adaption of cochlear nonlinearity produced changes in
SFOAEs, so that subject state �e.g., whether awake or asleep�
might influence any adaptation of SFOAEs. To control for
possible effects of subject state, subjects were kept awake
during the SFOAE test sessions with the assistance of a
DVD movie with sub-titles and no audible sound. This likely
resulted in lower average levels of physiological noise in the
SFOAE recordings, which might otherwise be elevated in a
sleeping subject who begins to snore or in a bored subject
who begins to fidget.

B. General methods

Subject responses were measured using custom software
on a laboratory Windows computer with a high-quality
sound card �24-bit resolution, 22.05-kHz sample rate, Card-
Deluxe�. SFOAEs were measured for tone-in-quiet and tone-
in-noise conditions using a commercial OAE ear-probe as-
sembly comprised of a microphone and a pair of receivers
�Etymotic ER-10C�. The ear-probe was inserted into the ear
canal using a soft foam tip provided by the manufacturer.
The ear-probe system was modified by the manufacturer to
provide 20 dB of additional gain in the output receivers.
Behavioral thresholds were measured in response to stimuli
presented through one receiver of the same ear-probe.

Behavioral and SFOAE measurements were performed
using the same procedures and stimuli to the maximum ex-
tent possible. The signal was a 4-kHz, 20-ms �5-ms ramps�
tone burst. The rationale for choosing this duration is de-
scribed at the end of Sec. II. A 400-ms, fixed-length sample
of noise was generated and used in all measurements as a
frozen noise masker. The noise had a notch in the spectrum
centered at 4 kHz, which coincided with the peak frequency
in the tone-burst spectrum, and a notch width of 0.4 kHz,
which corresponds to 0.14 octave. The lower and upper pass-
bands each had a bandwidth of 1.6 kHz. The notch width
was sufficiently broad that the main spectral lobe of the sig-
nal tone burst was contained completely within the notch.
The early-burst condition presented the onset of the signal 1
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FIG. 1. This figure shows the threshold shifts that are predicted from the
von Klitzing and Kohlrausch �1994� model. The modeled BM I/O functions
�with arbitrary normalization� are plotted as a function of stimulus level at 1
ms after the noise onset �solid lines� and 200 ms after the noise onset
�dashed line�. The simulated noise sound pressure spectrum level is listed in
each panel �as noise level� and represented on each plot by a triangle at this
input level. The noise level decreases in 5-dB steps from 60 dB �top panel�
to 40 dB �bottom panel�. Each threshold is marked on each plot using a
circle symbol and labeled with the appropriate threshold of the early ��1� or
late ��200� burst. In this model, the SNR for threshold for the burst is
assumed to be 8 dB above the noise level on the respective BM I/O function
�i.e., 8 dB difference between triangles and circles on the Y axis, or output�.
For example, in the middle panel, the noise level is 50 dB, so that the output
level at threshold is 8 dB higher, or 58 dB, for the late burst ��200�. The
early-burst threshold �1 attains this output level at an input SPL of 74 dB.
The overshoot is the difference in input SPL of the early burst to that of the
late burst, or 16 dB in this example.
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ms after the onset of the noise, and the late-burst condition
presented the onset of the signal 200 ms after the onset of the
noise. The temporal fine structure of the frozen noise was
identical for early and late bursts. Thresholds were measured
at each of six noise masker levels, which varied over a 60-dB
range in 12-dB increments. The noise sound pressure spec-
trum levels �reference bandwidth of 1 Hz� averaged across
the upper and lower passbands were measured in an artificial
ear simulator �IEC 711� to be �14, �2, 10, 22, 34, and 46
dB.

C. Adaptive behavioral threshold procedure using
yes/no task

An adaptive, maximum-likelihood �ML� procedure was
used to estimate thresholds in a yes-no task in the behavioral
experiments. Green �1993� introduced a ML method for es-
timating thresholds in a yes-no task using a modified logistic
function to represent the underlying psychometric function.
Gu and Green �1994� improved the ability of the ML method
to estimate false-alarm rates. Such ML procedures are accu-
rate in behavioral threshold testing �Formby et al., 1996;
Leek et al., 2000�. We used a ML procedure similar to that of
Gu and Green �1994� to measure thresholds with the follow-
ing modification: to overcome any sensitivity to the results of
the initial trials, the stimulus levels of the first four trials
were set independent of the subject’s responses to the trials.
The stimulus dynamic range was split into four equal sub-
ranges. The stimulus level in each of the first four trials was
selected by randomly choosing �without replacement� one of
these subranges for the trial, and then randomly choosing a
stimulus level within the sub-range. A threshold was then
calculated using the ML estimate based on these initial four
yes-no responses. The basic idea was that the stimulus levels
of the fifth and subsequent trials would be chosen as in
Green �1993� based on the current threshold estimate. This
initialization procedure substantially reduced the sensitivity
of the ML procedure to errors when testing subjects. Prelimi-
nary behavioral data were acquired with N as large as 30
trials and demonstrated that fewer trials gave results of suf-
ficient accuracy. Therefore, N=16 trials were used in the
main experiment. Of these 16 trials, 4 catch trials, i.e., 4
signal-absent trials, were randomly included after the first
stimulus presentation. These catch trials identified whether
the listener was inattentive, as would be evidenced by re-
sponding that a signal was present when no stimulus was
presented, and were used to assess the false-alarm rate �Gu
and Green, 1994�. The presence of these catch trials on any
of trials 2–16 interacted with the initialization procedure,
which was based on the first four signal-present trials irre-
spective of the number of catch trials that might have been
interpolated during the initialization. Thus, the stimulus lev-
els of the fifth and subsequent signal-present trials were cho-
sen using the ML procedure.

During the task, the subjects were instructed to ignore
the masker and listen for the tone bursts. The observation
interval was marked by a row of asterisks on the text panel of
a custom-built response box. For each observation interval,
they were instructed to push one button for “yes” and an-
other button for “no” to indicate whether the tone burst was

heard. Feedback included a message informing the subject of
the beginning of the first trial of a run, the yes or no response
entered on each trial, an alert to the next upcoming trial, and
a message announcing the end of the threshold test. After
each stimulus presentation, the automated procedure waited
until the subject depressed the yes or no button. To measure
a single behavioral threshold, the stimulus buffer was 1 s,
with an approximate 1.3-s response time �that varied across
subjects�, with 16 trials per run and two runs per estimate for
a total measurement time on the order of 1.2 min per condi-
tion. There was an additional brief waiting period for the
subject between runs and an initial alert displayed at the
beginning of each run. The final threshold was calculated as
the mean of two successive runs as long as the standard
deviation �SD� between runs was within 3 dB. If the SD was
larger, then another run was performed.

Behavioral thresholds at 4 kHz were measured in 12
subjects, which included six left and six right ears, six males
and six females, and a mean age of 21.2 years �SD of 1.5
years� in the �14, �2, and 22 dB noise level conditions.
Behavioral thresholds were measured in 11 of these 12 sub-
jects in the 10, 34, and 46 dB noise spectrum level conditions
�the 12th subject was not tested in these conditions due to the
subject’s time constraints�.

D. Adaptive SFOAE threshold procedure using yes/
no task

1. Basic SFOAE measurement procedures

For the tone-in-quiet condition, the signal s1 was the
same 20-ms tone burst at 4 kHz as used in the behavioral
task, and the suppressor stimulus s2 was a 30-ms tone burst
at a frequency 4% higher than that of the signal. The centers
of each tone burst were time aligned. The suppressor level
was fixed at 15 dB above the signal level. Both signal and
suppressor levels were varied by equal increments within an
adaptive threshold procedure. The pressure waveform p1 was
measured in response to stimulus s1 delivered through re-
ceiver 1 of the probe, response p2 was measured in response
to stimulus s2 delivered through receiver 2 of the probe, and
response p12 was measured in response to the simultaneous
presentation of s1 through receiver 1 and s2 through receiver
2. The SFOAE distortion response pd was calculated as the
nonlinear residual of p1+ p2− p12 �Keefe, 1998�, as has been
used in previous SFOAE studies �Schairer et al., 2003;
Schairer and Keefe, 2005; Schairer et al., 2006�. The distor-
tion response is zero for a purely linear system and otherwise
contains a residual that originates from the compressively
nonlinear mechanics associated with OHC functioning. Re-
cordings using the ear-probe inserted into an artificial ear
�IEC 711, B&K model 4157� confirmed minimal distortion
in the measurement system.

For the tone-in-noise conditions, the same tone-burst
stimuli as described above were used, but the notched noise
was added to the signal s1 with no change in s2. The early-
burst condition presented the onset of the signal 1 ms after
the onset of the noise �see left panels, Fig. 2�, and the late-
burst condition presented the onset of the signal 200 ms after
the onset of the noise �see right panels, Fig. 2�. The duration
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of the gated noise was 400 ms, which was followed by a
silent interval of 600 ms �total buffer duration of 1 s�. The
presentation of early and late tone bursts in a noise back-
ground �top row, Fig. 2� is analogous to the behavioral over-
shoot stimuli. The s2 stimulus was identical to that used in
quiet �middle row panels, Fig. 2�. The third stimulus set con-
sisted of the simultaneous presentation of s1 and s2 �bottom
row panels, Fig. 2�. The SFOAE distortion waveform pd

was calculated using the p1, p2, and p12 responses labeled in
Fig. 2.

Using a technique similar to that described in Goodman
and Keefe �2006�, it was verified in preliminary experiments
that there was no middle-ear muscle reflex shift evoked at
even the highest-level noise condition. This technique com-
pared the responses to a moderate-level low-frequency tone
�0.25 kHz� that was presented in quiet and in the notched-
noise masker. The lower passband in the notched-noise spec-
trum had negligible energy below 1.5 kHz, so that there was
no spectral overlap between the noise and the low-frequency
tone.

2. Measuring SFOAE thresholds adaptively using a
yes/no task

The use of a yes-no task requires a decision that the
signal, in this case the SFOAE, be classified as present �i.e.,
yes� or absent �i.e., no�. To minimize total test time, the tone
burst eliciting the SFOAE was presented on every trial. A
1024-sample Hanning window �with duration of 46 ms� was
applied to a first time interval of the response that included
the 20-ms tone burst followed by the interval in which the
SFOAE would be present �including a few milliseconds of
cochlear round-trip travel time�. The mean SFOAE latency is
in the range of 3–4.5 ms at 4 kHz �Shera and Guinan, 2003;

Schairer et al., 2006�. As shown in simulated responses in
Fig. 3, this first interval included all of the signal and sup-
pressor tone energies for either the early or late tone burst. A
second 1024-sample Hanning window was applied to the
1024 samples immediately following the first time interval.
No signal or suppressor tone was present during this second
interval, although the notched-noise signal was continuously
present during both intervals. A discrete Fourier transform
�DFT� of the windowed waveform was calculated for each of
the intervals. A signal was classified as present if the energy
level at 4 kHz in the first interval was at least 3 dB larger
than the energy level at 4 kHz in the second interval. Clas-
sifier criteria of 0, 6, and 9 dB were also analyzed in prelimi-
nary experiments. The results appeared less consistent using
the 0-dB criterion than with any other criterion. The 3-dB
criterion was selected because results were reliable and
thresholds were lower than with the 6- or 9-dB criteria.

The adaptive procedure to estimate SFOAE thresholds
was generally similar to the behavioral procedure, except
that no catch trials were included in the SFOAE procedure
because it used an energy detection decision that was not
subject to false alarms. On each trial of the adaptive proce-
dure �i.e., a trial results in a yes or no decision�, the stimulus
set shown in Fig. 2 was presented multiple times to enable
time averaging with real-time artifact rejection to exclude
intermittent noise generated by the subject or other environ-
mental source. In preliminary studies using two subjects,
data were acquired using a number of repeated responses
equal to 4, 8, 16, and 32. The response variability was ana-
lyzed in terms of the prevalence of far outliers in the sense
defined by Tukey �1977�. Such far outliers, when detected,
were excluded from the time average. The artifact rejection
method functioned better at excluding outliers with 16 or 32
responses than with 8 or fewer responses. The use of 32
responses did not reveal a clear benefit over the use of 16
responses. Thus, data in the main experiment were acquired
using 16 responses per trial. After calculating the signal as
the average of these 16 responses, the SFOAE threshold at
each noise level or in quiet was the lowest signal level that
produced a detectable SFOAE residual.

The final threshold was based on the median of three
runs. The median was preferable to the mean because some
runs were contaminated by excessively high SFOAE thresh-
olds. A factor that possibly contributed to variability in
thresholds is that some SFOAE I/O functions are nonmono-
tonic with increasing stimulus level �Schairer et al., 2003;
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FIG. 2. The modeled stimulus waveform responses in the ear canal �in
arbitrary units� are shown for the conditions used to estimate SFOAE thresh-
olds. Modeled responses for SFOAEs elicited by tone bursts masked by
notched noise in the early condition are shown in the left column, and
responses in the late condition are shown in the right column. The top panels
show the modeled signal+gated noise stimulus waveform responses p1, the
middle panels show the tonal suppressor responses p2, and the bottom pan-
els show the sum p12 of these responses.

FIG. 3. The simulated signal response p1 is plotted in arbitrary units as a
function of time �in milliseconds� for early and late bursts in noise in the left
and right panels, respectively. Each panel also shows the first and second
windows, each 1024 samples �or 46 ms� in length, which were used for the
signal-present and signal-absent detection conditions, respectively. Each
window is drawn as a box.
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Schairer and Keefe, 2005�. Notches in the SFOAE output
level may appear at a relatively high stimulus level, whereas
an adaptive procedure to estimate threshold assumes a mono-
tonic relationship. The role of this factor was not systemati-
cally studied because the entire I/O function was not re-
corded. Nevertheless, if present in any subject’s run, this
factor would play a role if the adaptive yes-no procedure of
Green �1993� were used because of its sensitivity to the re-
sults of the first few trials. When the initial trial detected no
SFOAE, the Green procedure set the stimulus to its maxi-
mum allowed level. This often resulted in preliminary ex-
periments in SFOAE thresholds lying near the maximum of
the range. As in the behavioral procedure, SFOAE thresholds
were acquired in a sequential adaptive procedure in which
the stimulus levels of the first four trials were set indepen-
dently of the yes-no responses in the trials. Preliminary re-
sults showed that this initialization reduced the variability of
SFOAE threshold estimates. This typically resulted in an ini-
tial threshold estimate within the low-to-moderate range of
input levels on the SFOAE I/O function, so that there was
reduced likelihood of an effect of a nonmonotonic notch in
the I/O function.

The 20-ms duration of the 4-kHz tone burst in the
SFOAE �and behavioral� measurements was selected based
on a preliminary pilot study. Increasing the tone-burst dura-
tion would be expected to increase the SNR and thus de-
crease the SFOAE threshold. The tone-burst durations were
varied between 10 ms, which is typical in behavioral over-
shoot studies, and 100 ms, which is on the order of MOC
latency, and thus was an upper limit in the experimental de-
sign. If the stimulus levels were high enough, then it might
produce system distortion that would contaminate the
SFOAE recording in an ear. Therefore, it was potentially
advantageous to use a longer-duration stimulus to evoke the
SFOAE so as to measure its threshold over a lower range of
stimulus levels. As expected, SFOAE thresholds were lower
with increasing stimulus duration and increasing signal aver-
aging. The signal averaging to extract the SFOAE was per-
formed prior to any classification of the SFOAE as present or
absent. Such signal averaging is not used in a behavioral
experiment. The task in each of the behavioral and SFOAE
experiments is to detect a signal in the presence of internal
and external noise. The external noise in each experiment
includes the noise masker and any environmental noise
transmitted with the stimulus. The internal noise sources dif-
fer in the behavioral and SFOAE experiments: the behavioral
internal noise source is attributed to the listener’s internal
state, while the SFOAE internal noise includes physiologic
sources of noise and the noise at the output of the micro-
phone preamplifier. The SFOAE internal noise is measured
using the DFT at the frequency �4 kHz� of the signal tone
burst. As described above �see Fig. 2�, a signal duration of 20
ms with a suppressor duration of 30 ms was used in the main
experiment. These durations were somewhat longer than tone
bursts used in behavioral overshoot studies �e.g., Formby
et al., 2000; McFadden, 1989; Zwicker, 1965�. However, the
longer durations were deemed to be appropriate because they
improved the SNR of the SFOAE measurements, yet were

shorter than the onset latencies associated with fast MOC
effects. Their use did not detract from the behavioral mea-
surements.

To measure a single SFOAE threshold at a fixed noise
level or in quiet, three buffers �p1, p2, and p12� comprising
the OAE stimulus had a total duration of 3 s, with 16 aver-
ages per trial, 16 trials per run, and three runs per estimate
for a total measurement time of 38.4 min. Note that only two
runs per estimate were obtained in the behavioral paradigm
because behavioral thresholds were less variable and the re-
sults more predictable than for the SFOAE paradigm.
SFOAE thresholds at 4 kHz were measured in all 14 sub-
jects, including six left and eight right ears, eight males and
six females, and a mean age of 21.1 years �SD of 1.4 years�.

III. RESULTS

A. Behavioral thresholds

The mean �1 standard error of the mean �SE� of the
behavioral thresholds for the tone burst in quiet and in
notched noise at each noise spectrum level is plotted in Fig.
4 for the early-burst �labeled 1 ms, gray solid line� and late-
burst �labeled 200 ms, gray dashed line� conditions. The two
thresholds in quiet for the early and late bursts provided rep-
lications of the threshold-in-quiet measurement �12-dB HL�.
This threshold in quiet was based on SPL measured in a
2 cm3 coupler in relation to its reference equivalent thresh-
old sound pressure level �RETSPL� based on continuous
tones. It lies above the nominal threshold of 0 dB HL due to
the brief duration �20 ms� of the tone burst. The thresholds in

FIG. 4. Mean behavioral �gray lines� and SFOAE �black lines� thresholds in
decibel HL as a function of the masker level, i.e., the noise sound pressure
spectrum level �reference bandwidth of 1 Hz� for the tone burst presented in
noise at 1 ms after the masker onset �solid lines� and 200 ms after the
masker onset �dashed lines�. The thresholds in quiet for each measure are
plotted as detached symbols on the left side. Each error bar extends �1 SE
from its mean.
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noise were elevated above the threshold in quiet and the
late-burst thresholds increased linearly with increasing noise
spectrum level �except for a slightly steeper rate of increase
for the threshold at the highest noise spectrum level�. The
slope of the early-burst threshold function was slightly larger
than that of the late-burst function at lower noise spectrum
levels and slightly smaller at higher noise spectrum levels,
resulting in an overall concave-downwards shape. The differ-
ence in the early-burst and late-burst thresholds was calcu-
lated for each subject as a function of noise spectrum level.
In Fig. 5 �dashed line�, the mean �1 SE of this difference
across subjects is plotted as the group-averaged overshoot.
The mean overshoot had a maximum of 16 dB at an inter-
mediate noise spectrum level of 22 dB. Mean overshoot de-
creased to 4 dB at the lowest noise sound pressure spectrum
level ��14 dB� and to 7 dB at the highest noise level �46
dB�.

B. SFOAE thresholds

The mean �1 SE of the SFOAE thresholds evoked by
the tone burst in quiet and in notched noise is plotted in Fig.
4 for the early-burst �labeled 1 ms, black solid line� and
late-burst �labeled 200 ms, black dashed line� conditions.
The mean threshold in quiet was 43-dB HL with a SE of
approximately 3 dB. The SFOAE thresholds for tone-in-
noise conditions were similar to the threshold for the tone in
quiet at the lower noise spectrum levels �up to 10-dB SPL�
and were more elevated at high noise spectrum levels �22 dB
SPL and above�. The thresholds in noise increased with noise
spectrum level with a slope of 0.26 dB/dB for noise sound
pressure spectrum levels in the range �14 to 34 dB. The
threshold at the highest noise level �46 dB� was lower than
that at the next highest level �34 dB�. This SFOAE threshold
slope of 0.26 dB/dB was much less than the behavioral-
threshold slope of approximately 1 dB/dB.

There was little difference in the mean SFOAE thresh-
olds of the early and late bursts in Fig. 4. This is quantified
by the mean SFOAE overshoot in Fig. 5 �solid line�, which
represents the mean �1 SE of the difference across subjects
in the early-burst and late-burst thresholds. This mean was
equal to 0 dB to within the measurement variability, i.e., the
early and late SFOAE thresholds were equal.

As explained in Sec. II, there was concern in the adap-
tive SFOAE threshold procedure with the threshold variabil-
ity between the three adaptive runs from which the threshold

was estimated as the median. This variability was analyzed
in terms of the SD across the three runs. This SD was calcu-
lated for the quiet and each of the noise conditions, and then
averaged across subjects. This average SD was generally
similar for the early- and late-bursts in noise conditions. The
average SD for the tone-in-noise conditions did not appear to
increase with increasing noise spectrum level. The grand av-
erage across all conditions and subjects of the SD across the
three runs was 4.5 dB.

IV. DISCUSSION

The ability to accurately measure thresholds has been an
important experimental test in psychoacoustics, with adap-
tive techniques to measure thresholds in widespread use. An
adaptive procedure to measure the threshold of a SFOAE
response was developed using an energy detection step em-
bedded in a yes-no task. Each run in the adaptive procedure
used maximum likelihood to set the stimulus levels on the
5th through the 16th trials and to calculate the threshold. The
resulting SFOAE thresholds had sufficiently small standard
errors to examine the predictions of a theory of behavioral
overshoot.

The behavioral thresholds of the late tone burst in-
creased linearly with increases in noise sound pressure spec-
trum level with the exception of the change in threshold from
the 34- to 46-dB level conditions �Fig. 4�. This linear rela-
tionship is consistent with the simultaneous masking of the
tone burst by the notched noise, in which the notch width
was relatively narrow �0.14 octave�. The rate of change in
behavioral thresholds of the early tone burst varied with
noise spectrum level, that is, it was not linear as in the late
tone-burst condition. This is expected because overshoot is
larger in moderate masker level conditions than in lower and
higher masker level conditions, and is attributed to nonlinear
changes in the early tone-burst threshold relative to the linear
changes in the late-burst threshold. The SFOAE thresholds
increased more slowly with increasing noise spectrum level,
with a slope of 0.26 dB/dB except at the highest noise spec-
trum level. The SFOAE thresholds would not be expected to
increase linearly with increasing noise spectrum level, be-
cause the SFOAE was measured at 4 kHz, which is the cen-
ter frequency within the notch of the notched-noise masker.
The SFOAE threshold slope of 0.26 dB/dB appears consis-
tent with a compressive growth of SFOAE suppression on
the BM at higher notched-noise levels. This disparity in
slopes in Fig. 4 resulted in more elevated SFOAE thresholds
than behavioral thresholds in quiet and at low noise levels,
and more elevated behavioral thresholds than SFOAE thresh-
olds at high noise levels.

The absolute levels of the SFOAE thresholds were
slightly elevated overall through the use of the 3-dB SNR
criterion in the energy detection procedure used at the 4-kHz
DFT bin �see Sec. II�. SFOAE thresholds would have been
reduced in quiet and for each noise condition if a 0-dB SNR
criterion had been used or if additional averaging of re-
sponses had been performed. The fact that the SFOAE en-
ergy detector used the same SNR criterion in quiet and in

FIG. 5. The group mean �1 SE of the behavioral overshoot �dashed line�
and SFOAE overshoot �solid line� calculated from the group responses in
Fig. 4 are plotted as a function of the masker level, i.e., the noise sound
pressure spectrum level �reference bandwidth 1 Hz�.
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each noise condition means that differences in physiological
noise would not be expected to account for the shallow slope
of the SFOAE threshold function in Fig. 4.

The variability in mean thresholds across subjects was
slightly larger for the SFOAE threshold data than the behav-
ioral threshold data, as is evident in the size of the SEs in
Figs. 4 and 5. This larger SFOAE variability must be inter-
preted in the context of the fact that these estimates were
based on 16 averages per trial within the adaptive procedure.
Thus, the adverse effects of noise were greater for SFOAE
threshold detection than for behavioral threshold detection.
SFOAE measurements included additional effects of noise
and variability from reverse transmission, small biological
signals, and any measurement equipment artifacts that are
not a factor in behavioral thresholds.

The theory summarized in Sec. I explains the lower
thresholds for the late burst in noise relative to the early burst
in noise in terms of an adaptation mechanism associated with
OHC and MOC efferent functioning, the effects of which are
present for the late burst and absent for the early burst. Thus,
noise excitation activates the MOC system, which affects
OHC functioning to reduce the amount of compression asso-
ciated with the cochlear-amplifier mechanism. As shown in
Fig. 1, the predicted overshoot has a maximum at intermedi-
ate noise spectrum levels. This midlevel maximum in over-
shoot was reported in Bacon and Smith �1991� and in other
studies cited in Sec. I, and, in particular, was observed in
behavioral overshoot in the present study using notched
noise �see Fig. 5�.

OAEs are produced through the activity of OHCs
evoked by a sound stimulus. A 4 kHz tone burst at moderate
levels in quiet produces a transient SFOAE at 4-kHz in nor-
mal ears �Konrad-Martin and Keefe, 2003� and in some ears
with mild hearing loss �Konrad-Martin and Keefe, 2005�. It
was hypothesized that if OHC functioning differs in the
early- and late-bursts in noise conditions, then differences in
evoked SFOAEs would be observed. Such differences were
not observed. There was no mean SFOAE overshoot despite
the presence of a behavioral overshoot as large as 16 dB
�Fig. 5�.

There are three possible explanations that might account
for the absence of SFOAE overshoot. First, efferent adapta-
tion of cochlear nonlinearity may not be the dominant under-
lying mechanism of overshoot. Second, although normal co-
chlear function is needed for sufficient afferent stimulation to
elicit the MOC, the resulting MOC effects may be neural.
That is, the effect might reflect MOC adaptation of neural
elements rather than cochlear mechanisms. The detection of
the late burst presented 200 ms after the noise onset is influ-
enced by this adaptation, but the detection of the early burst
is not. The adaptation may be regarded as lowering the in-
ternal gain of the noise, i.e., its internal level is reduced at
200 ms after the noise onset in comparison to immediately
following the noise onset. This adaptation does not necessar-
ily occur at the OHC level. When the late burst is presented
at a given spectral level, its internal SNR in some neural
representation�s� may be larger than that of the early burst.
Because the burst is presented at a higher spectrum level than
the noise spectrum level, and because the auditory system

has a compressively nonlinear response with increasing
stimulus level, the adaptation effect on the noise in the neural
representation may be greater than that on the brief burst.
This is generally similar to the antimasking effects observed
in cat �Kawase and Liberman, 1993; Kawase et al., 1993�.
However, antimasking effects in cat were explained as due to
adaptation of OHC functioning, whereas the present results
in humans could imply that the effects rely on factors other
than OHC functioning. In Sec. I, reduction in overshoot in
listeners with noise and aspirin exposure was interpreted as
evidence for cochlear involvement. However, noise exposure
and sensorineural hearing loss can also be associated with
changes in neural functioning, and aspirin administration has
systemic effects on neural functioning in addition to its ef-
fects on OHC function; salicylate effects are reviewed in
Cazals �2000�. Thus, the reduction in overshoot by any of
these effects does not necessarily demonstrate that overshoot
is produced by changes in OHC functioning alone, although
it is consistent with this involvement by reducing the afferent
auditory innervation received by MOC neurons.

Neural sources of excitatory and inhibitory feedback
may contribute to the mechanisms underlying overshoot
�McFadden, 1989�. Neural circuits involving the MOC sys-
tem are of particular interest. One possible circuit in the ven-
tral cochlear nucleus �VCN� relies on cholinergic modulation
of stellate cells �Fujino and Oertel, 2001�. MOC efferent fi-
bers projecting to OHCs also project through collateral
branches to the cochlear nuclei, including to T stellate cells
and D stellate cells in the VCN. T stellate cells are part of an
excitatory auditory pathway from the VCN through the ven-
tral nucleus of the trapezoid body �VNTB� to the contralat-
eral inferior colliculus. The activity of T stellate cells is
modulated by cholinergic inputs via feedback from the
VNTB including MOC neurons. D stellate cells inhibit the
activity of T stellate cells and are not modulated by cholin-
ergic inputs. Stellate cells are tonotopically organized, with T
stellate cells having a narrower excitatory tuning and D stel-
late cells having a broader inhibitory tuning. As further de-
scribed by Fujino and Oertel �2001�, this combination pro-
duces a lateral inhibition effect that may enhance the
encoding of spectral peaks in noise. More research is needed
to evaluate this and other possible neural sources of over-
shoot. Experiments using non-human mammals are also rel-
evant, e.g., MOC lesions in macaques produced changes in
behavioral thresholds for tones in continuous contralateral
noise �Smith et al., 2000�.

A third explanation to account for the absence of
SFOAE overshoot is that efferent adaptation of cochlear non-
linearity is an important underlying mechanism of behavioral
overshoot, but the SFOAE threshold estimation procedure
was not sensitive enough to detect SFOAE overshoot. It may
be that a large behavioral overshoot effect is accompanied by
a SFOAE overshoot effect that would require much more
averaging to reveal. The variability in thresholds across sub-
jects and the limits to threshold detection in the lower level
masker conditions �Fig. 4� may obscure much smaller
SFOAE effects. If this third explanation has merit, one im-
plication is that the stimulus conditions that will be effective
for studying the cochlear mechanisms underlying behavioral
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overshoot may not resemble the stimulus conditions used in
the present experiment. The latter were designed to be simi-
lar to the corresponding behavioral stimuli. The present re-
sults may not completely rule out the possibility that MOC
efferent adaptation of cochlear nonlinearity is an important
contributor to behavioral overshoot, but they constrain the
possible set of models to those that can also account for the
absence of a detectable MOC adaptation in SFOAE re-
sponses of the type reported in the present study. A difficulty
with this explanation is that the SFOAE thresholds were ap-
proximately equal or lower than the behavioral thresholds for
the tone-in-noise conditions at noise levels of 34 and 46 dB
�see Fig. 4�. Although behavioral overshoot was observed at
these higher noise levels, no SFOAE overshoot was observed
�see Fig. 5�. This finding supports the view that MOC adap-
tation of OHC function cannot explain overshoot at these
higher noise masker levels.

V. CONCLUSIONS

A sequential adaptive method to measure an OAE
threshold based on a ML procedure was developed and ap-
plied to the measurement of the threshold of a SFOAE elic-
ited by a tone burst in quiet and in noise. Such an adaptive
method is a promising tool for efficient measurements of
OAE thresholds. SFOAE thresholds were lower for the burst
in quiet than for the burst in moderate-to-high noise levels.
SFOAE thresholds did not differ for detection of early and
late tone bursts to within the measurement variability. Thus,
there was no overshoot in SFOAE threshold data despite
confirming the presence of overshoot in behavioral thresh-
olds in the same subject group. The results provide no sup-
port for a theory of behavioral overshoot based on temporal
adaptation of cochlear OHC function. This negative result
does not exclude the possibility that behavioral overshoot
has its origins in efferent adaptation of nonlinear cochlear
mechanics at lower and moderate noise levels, but it remains
to be explained how such a mechanism would not lead to
detectable overshoot in SFOAE responses at the higher noise
levels. It is concluded that there are important neural con-
tributors of overshoot.
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Quantifying how the sound delivered to the ear canal relates to hearing threshold has historically
relied on acoustic calibration in physical assemblies with an input impedance intended to match the
human ear �e.g., a Zwislocki coupler�. The variation in the input impedance of the human ear makes
such a method of calibration questionable. It is preferable to calibrate the acoustic signal in each ear
individually. By using a calibrated sound source and microphone, the acoustic input impedance of
the ear can be determined, and the sound delivered to the ear calibrated in terms of either �i� the
incident sound pressure wave or �ii� that portion of the incident sound pressure wave transmitted to
the middle ear and cochlea. Hearing thresholds expressed in terms of these quantities are reported,
these in situ calibrations not being confounded by ear canal standing waves. Either would serve as
a suitable replacement for the current practice of hearing thresholds expressed in terms of sound
pressure level calibrated in a 6cc or 2cc coupler.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075551�

PACS number�s�: 43.64.Yp �BLM� Pages: 1605–1611

I. INTRODUCTION

Pure tone audiometry has been the standard for measur-
ing hearing sensitivity since soon after the development of
the first commercial audiometer �Fowler and Wegel, 1922�.
Quantification of the signal delivered to the ear �i.e., calibra-
tion of the audiometer� entails measuring the sound signal
generated by the headphone with a microphone physically
coupled to the headphone through a volume intended to
match the volume enclosed by the headphone on a human
ear �Burkhard and Corliss, 1954�. But the acoustic output of
a headphone, “as a function of electrical signal, depends on
the acoustic load with which it is terminated” �Burkhard and
Corliss, 1954, p. 679�. The acoustic input impedance of the
human ear has been found to vary significantly �Voss and
Allen, 1994�, raising serious doubt about the validity of the
standard method of calibrating an audiometer. This obviously
has implications for the accuracy of hearing tests �e.g., Voss
et al., 2000�. In situ measurement of acoustic signals in the
ear, with a microphone placed in the ear canal, provides an
alternative method of calibration but standing waves con-
found sound pressure measurements �Stinson et al., 1982;
Siegel, 1994�. The use of a microphone in clinical settings
for recording sound pressure has been predominantly used
for recording otoacoustic emissions and monitoring stimulus
signal levels, and for obtaining the input impedance of the
ear �e.g., tympanometry and wideband power reflectance�.

Due to the effect of standing waves on the monitoring of
signal levels for generating otoacoustic emissions at high
frequencies �Siegel, 1994�, Neely and Gorga �1998� cali-
brated their sound stimuli in terms of sound intensity rather
than sound pressure. However, as observed by Farmer-Fedor
and Rabbitt �2002�, the total acoustic intensity also forms
standing waves in the ear canal. Farmer-Fedor and Rabbitt
�2002� suggested quantifying the incident or forward-going
acoustic intensity in the ear canal for the calibration of
acoustic signals in the ear canal, it being a “valid measure of
the stimulus input to the ear over the entire frequency range”
�p. 617�, devoid of standing waves, and so “could be used to
extend the range of audiometric tests to high frequencies
��8 kHz�” �p. 617�. Consistent with this suggestion Hazle-
wood et al. �2007�, in consideration of how the ear processes
the power it receives, concluded that hearing thresholds must
be expressed in terms of the forward-going sound pressure
�or intensity� wave, i.e.,

Pi
th =

Pm
th

1 + Rm
, �1�

where Pi
th is the forward-going or incident sound pressure

wave at behavioral hearing threshold, Pm
th is the sound pres-

sure at the measurement microphone at behavioral hearing
threshold, and Rm is the complex reflectance of the ear at the
measurement microphone in the ear canal. Pursuant to the
clinical application of calibrating stimulus levels in terms of
the forward-going sound intensity or pressure wave, Schep-
erle et al. �2008� investigated stimulus level variability ina�Electronic mail: rwithnel@indiana.edu
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distortion product otoacoustic emission measurement with
the stimuli calibrated in terms of the forward-going sound
wave, and found that stimulus level calibrated in terms of the
forward-going sound pressure wave was less variable than
total sound pressure as a function of probe insertion depth in
the ear canal, consistent with the forward-going or incident
sound pressure wave not being contaminated by standing
waves.

Sound propagation in the human ear canal at low fre-
quencies occurs predominantly as plane waves. Up to about
6 kHz, the ear canal can be modeled as a uniform cylinder
�Stinson, 1985� and so can be represented by a one dimen-
sional transmission line or waveguide, terminated by the im-
pedance of the middle ear. At higher frequencies, multiple
higher-order modes may be present due to the shape and
varying cross-sectional area of the ear canal. Farmer-Fedor
and Rabbitt �2002� explored the contribution of these higher-
order modes by examining nonplanar sound waves in the ear
canal by making sound pressure measurements at multiple
locations in an open ear canal; they concluded that quantify-
ing the nonplanar traveling wave, while more accurate, was
technically challenging. In contrast, studies that assume that
sound propagates along the ear canal as a plane wave �e.g.,
Rabinowitz, 1981; Keefe et al., 1993; Voss and Allen, 1994�
have provided for the development of clinical instruments
that quantify the reflectance of the ear by measuring sound
pressure in a closed ear canal with a probe assembly that
houses both a sound source �a speaker� and a microphone
�e.g., Feeney et al., 2003; Allen et al., 2005�.

The use of a single microphone/earphone combination in
a closed ear canal to quantify the input impedance/
admittance �and therefore reflectance� of the ear for plane
waves and subsequent calibration in terms of the forward-
going sound intensity or pressure wave rather than total
sound pressure requires the prior determination of the acous-
tical characteristics of the sound source, i.e., the acoustic
impedance and pressure of the microphone/earphone combi-
nation. The acoustic impedance �Zs� and sound pressure �Ps�
of the sound source can be determined by connecting the
sound source to various cavities with known acoustic imped-
ance and measuring the sound pressure in these cavities for a
constant electrical source signal �Rabinowitz, 1981; Allen,
1986; Keefe et al., 1992, 1993�. With Ps and Zs determined,
the sound source can be inserted in an ear canal and the load
admittance or the acoustic input admittance of the ear �Ym�
determined by measuring the sound pressure in the ear canal,
i.e.,

Ym =
Us

Pm
− Ys, �2�

where Ym is the input admittance of the ear at the micro-
phone location, Us is the volume velocity of the sound from
the source �Us= Ps /Zs�, Ys is the admittance of the source,
and Pm is the sound pressure at the measurement micro-
phone. A significant, if not the primary, determinant of the
setting of hearing sensitivity is the acoustic input impedance/
admittance of the ear. The �normalized� acoustic input admit-
tance of the ear �Ym /Y0� can also be expressed in terms of
the reflectance, i.e.,

Ym

Y0
=

1 − Rm

1 + Rm
, �3�

where Y0=A / ��c�, A is the cross-sectional area of the ear
canal at the location of the microphone, � is the density of air
in the ear canal, c is the wave velocity of sound in the ear
canal, and Rm is the reflectance of the ear at the measurement
microphone in the ear canal. This expression derives from
the French physicist Fresnel’s work �1823� on electromag-
netic wave propagation in different media �Born and Wolf,
1999�. For sound waves, it assumes a one dimensional wave-
guide with plane wave propagation. The reflectance of the
ear, Rm, includes the acoustic delay in the ear canal.

Sound delivered to the ear should be quantified in terms
of the forward-going sound intensity or sound pressure
wave,1 the forward-going sound wave not being contami-
nated by standing waves in the ear canal �Farmer-Fedor and
Rabbitt, 2002�. To obtain the forward-going or incident
sound pressure wave, Pi, we note that the sound pressure at
the microphone �Pm�, is given by

Pm = Pi + Pr, �4�

where Pr is the reflected or backward-going sound pressure
wave, and that

Rm =
Pr

Pi
, �5�

the reflectance at the measurement microphone being the ra-
tio of the reflected planar sound pressure wave and the inci-
dent planar sound pressure wave. From Eqs. �4� and �5� we
obtain Eq. �1�. For the measurement of hearing thresholds,
�Pm

th� is the hearing threshold level in pascals at the measure-
ment microphone, a value that can alter with the location of
the microphone in the ear canal, particularly at high frequen-
cies due to ear canal standing waves. The quantity �1+Rm�
also varies with position along the ear canal due to standing
waves. The result is that �Pm

th� and �1+Rm� covary with posi-
tion along the ear canal so that �Pi

th� remains constant, i.e.,
�Pi

th� does not vary as a function of position along the ear
canal. Note that the phase of Pi

th does depend on the location
of the microphone in the ear canal due to the acoustic delay
of sound propagation along the ear canal adding to the phase.

The magnitude of the incident �forward-going� sound
pressure wave quantifies in situ the sound incident on the
eardrum. The sound incident on the eardrum is a suitable
calibration reference for calculating hearing thresholds but it
is not the sound transmitted to the middle ear. The imped-
ance mismatch between the ear canal and the middle ear
means that some of the incident sound pressure wave is re-
flected at the eardrum; we will quantify this reflection of
sound by the reflection coefficient at the eardrum �not at the
microphone�, designated Rtm. The reflected wave at the ear-
drum is then given by RtmPi and that portion of the incident
wave transmitted to the middle ear is then given by �1
−Rtm�Pi. Therefore, the magnitude of the fraction of the in-
cident wave transmitted to the middle ear at hearing thresh-
old is given by
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�Pi
th� = ��1 − Rtm�Pi

th� . �6�

Equation �6� makes no assumptions about how sound is
transmitted through the middle ear �e.g., the question of
transmission losses through the middle ear� being only an
expression of that portion of the incident wave in pascals
transmitted to the middle ear. The quantity Rtm is obtained
from Rm by correcting for the acoustic delay between the
microphone and the eardrum. It would be nice if we could
further quantify the reflectance at the stapes footplate but we
do not know the acoustic delay through the middle ear.

Using a calibrated sound source and microphone, we can
obtain the input admittance �Ym� and reflectance �Rm� of the
ear from the measurement of sound pressure in the ear canal.
Behavioral hearing thresholds can then be expressed in terms
of the incident planar sound pressure wave, a value uncon-
taminated by ear canal standing waves. Here we examine
hearing thresholds in terms of �i� �Pi�, the magnitude of the
incident or forward-going sound pressure wave, and �ii� �Pt�,
the magnitude of the portion of the incident sound pressure
wave transmitted to the middle ear. We compare these hear-
ing thresholds with �i� hearing thresholds obtained in terms
of the total sound pressure measured in the ear canal and �ii�
hearing thresholds obtained in terms of the sound pressure
measured in a Zwislocki �DB100� coupler.

II. METHOD

Thirteen females, aged 20–30, with no neuro-otological
history, served as subjects for this study. This study was
completed with the approval of the human ethics committee,
Indiana University, Bloomington.

Signal generation and data acquisition was computer
controlled using a Mimosa HearID system with version R4
software module with a type II PCMCIA soundcard, coupled
to an Etymotic Research 10CP probe assembly, the micro-
phone signal amplified 40 dB and digitized at a rate of
48 kHz. Microphone sensitivity was 50 mV /Pa; sound pres-
sure measurements were corrected in software for the fre-
quency response of the microphone. Fourier analysis was
performed with a 2048 point fast Fourier transform, data
analysis restricted to 256 points and an upper frequency limit
of 6 kHz. The eartip was sized to each ear with eartip size
providing the dimension for cross-sectional area, A, for the
calculation of the characteristic impedance �for further dis-
cussion on ear canal area estimation, see Voss and Allen,
1994, and Keefe and Abdala, 2007�. The Thevenin equiva-
lent acoustic impedance and sound pressure of the probe as-
sembly was determined using four cavities of known acous-
tic impedance and solving four simultaneous equations with
two unknowns, Zs and Ps, the source impedance and sound
pressure, visco-thermal effects being accounted for in deter-
mining cavity lengths �Allen, 1986; Voss and Allen, 1994;
Keefe, 1984�. Cavity calibration to obtain Zs and Ps was
performed prior to each day of data acquisition. The probe
assembly was inserted in the ear canal with the goal of the
distal end of the eartip being flush with the entrance to the
ear canal. The ear canal sound pressure frequency response
was obtained from sound pressure measurements in the ear
canal of one ear of each subject using a sweep frequency or

chirp stimulus and the load admittance �Ym� calculated by
solving Eq. �2�. Hearing thresholds in dB sound pressure
level �SPL� at the measurement microphone for pure tones
were obtained using a method of limits with a 1 dB step-size
and six reversals. Hearing thresholds were measured within
the frequency range 250–6000 Hz.

Equivalent threshold sound pressure levels �ETSPLs�
were calculated from the voltage delivered to the ER10CP
probe at each frequency at behavioral threshold multiplied
by the sound pressure per volt measured at the behavioral
test frequencies in a Zwislocki �DB100� coupler with a con-
denser microphone.

Data analysis was performed in MATLAB.

III. RESULTS

A. �1+Rm�, �1−Rm�, and the phase of Rm

Figure 1 shows �1−Rm� and �1+Rm�, and the phase of
Rm, as a function of frequency for eight subjects. �1−Rm� and
�1+Rm� are the numerator and denominator terms of Eq. �3�
for the normalized input admittance of the ear �Ym /Y0�. In a
hard-walled cylinder terminated at a right angle by a hard-
walled boundary, the magnitude of the input admittance �Eq.
�3�� is a maximum when �1+R�f�� is a minimum, when the
phase of R is � and the magnitude of R is 1. A phase of � for
the reflectance defines the standing wave frequency, the
standing wave frequency denoted in the phase plots of Figs.
1�a�–1�d� by “ SWF.” The input admittance of the ear is
dominated by the ear canal, the ear canal being reasonably
represented by a uniform cylinder up to 6 kHz �Stinson,
1985�, and so the standing wave frequency is defined by the
angle of �.

In Fig. 1, �1+Rm� has a spectrum consistent with a stand-
ing wave at the microphone in the ear canal. In panels �a�–
�d�, the characteristic notch in the magnitude spectrum is
evident, the notch frequency being associated with the stand-
ing wave frequency. The frequency corresponding to the re-
flectance phase of −0.5 cycles, the standing wave frequency,
is not exactly the same as the frequency where �1+Rm� is a
minimum due to �Rm� varying with frequency �when �Rm� is
independent of frequency, the two are the same�. In panels
�e�–�h�, �1+Rm� decreases as a function of frequency, no
notch being evident because the standing wave frequency is
above the upper frequency limit �6 kHz�. The standing wave
frequency may be predicted from the straight line fit to the
reflectance phase. The term �1+Rm� is also the denominator
term in Eq. �1�, the magnitude of which should have the
same frequency-dependence as the magnitude of the sound
pressure measured at the microphone due to standing waves
in the ear canal. The numerator term for admittance magni-
tude, �1−Rm�, has a general tendency to have an opposite
frequency-dependence to �1+Rm�. For a hard-walled cavity,
�1−Rm� will have a maximum value when the phase of R is �
and the magnitude of R is 1, the same condition for the
minimum in �1+Rm�. In the ear, as for the minimum of �1
+Rm�, the frequency where �1−Rm� is a maximum may not
coincide with the standing wave frequency due to �Rm� vary-
ing with frequency.
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The phase of the reflectance is presumably dominated by
ear canal acoustic delay. In Fig. 1, the phase of the reflec-
tance in each case has been fitted with a line of best fit. The
slope of this line of best fit provides an estimate of the ear
canal acoustic delay from which the length of the ear canal
between the eardrum and the microphone can be derived. It
is notable that for seven of the eight subjects �excluding
07F004�, the phase of the reflectance is well described by the
line of best fit. This argues for sound to predominantly be
reflected from a single site of reflection �the eardrum� with a
pure delay, consistent with planar sound propagation in the
ear canal. The contribution of the tympanic membrane/
middle ear to the reflectance phase appears to be small, a not
surprising finding, particularly for that part of the frequency
range above 1 kHz where the input impedance of the middle
ear in humans is predominantly resistive.2 A poor fit of a
straight line to the reflectance phase data requires multiple
sites of reflection.

From the slope of the linear regression of reflectance
phase versus frequency, the distance from the microphone to
the eardrum was calculated for each subject, this estimate �in
millimeters� given in Fig. 1 in the phase data panels.

B. Quantifying the sound delivered to the ear

Figures 2 and 3 show hearing threshold levels in terms
of �i� the SPL measured at the microphone �SPL
=20 log��Pm

th� / Pref� �dB��, where Pref=0.000 02 Pa, �ii� the
incident sound pressure wave �FPL=20 log��Pt

th� / Pref� �dB��,

�iii� the portion of the incident wave transmitted to the
middle ear �TPL=20 log��Pt

th� / Pref� �dB��, and �iv� ETSPL
�dB�, as a function of frequency for the eight subjects of Fig.
1. Figure 2 shows the four subjects whose ear canal standing
wave frequency is below 6 kHz. The SPL at the measure-
ment microphone is larger than the incident SPL below
3 kHz. This is to be expected at low frequencies where, as
�Rm�→1 and the phase of Rm→0, Eq. �5� reduces to Pi

� Pm /2 and so the SPL measured at the microphone should
tend to 6 dB larger than the incident SPL. As frequency in-
creases, any discrepancy between SPL and FPL will depend
on the value of �Rm� and the difference in phase between the
incident and reflected waves. At 4 kHz, SPL is less than FPL,
this being the frequency region where the ear canal standing
wave will have the most effect on the measurement of sound
pressure at the probe microphone. The standing wave fre-
quency for the four cases shown in Fig. 2, based on the slope
of the phase of the reflectance, is 4.1, 4.6, 5.2, and 4.2 kHz,
respectively. Note that the magnitude of the difference be-
tween the SPL measured at the probe microphone and the
SPL in terms of the incident pressure wave near the standing
wave frequency is dependent on the reflectance magnitude
near this frequency. Hearing thresholds, in terms of that por-
tion of the incident sound pressure wave transmitted to the
middle ear, show no particular frequency-dependence across
the four subjects; these thresholds better quantify the signal
the cochlea is receiving but are qualified by the accuracy of
estimating the length of the ear canal. Hearing thresholds in

FIG. 1. �1−Rm� and �1+Rm�, and the phase of Rm, as a function of frequency for eight subjects. �1+Rm� has a spectrum consistent with a standing wave at the
microphone in the ear canal; in four cases, a notch in the magnitude spectrum is evident. The reflectance phase corresponding to the magnitude data identifies
the standing wave frequency by the intersection of a straight line at a phase of −0.5 cycles and the reflectance phase. In four cases, no standing wave frequency
is identified, the standing wave frequency being above 6 kHz. The phase of the reflectance in each case has been fitted with a straight line. The standing wave
frequency may be predicted from this straight line fit to the reflectance phase.
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terms of ETSPL, based on calibration of the ER10CP ouput
in a DB100 coupler measured with a coupler microphone,
show reasonable agreement with the SPL configuration up to
2 kHz. At low frequencies, where the ear canal and DB100
effectively reduce acoustically to simple volumes, SPL and
ETSPL should be similar in value if the ear canal acoustic
volume is similar to the DB100 acoustic volume. Above
2 kHz, ETSPL configuration departs significantly from the
configurations for SPL and FPL, although SPL is confounded
by standing waves. The discrepancy between ETSPL and
FPL demonstrates the coupler-based calibration error in
quantifying SPLs at the eardrum.

Figure 3 shows hearing thresholds for the four subjects
whose ear canal standing wave frequency at the measure-
ment microphone was above 6 kHz. As for Fig. 2, hearing
thresholds for SPL are greater than FPL up to 3 kHz. If the
ear canal standing wave frequency is well above 6 kHz, then
any observed convergence between the values of SPL and
FPL would be mostly attributable to the value of �Rm�→0.
This is the case for panel �a� where SPL remains larger than
FPL up to 6 kHz but converges to FPL as frequency in-
creases. Figure 1 for subject 07F009, corresponding to panel
�a� of Fig. 3, shows 07F009 to be the ear with the shortest
length from eardrum to microphone and so has the highest
ear canal standing wave frequency; based on the length esti-
mate of 7 mm, the standing wave frequency is 12.7 kHz. In
panels �b�–�d�, ears where the eardrum to microphone acous-
tic length corresponds to standing wave frequencies in the
range 6.6–7.9 kHz, FPL exceeds SPL at 6 kHz �and at
4 kHz in panel �b��. As for Fig. 2, SPL for these subjects is

confounded by standing waves at one or more frequencies.
Hearing thresholds in terms of that portion of the incident
sound pressure wave transmitted to the middle ear �TPL�
show no particular frequency-dependence across the four
subjects, as observed in Fig. 2. Hearing thresholds in terms
of ETSPL, similar to Fig. 2, show divergence in configura-
tion relative to SPL and FPL above 2 kHz, although least so
in panel �a� where the standing wave frequency is well above
6 kHz.

It is to be expected that the transmission line properties
of the ear canal will preclude either ETSPL or SPL being an
accurate estimate of the sound signal at the eardrum. Hearing
thresholds expressed in terms of the incident or transmitted
sound pressure are not confounded by ear canal standing
waves. Either would serve as a suitable replacement for the
current practice of hearing thresholds expressed in terms of
hearing level or SPL calibrated in a 6cc or 2cc coupler.

IV. DISCUSSION

The acoustic input admittance of the ear can be quanti-
fied by using a sound delivery and measurement system with
the Thevenin equivalent acoustic parameters, Ps and Zs, de-
termined using a cavity calibration procedure �e.g., Allen,
1986�. The sound signal delivered to the ear can then be
quantified in terms of the forward-going sound pressure �or
forward-going sound intensity� wave, providing a calibrated
signal that is not affected by standing waves in the ear canal
�Farmer-Fedor and Rabbitt, 2002�. This calibration is valid
up to 6 kHz, the plane wave assumption up to 6 kHz being

FIG. 2. Hearing threshold levels in terms of �i� the sound pressure measured at the microphone �SPL=20 log��Pm
th� / Pref� �dB��, �ii� the incident sound pressure

wave �FPL=20 log��Pt
th� / Pref� �dB��, �iii� the fraction of the incident wave transmitted to the middle ear �TPL=20 log��Pt

th� / Pref� �dB��, and �iv� ETSPL, as a
function of frequency for the four subjects whose ear canal standing wave frequency was below 6 kHz. Pref=0.000 02 Pa.
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supported by reflectance phase data that are well described
by a pure delay and a single site of reflection at the eardrum.
Expressing the sound delivered to the ear in terms of �Pi� is
preferable to the current convention of not measuring the
acoustic signal in situ and estimating the sound pressure
from measurements in a calibration cavity or artificial ear.
Neither the sound pressure measured at the microphone nor
sound pressure calibrations in a coupler accurately quantify
the sound pressure at the eardrum. The availability of com-
mercial probe assemblies that house both a speaker and a
microphone �e.g., ER.10C� and the capacity to quantify the
forward-going sound pressure wave argues for pure tone au-
diometry to be revised so that the acoustic signal is cali-
brated in each and every ear canal, thereby removing any
contamination by standing waves.

The value of R used in this study to calculate hearing
thresholds in terms of the incident and transmitted sound
pressure was that obtained to a 60 dB �peak� SPL chirp. It is
expected that the cochlear input impedance at hearing thresh-
old stimulus levels contributes to R �Allen, 2001�, perhaps
generating hearing threshold microstructure �Elliot, 1958�.
At high stimulus levels, cochlear input impedance has been
found to be predominantly resistive over much of the fre-
quency range examined in this study �Aibara et al., 2001�.
Obtaining R to stimulus levels near hearing threshold may
furnish a more accurate estimate of the incident sound pres-
sure wave at hearing threshold. However, the increase in
signal averaging time to obtain such a value of R �and the
use of a pure tone stimulus rather than a chirp to exclude

nonlinear stimulus interaction in the cochlea� may render
threshold reflectance measurements clinically impractical.

The portion of the incident sound pressure wave trans-
mitted to the middle ear is an attempt to estimate the signal
the cochlea receives from the sound pressure incident on the
eardrum. The impedance mismatch between the ear canal
and the middle ear determines the percentage of the sound
incident on the eardrum that is reflected. However, the ne-
cessity of calculating the acoustic length from the micro-
phone to the eardrum only applies to calculating hearing
thresholds in terms of the transmitted sound pressure.
Knowledge of acoustic length is not required for calibration
in terms of the forward-going sound pressure wave. The un-
certainty in calculating acoustic length argues for expressing
hearing thresholds in terms of the incident or forward-going
sound pressure as the preferred calibration.

1For a plane sound wave, sound intensity and sound pressure are related by
the equation I= P2 /Z0 �Lighthill, 1978�.

2It is likely that the phase oscillates about some mean value over the fre-
quency range that the input impedance is predominantly resistive
�O’Connor and Puria, 2008, Parent and Allen, 2007�.

Aibara, R., Welsh, J. T., Puria, S., and Goode, R. L. �2001�. “Human middle-
ear sound transfer function and cochlear input impedance,” Hear. Res.
152�1–2�, 100–109.

Allen, J. B. �1986�. “Measurement of eardrum acoustic impedance,” in Pe-
ripheral Auditory Mechanisms, edited by J. L. Hall, J. B. Allen, A. Hub-
bard, S. T. Neely, and A. Tubis �Springer-Verlag, New York�, pp. 44–51.

Allen, J. B. �2001�. “Nonlinear cochlear signal processing,” in Physiology of
the Ear, Second edition, edited by A. F. Jahn and J. Santos-Sacchi �Sin-
gular Thomson Learning, San Diego, CA�, pp. 393–442

FIG. 3. Hearing threshold levels in terms of �i� the sound pressure measured at the microphone �SPL=20 log��Pm
th� / Pref� �dB��, �ii� the incident sound pressure

wave �FPL=20 log��Pi
th� / Pref� �dB��, �iii� the fraction of the incident wave transmitted to the middle ear �TPL=20 log��Pt

th� / Pref� �dB��, and �iv� ETSPL, as a
function of frequency for the four subjects whose ear canal standing wave frequency was above 6 kHz.

1610 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Withnell et al.: In situ calibration for hearing thresholds



Allen, J. B., Jeng, P. S., and Levitt, H. �2005�. “Evaluation of human middle
ear function via an acoustic power assessment,” J. Rehabil. Res. Dev. 42,
63–78.

Born, M., and Wolf, E. �1999�. Principles of Optics. �Cambridge University
Press, New York�.

Burkhard, M. D., and Corliss, E. L. �1954�. “The response of earphones in
ears and couplers,” J. Acoust. Soc. Am. 26, 679–685.

Elliot, E. �1958�. “A ripple effect in the audiogram,” Nature �London� 181,
1076.

Farmer-Fedor, B. L., and Rabbitt, R. D. �2002�. “Acoustic intensity, imped-
ance and reflection coefficient in the human ear canal,” J. Acoust. Soc.
Am. 112, 600–620.

Feeney, M. P., Grant, I. L., and Marryott, L. P. �2003�. “Wideband energy
reflectance measurements in adults with middle-ear disorders,” J. Speech
Lang. Hear. Res. 46, 901–911.

Fowler, E. P., and Wegel, R. L. �1922�. “Audiometric methods and their
applications,” Trans. Am. Laryngol. Rhinol. Otol. Soc., 98–132.

Hazlewood, C., Jeng, P., Withnell, R. H., and Allen, J. B. �2007�. “How does
the power delivered to the ear relate to hearing?” American Auditory So-
ciety Meeting, Scottsdale, AZ.

Keefe, D. H. �1984�. “Acoustical wave propagation in cylindrical ducts:
Transmission line parameter approximations for isothermal and noniso-
thermal boundary conditions,” J. Acoust. Soc. Am. 75, 58–62.

Keefe, D. H., and Abdala, C. �2007�. “Theory of forward and reverse
middle-ear transmission applied to otoacoustic emissions in infant and
adult ears,” J. Acoust. Soc. Am. 121, 978–993.

Keefe, D. H., Bulen, J. C., Arehart, K. H., and Burns, E. M. �1993�. “Ear-
canal impedance and reflection coefficient in human infants and adults,” J.
Acoust. Soc. Am. 94, 2617–2638.

Keefe, D. H., Ling, R., and Bulen, J. C. �1992�. “Method to measure acous-
tic impedance and reflection coefficient,” J. Acoust. Soc. Am. 91, 470–
485.

Lighthill, J. �1978�. Waves in Fluids. �Cambridge University Press, Cam-
bridge, UK�.

Neely, S. T., and Gorga, M. P. �1998�. “Comparison between intensity and
pressure as measures of sound level in the ear canal,” J. Acoust. Soc. Am.
104, 2925–2934.

O’Connor, K. N., and Puria, S. �2008�. “Middle-ear circuit model param-
eters based on a population of human ears,” J. Acoust. Soc. Am. 123,
197–211.

Rabinowitz, W. M. �1981�. “Measurement of the acoustic input immittance
of the human ear,” J. Acoust. Soc. Am. 70, 1025–1035.

Parent, P., and Allen, J. B. �2007�. “Wave model of the cat tympanic mem-
brane,” J. Acoust. Soc. Am. 122, 918–931.

Scheperle, R. A., Neely, S. T., Kopun, J. G., and Gorga, M. P. �2008�.
“Influence of in situ, sound-level calibration on distortion product otoa-
coustic emission variability,”J. Acoust. Soc. Am. 124, 288–300.

Siegel, J. H. �1994�. “Ear-canal standing waves and high-frequency sound
calibration using otoacoustic emission probes,” J. Acoust. Soc. Am. 95,
2589–2597.

Stinson, M. R. �1985�. “The spatial distribution of sound pressure within
scaled replicas of the human ear canal,” J. Acoust. Soc. Am. 78, 1596–
1602.

Stinson, M. R., Shaw, E. A., and Lawton, B. W. �1982�. “Estimation of
acoustical energy reflectance at the eardrum from measurements of pres-
sure distribution in the human ear canal,” J. Acoust. Soc. Am. 72, 766–
773.

Voss, S. E., and Allen, J. B. �1994�. “Measurement of acoustic impedance
and reflectance in the human ear canal,” J. Acoust. Soc. Am. 95, 372–384.

Voss, S. E., Rosowski, J. J., Merchant, S. N., Thornton, A. R., Shera, C. A.,
and Peake, W. T. �2000�. “Middle ear pathology can affect the ear-canal
sound pressure generated by audiologic earphones,” Ear Hear. 21, 265–
274.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Withnell et al.: In situ calibration for hearing thresholds 1611



Spectral integration under conditions of comodulation masking
release

Emily Buss and John H. Grose
Department of Otolaryngology/Head and Neck Surgery, University of North Carolina School of Medicine,
Chapel Hill, North Carolina 27599

�Received 25 March 2008; revised 14 August 2008; accepted 17 December 2008�

Detection of a pure tone signal in a narrowband noise masker can be improved by the introduction
of coherently amplitude modulated masker bands in neighboring frequency regions, an effect called
comodulation masking release �CMR�. Experiment 1 tested the hypothesis that detection of a
spectrally complex signal in a comodulated masker critically depends on the signal/masker
interaction, with best sensitivity in conditions where the signal introduces across-frequency stimulus
envelope differences. Consistent with this hypothesis, thresholds for a multi-frequency signal
differed by approximately 10 dB depending on the relative patterns of signal/masker interaction
across frequency. In comodulated maskers, there was no improvement in threshold relative to the
single-frequency signal threshold even in cases where the multi-frequency signal introduced
across-frequency envelope differences. Experiment 2 tested conditions that have previously been
associated with large spectral integration in comodulated but not random maskers. Results depended
on the masker configuration used as the reference condition, with comparable integration for random
and comodulated noise in some cases. The results suggest that CMR obtained with a pure tone
signal can differ greatly from that obtained with a complex signal, and that spectral integration is
inversely related to the amount of CMR under some conditions.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075579�

PACS number�s�: 43.66.Dc, 43.66.Ba �MW� Pages: 1612–1621

I. INTRODUCTION

Comodulation masking release �CMR� is the detection
advantage associated with coherence in the patterns of
masker amplitude modulation across frequency. This effect is
typically demonstrated with a single pure tone signal, pre-
sented either in maskers of increasing bandwidth or in one of
a family of narrowband noise maskers. While some of the
masking release demonstrated with these stimuli may be due
to within-channel cues �Schooneveldt and Moore, 1987;
Berg, 1996; Verhey et al., 1999�, such as envelope beats, it is
often argued that CMR in the strictest definition is due to
across-channel comparisons �Schooneveldt and Moore,
1987; Carlyon et al., 1989�. Psychoacoustic models of
across-channel cues underlying “true” across-channel CMR
tend to be based on the change in envelope statistics across
frequency �Buus, 1985; Cohen and Schubert, 1987; Piechow-
iak et al., 2007�, such as a reduction in envelope correlation
or “listening in the dips.” Naturally occurring sounds tend to
be coherently modulated across frequency �Hall et al., 1984;
Nelken et al., 1999�, so the CMR paradigm could reflect a
general auditory adaptation to the processing of natural
sounds.

While most studies in the CMR literature have used
spectrally simple signals, such as a pure tone presented for
several hundred milliseconds, naturally occurring signals are
usually spectrally complex. Several studies have demon-
strated CMR for spectrally complex signals, such as speech
�Grose and Hall, 1992; Festen, 1993; Kwon and Turner,
2001� or tonal complexes �Hall et al., 1988; Grose et al.,
2005�. Hall et al. �1988�, for example, showed that the pres-

ence of a signal-free flanking band was not a prerequisite for
obtaining masking release. In that study there were three
maskers, all 30-Hz wide and centered on the fourth to sixth
harmonics of 100, and the signal to be detected was a pure
tone at one or more of those frequencies; all signals were
presented at equal amplitude and with random starting phase.
Thresholds in that study were lower for comodulated as com-
pared to random maskers even when there was a signal
present at all three masker frequencies.

Spectral integration for detection is defined as the ad-
vantage conferred by presenting multiple signal components
in different frequency regions. Buus et al. �1986� showed
that detection of relatively long pure tone signals in wide-
band noise improved by 10 log��n� for tones presented to
spectrally independent auditory channels �referred to hereaf-
ter as the �n rule�. This model assumes that d� increases
linearly with signal intensity. The �n rule is also consistent
with detection of pure tone signals in narrowbands of Gauss-
ian noise and with detection of intensity increments in bands
of noise �Grose and Hall, 1997�. The form of spectral inte-
gration for tones presented in coherently amplitude modu-
lated masker bands is less clear. One reason to expect less
than a �n reduction in threshold is that coherent masker
modulation reduces the statistical independence of informa-
tion distributed across frequency; another reason is that the
inclusion of multiple signals is likely to change the across-
channel cues available for detection, such that detectability
of each tone individually could be reduced in the context of
multiple tones. Some psychoacoustic studies report that inte-
gration in a comodulated masker is comparable to that ob-
served in random noise �Grose et al., 2005�, while others
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report less integration �Hall et al., 1988; van den Brink et al.,
1992� or substantially more integration in coherently modu-
lated as compared to random bands �Bacon et al., 2002�. The
differences in integration across studies are related in part to
the choice of single-component signal condition used as
baseline. For example, Grose et al. �2005� defined integra-
tion relative to threshold for a single pure tone in the pres-
ence of four comodulated noise bands, whereas Bacon et al.
�2002� defined it relative to pure tone detection threshold in
a single band of noise. The implication of this difference will
be revisited in the results and discussion of experiment 2.

Data on detection of multi-frequency signals have been
interpreted as discriminating between potential cues in CMR.
For example, Hall et al. �1988� argued that the CMR ob-
tained with multi-frequency signals is difficult to reconcile
with models based on envelope decorrelation or cued listen-
ing. van den Brink et al. �1992� asserted that CMR models
based on either dip listening or envelope decorrelation pre-
dict no CMR for a multi-component signal in cases where
the interactions between signals and masker produce com-
pound output envelopes that are identical across frequency. If
this is true for the auditory system, then thresholds for multi-
component signals should be quite poor under conditions
where the signal/masker interactions are identical across fre-
quency, a result which would be associated with reduced
estimates of spectral integration. The first experiment tested
this hypothesis by controlling the regularity of signal/masker
interactions via manipulation of signal amplitude and phase,
with the prediction that masking release would be absent for
conditions in which the signal/masker interactions produce
identical envelope cues across frequency. The second experi-
ment assessed spectral integration in a family of Gaussian
noise bands, a stimulus for which Bacon et al. �2002� re-
ported elevated levels of spectral integration when the
masker bands were coherently sinusoidally amplitude modu-
lated �SAM� as compared to random noise conditions.

II. EXPERIMENT 1

The manipulation of signal/masker interaction in this ex-
periment can be understood in terms of the beating that oc-
curs between pairs of tones. The inherent modulation of a
narrowband noise is due to beating between components
making up that band and is dependent on the phase and
relative frequency of those components. Transposing those
components uniformly up or down in frequency produces a
comodulated band, whereas adjusting the phase or amplitude
of one or more components can modify the pattern of inher-
ent envelope fluctuation. Similarly, adding a pure tone signal
to a narrowband masker can change the beating pattern of the
summed stimulus. In the case of a multi-component signal, if
each signal tone sums with the corresponding masker band in
the same way—with the same amplitude and phase, and at
the same relative frequency within the masker complex—
then the associated envelope change is identical across fre-
quency, whereas deviating from this configuration �e.g., ran-
domizing signal phase� introduces potential envelope
differences across frequency. The perceptual consequences

of these differences for detecting a multi-component signal
in comodulated maskers are the focus of the present experi-
ment.

If the signal detection benefit associated with coherent
masker modulation is based in part on the differences in
stimulus envelope across frequency, then multi-signal con-
figurations that reduce or eliminate those differences should
likewise reduce the detection benefit. In the experiment that
follows, the signal/masker phase and amplitude relationships
across frequency are manipulated. It is hypothesized that sig-
nal parameters minimizing across-frequency envelope differ-
ences will likewise reduce any detection benefit associated
with masker modulation coherence, with greater benefit un-
der conditions of greater across-frequency envelope differ-
ences associated with addition of the signal. This effect will
be quantified in terms of the threshold difference for detec-
tion of a tone as compared to a tonal complex, a quantity
defined as spectral integration.

A. Methods

1. Observers

Observers were six adults, from 23 to 51 years old
�mean of 34 years�. All had thresholds of 20 dB HL or less at
octave frequencies of 250–8000 Hz �ANSI, 1996�, and none
reported a history of chronic ear disease. All observers were
practiced in psychoacoustical tasks at the outset of the ex-
periment, having participated in at least one prior experi-
ment.

2. Stimuli

Maskers were 15-Hz wide bands of Gaussian noise pre-
sented at 50 dB SPL per band, and there were either one or
five bands. Band center frequencies were separated by a fac-
tor of �1.9 and included 276, 525, 1000, 1904, and 3624 Hz.
There were three types of maskers—on-signal �one single
band for each of five frequencies�, all-coherent, and all-
random. The maskers were generated in the frequency do-
main at the outset of each threshold estimation track. A band
of noise was generated based on random Gaussian draws
defining the real and imaginary components contained within
the masker passband. In the all-coherent conditions the same
set of random draws was used to generate all five masker
bands. In the all-random conditions each band was generated
based on independent random draws. The stimulus genera-
tion array was 217 points in length; when converted to the
time domain and played at a sampling rate of 12 207 Hz,
this produced a 10.7-s stimulus that repeated seamlessly and
played continuously over the course of a threshold estima-
tion track.

The signal was a pure tone or a set of five pure tones,
with frequencies corresponding exactly to the center frequen-
cies of the masker bands. There were five single-frequency
signal conditions, with a single pure tone serving as the sig-
nal, and either a single masker band �on-signal� or a family
of five masker bands present �all-coherent or all-random�.
For the all-coherent and all-random masker types there were
four additional multi-frequency signal conditions, defined in
terms of the relative level of tones �equal or normalized� and
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the starting phase of the signal tones �fixed-� or random-��.
The normalized level tones were individually adjusted in am-
plitude based on detection threshold in the associated single-
frequency conditions, with either all-coherent or all-random
maskers. As such, each tone was presented at equal level in
dB SL, estimated independently for each observer and for
each masker type. The starting phases of signal tones in the
multi-signal conditions were either based on a single random
draw or five independent draws from a uniform distribution
�0–2��. This difference has consequences for the all-
coherent condition. In the all-coherent random-� condition
each signal tone had a different effect on the envelope of the
band to which it was added. In contrast, signals in the
fixed-� condition had a similar effect on envelopes across
frequency in the normalized level condition and identical
effects in the equal level condition. Signals were generated in
the frequency domain using similar methods as those used to
generate the maskers in order to maintain precise control of
the signal/masker relationship.

Figure 1 shows envelopes of example stimuli, illustrat-
ing the effects of signal phase and level manipulations. The
Hilbert envelope associated with a 15-Hz wide band of noise
is plotted as a function of time, shown with the thin gray
lines in both panels. This 50-dB SPL masker sample was
summed with a 45-dB pure tone signal at the masker center
frequency, and the envelope of the result is plotted with the
thick black line in each panel. The dotted lines in each panel
indicate the different envelope effects obtained by increment-
ing the signal starting phase by 90° �panel �A�� or the signal
amplitude by 5 dB �panel �B��. On average adjusting starting
phase of the signal does not affect the overall stimulus level,
but it does have a marked effect on the envelope pattern; for
a signal at �5 dB signal-to-noise ratio �SNR�, randomizing
signal starting phase reduces the envelope correlation across
bands to a median of approximately r=0.75. Fixing starting
phase and comparing signals at �5 and 0 dB SNRs, the
overall level is incremented by a median of 1.8 dB and the

envelope correlation across bands is relatively unchanged,
with a median of r=0.96. In both cases, mismatches in signal
parameters lead to differences in the envelope across bands.
A signal level of 45-dB SPL was chosen for illustration pur-
poses because observer thresholds in the single-signal, all-
coherent masker condition were on the order of 45 dB. Like-
wise, a level mismatch of 5 dB was chosen because that was
the median range of single-signal, all-coherent masker
thresholds across frequency for an individual observer; as
such, signal level adjustments in the normalized condition
were on the order of 5 dB.

The arrays defining masker and signal stimuli were
loaded into an RPvds circuit �TDT�, and signal gating was
applied with 50-ms raised-cosine ramps implemented in soft-
ware. All signal tones present in a given interval were
ramped on and off synchronously, with a total duration of
400 ms including ramps.

3. Procedures

Stimuli were presented in a three-alternative forced-
choice paradigm, with the signal equally likely to be present
in each interval. Those intervals were marked visually and
separated by 250 ms. Feedback was provided after each ob-
server response. Signal level was adaptively varied following
a three-down, one-up rule estimating 79% correct �Levitt,
1971�. Level was initially adjusted in steps of 4 dB, and
reduced to 2 dB after the second track reversal. The track
continued for a total of eight reversals, and the associated
threshold estimate was computed as the average signal level
at the last six track reversals.

Single-frequency thresholds were collected first. For
each observer the five signal frequencies were assigned a
random order, and thresholds were collected in blocks by
signal condition. Three threshold estimates were collected in
each condition, with a fourth estimate collected if the first
three spanned a range of 3 dB or more; all estimates were
averaged to generate a final threshold estimate. After com-
pleting the single-frequency conditions the multi-frequency
conditions were likewise run in random order. In the normal-
ized multi-signal conditions thresholds are reported in deci-
bels relative to the lowest-level tone �i.e., the level of the
tone at the frequency associated with the lowest single-
frequency threshold�.

B. Results

Results from all six observers were similar, so the mean
threshold across observers is reported. Figure 2 shows
thresholds as a function of signal condition, with error bars
indicating �1 standard deviation. Symbols reflect masker
types, as indicated in the key above the figure. The left panel
shows results for the single-frequency signal conditions, and
those to the right show results for multi-signal conditions.

1. Single-frequency signals

The single-frequency signal conditions will be consid-
ered first. Thresholds in the on-signal and all-random masker
conditions appear quite similar and consistent across fre-
quency, with mean thresholds ranging from 52.1 to 53 dB
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FIG. 1. Hilbert envelopes of example stimuli are plotted as a function of
time. The masker, indicated with thin gray lines in both panels, was a 15-Hz
wide band of noise scaled to 50 dB SPL. The thick black lines in both panels
show the envelope of that same masker sample summed with a 45-dB SPL
pure tone signal at the masker center frequency. The dotted lines in each
panel indicate the different envelope effects obtained by incrementing the
signal starting phase by 90° �panel �A�� or incrementing the signal amplitude
by 5 dB �panel �B��.
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across conditions. In contrast, thresholds in the all-coherent
masker are on average 8.9 dB lower than those in the other
two conditions. This CMR appears relatively constant across
frequency, with the exception of the lowest frequency, where
the all-coherent threshold is elevated by approximately 3 dB.

These observations were confirmed with a repeated-
measures analysis of variance �ANOVA�, with three levels of
MASKER �on-signal, all-random, and all-coherent� and five
levels of FREQ �276, 525, 1000, 1904, and 3624 Hz�. There
was a main effect of MASKER �F2,10=90.33, p�0.0001�, a
main effect of FREQ �F4,20=3.11, p�0.05�, and a signifi-
cant interaction �F8,40=3.09, p�0.01�. Preplanned com-
parisons indicated that the on-signal and all-random masker
conditions did not differ �p=0.45�, but both were signifi-
cantly different from the all-coherent masker conditions �p
�0.0001�. Computing CMR as the difference between mean
threshold in the all-random and all-coherent masker condi-
tions, masking release ranged from 6.5 to 10.1 dB, with the
smallest CMR occurring for a signal added to the lowest
frequency band. A paired t-test indicated that the masking
release differed significantly between the 276- and 525-Hz
signal frequencies �t5=5.09, p�0.005 two-tailed�. No other
paired comparison for adjacent bands approached signifi-
cance �p� =0.25�.

2. Multi-frequency signals

Data for the multi-frequency signals appear in the right
two panels of Fig. 2. Thresholds in the all-random masker,
multi-signal conditions spanned 47.9–50 dB SPL for the four
signal conditions. Relative to the best single-frequency con-
dition for each observer, this represents a threshold reduction
of 1.2–3.3 dB.

In contrast, thresholds in the multi-frequency signal, all-
coherent masker conditions spanned a range of about 9 dB
across the four signal conditions �42.8–52.0 dB�. A mean
threshold of 43.6 dB was obtained in the random-�, equal
signal condition, where each signal tone had equal amplitude
and had a random starting phase. Thresholds in this condition
were not significantly different from those of the single-
frequency condition with the lowest threshold �1904 Hz; t5

=0.79, p=0.46�. Similarly, thresholds in the random-�, nor-
malized signal condition were not significantly different
from those for the single-frequency, 1904-Hz signal �t5

=0.24, p=0.82�, with an average of 42.8 dB. Whereas
thresholds for the multi-signal, random-� signal conditions
were not different from those in the comparable single-

frequency conditions, thresholds in both of the fixed-� sig-
nal, all-coherent masker conditions were significantly el-
evated relative to the comparable single-frequency signal
conditions; these trends held for both the equal and normal-
ized level conditions. Relative to the 1904-Hz single-
frequency condition, thresholds in the fixed-�, equal signal
condition were elevated by 9.4 dB �t5=10.62, p�0.0001�
and those in the fixed-�, normalized signal condition were
elevated by 4.7 dB �t5=4.99, p�0.005�.

For both the equal and normalized signal conditions,
thresholds with random-� signal were lower for the all-
coherent than the all-random maskers �p�0.05�, consistent
with a significant CMR. No such CMR was observed for the
fixed-� signal conditions.

C. Discussion

Results of the single-frequency conditions are similar to
those reported previously in literature. Thresholds in the on-
signal masker conditions were quite consistent as a function
of frequency, with a mean of 52–53 dB SPL. This result is in
line with those of Bos and de Boer �1966� under comparable
conditions. Thresholds in the all-random and on-signal
masker conditions were statistically indistinguishable, sug-
gesting that the bands were sufficiently separated in fre-
quency to preclude energetic masking effects with random
flanking bands. Mean thresholds in the comodulated masker
conditions were more variable as a function of signal fre-
quency, spanning about 3 dB. The poorest thresholds were
obtained at the 256-Hz signal frequency. An analogous fre-
quency effect was reported by Hall et al. �1988�, where the
smallest CMR was obtained for a signal added to the lowest
masker band.

The most interesting aspect of the present results is the
spectral integration observed in multi-frequency signal con-
ditions. Table I reports the mean improvement in threshold
for a multi-component signal relative to the lowest of the five
associated single-frequency thresholds as measured in the as-
sociated all-coherent or all-random masker condition and
computed separately for each of the six observers. The stan-
dard error of the mean �sem� is noted below each estimate of
integration. For a five-component signal, the �n rule predicts
a 3.5 dB threshold improvement. For the all-random masker,
spectral integration in both equal signal conditions is more
than two sems below that prediction, but integration is within
one sem of that target for both conditions utilizing the nor-
malized amplitude signal. This result is consistent with the
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FIG. 2. Mean thresholds are plotted in dB SPL as a
function of condition, with error bars showing �1 stan-
dard deviation. Symbols reflect the masker type, either
all-random �stars�, on-signal �circles�, or all-coherent
�diamonds�. The left panel shows single-frequency sig-
nal conditions, with frequency in hertz indicated on the
abscissa. The middle panel shows multi-frequency sig-
nal conditions in which all signal tones were of equal
amplitude. The panel on the right shows multi-
frequency signal conditions in which the signal tones
were presented at equal dB SL, determined separately
for each observer and masker.
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interpretation that individual differences in thresholds across
frequency in the all-random masker conditions were reliable,
such that across-frequency adjustments characterizing the
normalized signal condition achieved equal signal audibility
across frequency.

In contrast to spectral integration computed for the all-
random masker conditions, integration in the all-coherent
masker conditions was uniformly negative. That is, best per-
formance in a single-frequency condition was superior to
that for a multi-component signal. This effect was most strik-
ing for the fixed-�, equal signal condition, where thresholds
rose to 10.45 dB with inclusion of all five signal tones.
Thresholds in this condition were on average 51.9 dB, com-
parable to those in the single-frequency, all-random and the
on-signal masker conditions. This threshold was also slightly
poorer than the 50.0-dB threshold in the all-random masker,
fixed-�, equal signal condition �t5=3.19, p�0.05�. These
comparisons suggest that fixing signal phase and level across
frequency eliminates CMR and may elevate threshold above
that obtained with a multi-frequency signal presented in ran-
dom noise. One reason why thresholds for a fixed-�, equal
signal might be poorer in the all-coherent as compared to
all-random masker conditions has to do with the redundancy
of information across frequency in the all-coherent masker. If
integration in the all-random masker is based in part on the
benefits associated with having independent samples of
signal-plus-masker available across frequency, then the fact
that envelope patterns are identical across frequency in the
all-coherent masker condition would reduce the available
cues and increase threshold.

While integration is negative for all of the all-coherent
masker, multi-frequency signal conditions, the magnitude of
that effect is reduced for signal conditions associated with
different signal/masker interactions across frequency. Perfor-
mance was worst for the fixed-�, equal signal condition, but
normalizing signal tone level relative to single-frequency
threshold improved performance by 4.7 dB, and randomizing
signal tone starting phase improved thresholds by 8.4 dB,
with a combined effect of 9.1 dB. These results are consis-
tent with the hypothesis that spectral integration in the pres-
ence of coherently amplitude modulated maskers depends
strongly on the signal/masker interaction and the resulting
pattern of temporal envelopes across frequency.

One unpredicted result of the present study is the finding
of negative integration for the random-�, normalized signal
condition with the all-coherent masker type. Mean thresholds
in this condition rose by an average of 1.31 dB relative to
thresholds in the best single-frequency condition. While this
estimate of spectral integration is not significantly different
from zero �t5=1.91, p=0.11�, the 95% confidence interval
extends only up to 0.45 dB, well shy of the 3.5 dB predicted
from a �n rule. This outcome was not predicted at the outset
of the experiment and suggests that integration in the pres-
ence of coherently modulated maskers may be less than that
in random noise even in conditions where the signal/masker
interaction is non-uniform across frequency. This finding is
not without precedent. In one set of conditions, Hall et al.
�1988� measured detection thresholds in a family of three
continuous 30-Hz wide bands of noise, each with the same
pattern of inherent modulation. That study reported results in
terms of CMR, computed as the threshold in the multi-signal
condition, with random signal starting phase, minus the
mean single-frequency thresholds obtained with a single �on-
signal� masker band; these values can be used to compute
thresholds and CMR �Table I; Hall et al., 1988�. Thresholds
for a single-frequency signal were lower in the presence of
three coherently modulated masker bands relative to the on-
signal threshold, an effect of 5.1 dB at 400 Hz, 9.9 dB at 500
Hz, and 8 dB at 600 Hz. Threshold for the three-tone signal,
with tones at equal amplitude, was also reduced relative to
the on-signal threshold, an effect of 6.3 dB. That is, the tone
at 500 Hz was 3.6 dB more intense at threshold in the multi-
signal condition as compared to the single-signal condition.
When analyzed like the present data, this would be charac-
terized as a �3.6 dB spectral integration.

In summary, the results of experiment 1 show that de-
tection of a spectrally complex signal in a set of coherently
modulated maskers is highly sensitive to the across-
frequency envelope differences resulting from addition of a
signal. There was no evidence of spectral integration in the
all-coherent masker type even under conditions of robust
across frequency cues. These results are also consistent with
the hypothesis of van den Brink et al. �1992� that there
should be no CMR for a multi-component signal in cases
where the interactions between signals and masker produce
compound output envelopes that are identical across fre-
quency.

III. EXPERIMENT 2

The finding of reduced spectral integration in the context
of coherently modulated masker bands stands in stark con-
trast to the conclusions of Bacon et al. �2002�, where it was
argued that spectral integration in the presence of coherently
modulated bands can be substantially larger than that ob-
served with random noise bands. In that study maskers were
100-Hz wide bands of Gaussian noise or noise that was si-
nusoidally modulated at a rate of 8 Hz. In one set of condi-
tions thresholds were measured for a tonal signal at 500,
1000, or 2000 Hz, or a combination of all three frequencies.
In each case there was a masker centered on each signal tone,
but no “signal-free” maskers. Integration in Gaussian noise

TABLE I. Estimates of spectral integration were computed as the lowest
single-frequency signal threshold minus the associated multi-frequency sig-
nal threshold. The sem is indicated in parentheses. Assuming d� is propor-
tional to signal intensity, integration of five independent cues is predicted to
be 3.5 dB.

Masker
condition

Signal condition
�phase/amplitude�

Random-�,
equal

Fixed-�,
equal

Random-�,
normalized

Fixed-�,
normalized

All-random 1.55 1.19 3.30 2.87
�0.51� �0.60� �0.62� �0.49�

All-coherent �2.07 �10.45 �1.31 �5.76
�0.89� �0.83� �0.69� �0.82�
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or incoherently modulated noise was close to 2.4 dB, as ex-
pected by the �n rule. In coherently modulated noise inte-
gration was on the order of 5.5 dB, a result which could not
be explained in terms of psychometric function slope, but
was interpreted instead as evidence that spectral integration
and CMR effects are additive.

In contrast to the paradigm of experiment 1 in the
present study, Bacon et al. �2002� did not measure single-
frequency thresholds in the three-masker complex; integra-
tion was computed instead based on single-frequency thresh-
olds measured in the presence of a single masker band. The
purpose of experiment 2 was therefore to replicate and ex-
tend the findings of Bacon et al. �2002� to include thresholds
for individual signal tones in the three-masker complex. It
was hypothesized that integration would be not be “greater
than expected” when computed relative to single-frequency
thresholds measured in a multi-masker complex. Another
motivation for experiment 2 was to determine whether inte-
gration with coherent masker modulation is greater for SAM
noise bands than for conditions where inherent masker
modulation determines envelope coherence, as in experiment
1. Results of experiment 2 were therefore expected to pro-
vide insight into the stimulus features that drive the amount
of spectral integration for comodulated maskers.

A. Methods

1. Observers

Observers were eight adults, from 21 to 53 years old
�mean of 32 years�. All had thresholds of 20 dB HL or less at
octave frequencies of 250–8000 Hz �ANSI, 1996�, and none
reported a history of chronic ear disease. All observers were
practiced in psychoacoustical tasks at the outset of the ex-
periment, having participated in at least one prior experi-
ment. One observer had previously participated in experi-
ment 1.

2. Stimuli

Maskers were 100-Hz wide bands of noise, presented at
55 dB SPL per band. There was either a single band �on-
signal� or a family of three bands �complex�, with band cen-
ter frequencies of 500, 1000, and 2000 Hz. Masker bands
were either Gaussian noise or noise that was SAM at 8 Hz.
Each band of noise was generated in the frequency domain
based on Gaussian random draws defining the real and
imaginary components contained within the masker pass-
band, with an array size of 217 points. When converted to the
time domain and played at a sampling rate of 12 207 Hz,
this stimulus was 10.7 s in duration.

The signal was a pure tone or a set of three pure tones,
with frequencies corresponding to the center frequencies of
the masker bands. Single-frequency signal thresholds were
measured in two conditions: once in the presence of an on-
signal masker alone and once in the presence of the complex
masker including all three masker bands. Signal level in the
multi-frequency signal conditions was defined in terms of
these single-frequency thresholds, comparable to the normal-
ized signal conditions of experiment 1. The starting phase of
the signal tones was always coherent across frequency; be-

cause the maskers were based on independent Gaussian noise
samples across frequency, the starting phase of the signal
was assumed to be of no special significance.

As in experiment 1, the arrays describing masker and
signal stimuli were loaded into an RPvds circuit �TDT� and
stimulus gating was applied with software ramps. The
masker and signal tone�s� present in a given interval were
ramped on and off synchronously with 50-ms raised-cosine
ramps and a 300-ms steady state. Masker amplitude modu-
lation, when present, was synchronized to the listening inter-
val, such that the modulation in each 400-ms listening inter-
val began in sine phase.

3. Procedures

As in experiment 1, stimuli were presented in a three-
alternative forced-choice paradigm, with the signal equally
likely to be present in each interval. Listening intervals were
marked visually and separated by 350 ms. Feedback was
provided after each observer response. Signal level was
adaptively varied following a three-down, one-up rule esti-
mating 79% correct �Levitt, 1971�. Level was initially ad-
justed in steps of 4 dB, reduced to 2 dB after the second
track reversal. The track continued for a total of eight rever-
sals, and threshold was estimated as the average signal level
at the last six track reversals.

Single-frequency thresholds were collected first and in
random order blocked by frequency. After completing the
single-frequency conditions the multi-frequency conditions
were likewise run in random order. In multi-frequency con-
ditions signal level at threshold is reported in decibels rela-
tive to the highest-level tone �i.e., the level of the tone at the
frequency associated with the highest single-frequency
threshold�. This convention is different from that adopted in
experiment 1, where the lowest-level tone was the reference;
the highest-level reference was used here to facilitate com-
parison with the data of Bacon et al. �2002�. At completion
of the experiment thresholds were examined for stability.
Data were replaced if thresholds across the three or four
estimates spanned a range of 8 dB or more. In cases where
single-frequency thresholds were replaced the associated
multi-frequency conditions were likewise replaced using the
new estimates of threshold to normalize signal tone level.

B. Results

Mean thresholds for each observer are plotted in Fig. 3
as a function of signal condition, with symbols reflecting the
masker condition. Triangles show thresholds in Gaussian
noise conditions, and squares show those in SAM noise;
filled symbols correspond to thresholds obtained in an on-
signal masker alone and open symbols correspond to those
obtained in a complex of three masker bands. Observer num-
ber, which appears in the top right of each panel, was as-
signed based on rank order of thresholds for the multi-
frequency signal, with signal level normalization based on
complex masker data; this condition may be viewed as a
rough indicator of sensitivity to multi-frequency signals. De-
spite the individual differences evident in the figure, thresh-
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old estimates were relatively stable within observer �with a
median standard deviation of 1.3 dB�, and several trends in
the data are evident.

Data were replaced due to excessive variability in seven
instances. In the original data of Obs 1, thresholds for the
complex signal in SAM noise were quite variable, with two
estimates near 40 dB SPL and two near 50 dB SPL. When
these data were replaced all estimates were near 50 dB SPL.
This threshold was 10 dB greater than the mean across ob-
servers and 8.3 dB greater than the next poorest threshold,
suggesting that this observer’s multi-frequency signal thresh-
olds should be viewed caution. For that reason all statistical
tests reported below were performed omitting data from Obs
1. While this omission affected the level of significance re-
ported for each test, repeating these statistical tests with
those data included did not change the conclusions reached
below.

1. Single-frequency signals

The single-frequency signal data will be considered first.
As indicated by the connected triangles in Fig. 3, thresholds
in the random noise masker tended to be similar for the on-
signal and complex maskers, with mean thresholds spanning
from 53.3 to 54.6 dB across frequency and noise masker
condition. A repeated-measures ANOVA was performed with
three levels of FREQ �500 Hz, 1 kHz, and 2 kHz� and two

levels of MASKER �on-signal and complex�. There was no
effect of MASKER �F1,6=5.35; p=0.06�, no effect of
FREQ �F2,12=1.27; p=0.32�, and no interaction �F2,12

=1.00; p=0.40�. Though the effect of masker did not reach
significance, there was a trend �p�0.1� for higher thresholds
in the complex than on-signal noise masker, consistent with
the possibility of more masking for a tone presented in a
three-masker complex.

Thresholds in the on-signal SAM noise masker condi-
tions �filled squares� appear to be unaffected or inconsis-
tently affected by signal frequency, with mean thresholds of
41.6 to 43.3 dB. There was some evidence of an improve-
ment with increasing frequency for the complex SAM noise
masker �open squares� in some observer’s data �e.g., Obs 4,
7, and 8�, but there were also striking counterexamples to
this trend �Obs 1�. A repeated-measures ANOVA was per-
formed with three levels of FREQ �500 Hz, 1 kHz, and 2
kHz� and two levels of MASKER �on-signal and complex�.
There was a main effect of MASKER �F1,6=14.60; p
�0.01�, no effect of FREQ �F2,12=2.15; p=0.16�, and no
interaction �F2,12=2.33; p=0.14�. The main effect of
MASKER reflects the fact that thresholds are on average 2.0
dB lower in the complex than on-signal SAM noise masker.
Interpretation of these results is tempered by marked indi-
vidual differences.
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FIG. 3. Mean thresholds for individual observers are shown in each panel, as well as the mean across Obs 2–8. Thresholds are plotted in dB SPL as a function
of signal condition, with thresholds in the multi-frequency signal conditions plotted relative to the most intense of the three tones normalized to single-
frequency signal thresholds. Symbols indicate the masker condition, either noise �triangle� or SAM noise �square�. Filled symbols indicate threshold for a pure
tone in a single masker band or a complex signal where relative tone levels are normalized based on results obtained with on-signal maskers. Open symbols
indicate pure tone thresholds obtained in the presence of three masker bands, as well as the associated complex signal thresholds.
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2. Multi-frequency signals

Attention now turns to the multi-frequency signal con-
ditions indicated at the right-hand side of Fig. 3, denoted
“all” on the abscissa. In these conditions there were three
masker bands present, each with a signal tone, and symbol
shading indicates the single-signal conditions used to nor-
malize the relative levels of the three signal tones, either the
on-signal masker �filled symbols� or complex masker �open
symbols� conditions. As previously, symbol shape reflects
masker type, either noise �triangles� or SAM noise �squares�.
In contrast to experiment 1, thresholds in these conditions
are plotted relative to the level of the tone associated with the
poorest �highest� single-frequency threshold. In general
multi-signal thresholds in the complex masker conditions fall
2 dB or more below the highest associated signal-signal
thresholds, with only two exceptions. For Obs 1 the multi-
signal threshold in the complex SAM condition was 5.2 dB
higher than the highest associated single-signal condition.
For Obs 3, the multi-signal threshold in the on-signal noise
condition was 0.11 dB higher than the highest associated
single-signal condition.

Table II shows the mean spectral integration across in-
dividual observers. When signal tone level was normalized
based on thresholds from the on-signal, single-frequency
conditions, the estimates of spectral integration differed for
noise and SAM noise conditions. There was 2.4 dB more
integration in the SAM noise, a difference that was statisti-
cally significant �t6=3.42, p�0.01 one-tailed�. Thresholds
were similar for noise and SAM noise when thresholds were
normalized using thresholds from the complex, single-
frequency conditions �t6=1.18, p=0.28 two-tailed�. One un-
expected finding is that estimates of spectral integration
based on single-frequency thresholds in the complex masker
are significantly greater than the expected 2.4 dB �p�0.05�
for both the noise and SAM noise conditions.

C. Discussion

The stimuli used here were roughly based on those used
by Bacon et al. �2002�. That study used a slightly higher
presentation level �57 compared to 55 dB per band� and
longer duration �500 ms compared to 400 ms�, and masker
bands were “frozen” noise generated as the sum of equal
amplitude tones with 2 Hz spacing rather than Gaussian
noise. Despite these differences, results are consistent across

analogous conditions of the two studies. In the study of Ba-
con et al. �2002� integration was computed as the difference
in threshold for the multi-frequency signal in a complex
masker relative to single-frequency signals in the associated
on-signal maskers; that is, there were no signal-free bands in
the single-frequency conditions. For the masker composed of
bands at 500, 1000, and 2000 Hz mean integration was ap-
proximately 2.4 dB for the noise masker and 5.5 dB for the
SAM noise masker. Analogous estimates from the present
study were 2.6 and 5.0 dB, replicating the original finding of
a significant difference. Estimates of integration based in-
stead on single-frequency thresholds in a complex masker,
the method used in experiment 1, resulted in comparable
estimates of integration for noise and SAM noise. This find-
ing suggests that the large value of integration reported by
Bacon et al. �2002� for the SAM noise as compared to the
Gaussian noise conditions can be attributed to the choice of
reference condition: Estimates based on the on-signal band
alone reference result in greater estimates of integration in
comodulated bands than those based on the complex masker
as the reference condition, likely due to the masking release
associated with inclusion of flanking masker bands.

It is unclear how to account for the integration of ap-
proximately 3.5 dB in both noise and SAM noise computed
relative to the complex masker reference, a value which is
1.2 dB greater than the expected 2.4-dB effect size. Grose
and Hall �1997� reported that spectral integration for a family
of pure tone signals in random narrowband noise followed
the �n rule. In that experiment, however, there was a masker
at each signal frequency and no signal-free maskers. Hall et
al. �1988� measured thresholds for one or more signal tones
presented in a family of three continuous narrowband ran-
dom noise maskers and reported less than expected integra-
tion �1.1 dB as compared to 2.4 dB�. Using gated masker
presentation, Grose et al. �2005� reported approximately 3
dB of integration for both random and coherently modulated
noise, the integration expected for the four-frequency signal
used in that study. This range of results suggests that integra-
tion for bandpass noise maskers could depend on the stimu-
lus details, such as gated versus continuous presentation. The
finding of comparable integration in noise and SAM noise in
the present paradigm, however, suggests that these effects
exist independent of masking release based on coherent
modulation.

One factor that could affect estimates of spectral integra-
tion is the degree to which channel independence can be
assumed. In the present paradigm thresholds for a 500-Hz
signal measured in the random noise conditions were on av-
erage 1.3 dB greater in the complex than in the on-signal
masker, suggesting that some of the improvement observed
could be due to a release from across-channel masking
�Moore et al., 1990a�.

IV. GENERAL DISCUSSION AND CONCLUSIONS

Experiment 1 provided support for the hypothesis that
spectral integration in the presence of a coherently amplitude
modulated masker depends on the signal/masker interaction
differing across frequency. In cases where that interaction

TABLE II. Estimates of spectral integration were computed as the maxi-
mum single-frequency signal threshold minus the associated multi-
frequency signal threshold. The sem is indicated in parentheses. Assuming
d� is proportional to signal intensity, integration of three independent cues is
predicted to be 2.4 dB.

Relative levels based on

Signal condition

On-signal Complex

Noise 2.59 3.32
�0.50� �0.33�

SAM noise 5.01 3.95
�0.86� �0.41�
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was consistent across frequency there was no evidence of
integration, and, in fact, thresholds were elevated by more
than 10 dB relative to threshold for a single-signal tone.
Thresholds improved under signal conditions associated with
different patterns of signal/masker interaction. The best
thresholds for a multi-frequency signal failed to show a posi-
tive spectral integration, however. One possible explanation
for the lack of spectral integration in the context of coher-
ently modulated masker bands has to do with the factors
limiting performance. Langhans and Kohlrausch �1992� ar-
gued that detection of a brief tone in a frozen noise is limited
by internal rather than external noise; this hypothesis was
supported by the finding of better performance in diotic than
monotic listening conditions, a result that would be expected
if internal noise is independent across ears. Langhans and
Kohlrausch �1992� noted that a similar diotic advantage is
obtained with running comodulated noise �Cohen and Schu-
bert, 1987; Schooneveldt and Moore, 1989�, leading to the
hypothesis that the auditory system can make use of the co-
herent envelope across frequency to reduce the effective
variability of the external noise, leaving internal noise as the
limit to performance. If accurate information about masker
fluctuation allows observers to work at the limits of internal
noise, then any benefits associated with spectral integration
might be offset by corruption of the signal-free masker tem-
plate.

Experiment 2 tested the hypothesis that the increased
spectral integration for tones presented in amplitude modu-
lated noise reported by Bacon et al. �2002� can be reconciled
with previous literature by redefining integration referenced
to the complex masker thresholds. Data were mostly consis-
tent with that hypothesis. Defining integration relative to on-
signal masker thresholds produced estimates of integration
consistent with those reported by Bacon et al. �2002�,
whereas estimates based on the complex masker produced
similar estimates for noise and SAM noise.

Results of experiment 1 provide no evidence of spectral
integration in comodulated noise bands, but experiment 2
showed comparable integration for noise and SAM noise
maskers. The differences in outcome between the experi-
ments may well arise because of stimulus differences. A
supplemental experiment described in the Appendix consid-
ered and rejected the possibility that differences in psycho-
metric function slope could be responsible for these effects.
Another possibility that we will consider briefly is that per-
formance in the comodulated conditions was limited by in-
ternal noise for the stimuli used in experiment 1 but not for
the stimuli used in experiment 2. In experiment 1 envelope
coherence was manipulated via inherent modulation of each
narrowband of noise; as a result, masker envelopes were
identical across frequency prior to transduction by the audi-
tory system. In experiment 2 the maskers were bands of in-
dependent Gaussian noise that had been sinusoidally ampli-
tude modulated; as a result of random inherent modulation of
these bands, envelopes across frequency were not perfectly
correlated. If accurate representation of the masker alone en-
velope is necessary to effectively remove the masking asso-
ciated with stimulus variability, then results of experiment 2
could be more strongly influenced by external noise than

those of experiment 1. This reasoning is consistent with es-
timates of masking release. In experiment 1 inclusion of co-
herently modulated flanking masker bands improved thresh-
old over that in the on-signal masker condition by 6.5–10.1
dB �mean of 8.9 dB�. In experiment 2 thresholds in the three-
band SAM noise improved by 0.2–3.4 dB �mean 2.0 dB�
relative to the on-signal SAM masker threshold, suggesting
that flanking masker bands were less beneficial to pure tone
signal detection in the second experiment.

This interpretation suggests that spectral integration may
be inversely related to the magnitude of CMR. The two stud-
ies on spectral integration in CMR previously reported from
our laboratory are generally consistent with this idea. Com-
paring detection threshold for a pure tone signal in a single
30-Hz wide on-signal masker versus threshold in a three-
band masker, Hall et al. �1988� reported a mean CMR of 9.9
dB: As in experiment 1, there was no evidence of spectral
integration for a multi-frequency signal. Computing CMR in
a similar way, the results of Grose et al. �2005� are consistent
with a 3.8 dB CMR; as in experiment 2, there was robust
spectral integration. Another difference between paradigms
showing robust integration versus little benefit of additional
signal components is continuous masker presentation in the
former and gated masker presentations in the latter para-
digms. Since CMR tends to be greater for continuous than
gated stimuli �Fantini et al., 1993; Hatch et al., 1995�, it
could be difficult to tease apart effects associated with gating
as compared to those related to the magnitude of CMR.

The most novel aspect of the present results is the dem-
onstration that spectral integration under conditions associ-
ated with CMR depends critically on the details of signal/
masker interaction. It is likely that integration may also
depend on baseline performance with a single signal, with
greater integration under conditions of poorer performance.
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APPENDIX

Four observers from experiment 2 subsequently partici-
pated in a supplemental experiment designed to determine
whether psychometric function slope could be responsible
for the differences in spectral integration observed for coher-
ently amplitude modulated maskers in experiments 1 and 2.
There were four stimulus conditions in total, each with a
single pure tone signal at 1 kHz. Two conditions used stimuli
identical to those described above for experiment 1; in these
conditions the masker was a family of five 15-Hz wide
masker bands, with modulation patterns being either all-
coherent or all-random. The remaining two conditions used
stimuli described above for experiment 2; in these conditions
the masker was a set of three 100-Hz wide bands of noise,
with either 8-Hz SAM or no modulation. In all cases the
masker played continuously, and the signal was presented in
one of three listening intervals.
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Psychometric functions were estimated in two stages of
testing. In the first stage, a tracking procedure was used to
estimate the 71% correct using a two-down, one-up tracking
rule. Four estimates based on four reversals each were col-
lected for each observer. The mean �m� and standard devia-
tion �sd� of these four estimates were used to select five
signal levels for each observer: m-2sd, m-sd, m, m+sd, and
m+2sd. Percent correct was then estimated for these five
signal levels. Data were collected in ten blocks, each with
eight repetitions of each signal level presented in random
order.

Resulting estimates of percent correct were fitted with a
logit function of the form

p�x� =
1

n
+ �1 −

1

n
� 1

1 + e−�x−��/k , �A1�

where n is the number of listening intervals �in this case 3�,
x is the signal level in decibels, � is the mean of the func-
tion, and k is the slope. These fits were quite accurate, with a
median of 96.6% of the variance accounted for. Slopes for all
observers appear in Table III.

In general, integration is inversely related to the steep-
ness of the psychometric function, with little integration in
cases of steep psychometric functions. For the logit fitted
here, steep functions are reflected by small values of k.
Slopes are comparable for random noise for stimuli from the
two experiments, with mean values near 2.6 in both cases.
There are substantial individual differences, however, with
estimates spanning 2.1–2.9. For comodulated maskers the
mean values of k are larger �i.e., slopes are shallower� for
stimuli from experiment 1 as compared to those from experi-
ment 2. This trend is opposite from the predicted slope dif-
ference based on the integration reported above. This finding
supports the conclusion that the negative values of spectral
integration observed in experiment 1 may be affected by a
change in cue quality with inclusion of multiple signal tones,
such as a reduction in across-channel masking.

The finding of comparable or shallower slopes for co-
modulated as compared to random masker conditions is in
contrast to the reports of Moore et al. �1990b�. That study
estimated function slope in a family of multiplied noise
bands and reported steeper psychometric functions for coher-
ently modulated than random bands.
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Psychoacoustic experiments were conducted to investigate the role and interaction of fine-structure
and envelope-based interaural temporal disparities. A computational model for the lateralization of
binaural stimuli, motivated by recent physiological findings, is suggested and evaluated against the
psychoacoustic data. The model is based on the independent extraction of the interaural phase
difference �IPD� from the stimulus fine-structure and envelope. Sinusoidally amplitude-modulated
1-kHz tones were used in the experiments. The lateralization from either carrier �fine-structure� or
modulator �envelope� IPD was matched with an interaural level difference, revealing a nearly linear
dependence for both IPD types up to 135°, independent of the modulation frequency. However, if
a carrier IPD was traded with an opposed modulator IPD to produce a centered sound image, a
carrier IPD of 45° required the largest opposed modulator IPD. The data could be modeled assuming
a population of binaural neurons with a physiological distribution of the best IPDs clustered around
45°–50°. The model was also used to predict the perceived lateralization of previously published
data. Subject-dependent differences in the perceptual salience of fine-structure and envelope cues,
also reported previously, could be modeled by individual weighting coefficients for the two cues.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3076045�
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I. INTRODUCTION

Headphone experiments allow for an independent ma-
nipulation of interaural time differences �ITDs� and interau-
ral level differences �ILDs� in a binaural stimulus. These
ITD/ILD-manipulated stimuli typically result in a lateraliza-
tion of the sound along an intracranial axis between both
ears. The influence of an ILD is such that the intracranial
image of a sound source is shifted toward the ear with the
higher level �e.g., Halverson, 1922�. For ILDs in excess of
about 20 dB, the stimulus is perceived as shifted all the way
toward one ear �e.g., Lindemann, 1986�. Lateralization of
stimuli with ILDs is possible over the whole audible fre-
quency range.

Lateralization of sounds with ITDs, however, depends
on the frequency composition of the stimulus. ITDs cause a
lateralization of pure tones only in the frequency region be-
low about 1.5 kHz �e.g., Kuhn, 1977�, which may be related
to the progressive loss of phase-locking in the auditory nerve
�AN� as frequency is increased �Palmer and Russell, 1986;
Weiss and Rose, 1988�. It is generally assumed that fine-
structure ITDs are not accessible if the envelope of the signal
after peripheral filtering is essentially flat and the phase of
the signal, i.e., its fine-structure, is not coded on the AN �e.g.,
Bernstein and Trahiotis, 1996�. In addition to interaural tem-
poral disparities in the fine-structure, the auditory system is
able to exploit interaural temporal disparities in the stimulus
envelope �e.g., Henning, 1974; Bernstein and Trahiotis,
1985b, 1994; van de Par and Kohlrausch, 1997; Buell et al.,
2008�. For instance, high-frequency bandpass noise that is

presented with an ITD is perceived at a lateral position even
if the lowest-frequency component is well above 1.5 kHz
�Bernstein and Trahiotis, 1994�. Sinusoidally amplitude-
modulated �SAM� tones have also been employed in the
critical frequency region of 500 and 1000 Hz where fine-
structure cues still play a role and envelope cues remain ac-
cessible �Bernstein and Trahiotis, 1985b�. Either the entire
waveform or only the stimulus envelope was delayed. The
modulation frequency was chosen to be 50 Hz for the
500-Hz carrier and to be either 50 or 100 Hz for the 1-kHz
carrier. The envelope shift alone revealed that the binaural
system exploits temporal disparities in the envelope also in
these low-frequency stimuli. Large differences between the
results for the waveform shift and the envelope shift alone
indicated a strong influence of the temporal disparities in the
carrier. Furthermore, large individual differences between
subjects were found.

In experiments 1 and 2 of the current paper, the indi-
vidual contributions of carrier and modulator interaural
phase differences1 �IPDs� to the lateralization of SAM tones
were investigated further by manipulating each of the two
variables separately while holding the other fixed at 0°. Ex-
periment 3 introduced opposing IPDs for carrier and modu-
lator in order to determine their relative strengths, compa-
rable to the classical time-intensity trading studies �Young
and Carhart, 1974; Trahiotis and Kappauf, 1978; Ruotolo
et al., 1979�. Additional studies investigated the effect of
modulator shape �experiment 4� and signal intensity �experi-
ment 5�.

A further goal of the current study was to develop a
model of binaural lateralization that can account for the ex-
perimental data. The first conceptual model for processing
interaural temporal disparities is the so-called “Jeffressa�Electronic mail: mathias.dietz@uni-oldenburg.de
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model” or “delay-line model” �Jeffress, 1948�. The model
consists of a sequence of coincidence detectors, which re-
ceive their input along two opposed chains of delay ele-
ments. In such a configuration, the ITD can be determined by
the position along the delay-line at which the internal delay
elements compensate for the external ITD in the stimulus
and the coincidence neurons at this position find the best
match. Even though delay-line models are able to account
for a variety of interaural timing-related experimental data,
the direct implementation of a delay-line model �e.g., Sayers
and Cherry, 1957� fails for some more complex stimuli,
which carry information in both fine-structure and envelope,
particularly for SAM tones �Stern and Colburn, 1978�. In
order to account for more complex stimuli, the delay-line
model has been extended in different ways �e.g., Colburn,
1977; Lindemann, 1986; Zerbs, 2000; Breebaart et al.,
2001a, 2001b, 2001c; Faller and Merimaa, 2004�. Two influ-
ential extensions for modeling lateralization are the position-
variable model �Stern and Colburn, 1978; Stern and Shear,
1996� and the weighted-image model �Stern et al., 1988�.
The position-variable model determines the center of gravity
over the complete delay-line with an optimized weighting as
a function of delay. Due to the exponential decrease in the
weighting for long delays, the delay-line can be restricted to
maximum delays of 2–3 ms. The weighted-image model de-
termines several maxima of the cross-correlation function
over a range of auditory filters and applies higher weights to
those maxima which align at a constant ITD in all auditory
filters �“straightness”� and those with a generally smaller
ITD �“centrality”�. Finally, the weighted sum over all
maxima determines the lateralization. In order to derive this
weighted sum, delay-lines need to be several times longer
than the cycle duration of the stimulus.

A fundamental question about these models is whether
or not the assumptions about the neuronal population as a
function of “best delay” are in line with the populations
found in physiological studies in mammals �e.g., Crow et al.,
1978, Fitzpatrick et al., 1997; McAlpine et al., 2001; Brand
et al., 2002; Hancock and Delgutte, 2004; Marquardt and
McAlpine, 2007�. The term best delay refers to the ITD at
which a neuron has its highest response rate. Physiological
findings suggest that in mammals, the best delay of a neuron
is almost always within a half-cycle with respect to the fre-
quency, where the neuron shows the highest rate response. In
terms of IPD, this boundary is referred to as the �-limit
�Marquardt and McAlpine, 2007�. However, such a �-limit
is not in line with the delay-lines of 2–3 ms in the models
mentioned above. By definition, a �-limited system can only
detect one maximum of the cross-correlation function. If the
ITD is larger than a half-cycle of the respective center fre-
quency, the detected maximum is not identical with the input
ITD.

A crucial stimulus for analyzing the physiological exis-
tence of the �-limit is a noise stimulus centered at 500 Hz
with a bandwidth of 400 Hz and an ITD of 1500 �s �Trahi-
otis and Stern, 1989�. In this stimulus, the waveform is
shifted by 3� /2 with respect to the center frequency which is
equal to −� /2 �with the minus indicating a shift to the side
of the lag�. Since only −� /2 would be in the range of the

�-limit, �−� ;��, the highest response should switch from
one hemisphere to the other when the ITD is increased from
500 to 1500 �s. This hypothesis was confirmed by Thomp-
son et al. �2006� in a functional magnetic resonance imaging
study of the human inferior colliculus �IC�. They showed that
the ipsilateral activity in response to the leading ear domi-
nated in the 1500-�s condition, in contrast to a 500-�s delay
where the maximum activity of most neurons was on the
contralateral side. Nevertheless, the 1500-�s stimulus was
still lateralized toward the “correct” leading side by all sub-
jects �Trahiotis and Stern, 1989�. Thompson et al. �2006�
showed that the higher neural activity on the ipsilateral side
is in line with �-limited delay-lines but not with delay-lines
longer than 1.5 ms. They concluded that this limitation
would invalidate the correlation-based models since their
predictions cannot hold up with the reduced length of delay-
lines. The ambiguity of +3� /2 and −� /2 would force the
�-limited delay-line models to predict a reversed lateraliza-
tion toward the lagging ear. In psychoacoustic experiments,
however, this reversed lateralization is only observed for
pure tones and narrow-band noise with a bandwidth up to
about 200 Hz �Trahiotis and Stern, 1989�. Stimuli with
higher bandwidths are “correctly” lateralized to the side of
the lead, even though �-limited delay-line models would still
predict the lateralization to the side of the lag. The reason
why delay-line models with a �-limit cannot explain the cor-
rect lateralization is that they can no longer exploit the infor-
mation in the stimulus envelope. Since envelope frequencies
are much lower than the center frequency of the respective
auditory filter, peaks of the envelope correlations would lie
far outside of the �-limit. However, as mentioned earlier,
interaural envelope cues can be assessed by the auditory sys-
tem, e.g., for lateralization at high-frequencies �Bernstein
and Trahiotis, 1994� or for binaural masking level differ-
ences with transposed stimuli �van de Par and Kohlrausch,
1997; Bernstein and Trahiotis, 2007�.

A modeling approach that seems suitable for assessing
fine-structure and envelope information, including the as-
sumption of a �-limit, is the recent IPD model of Dietz et al.
�2008�. In this model, fine-structure cues and envelope cues
are separated into different channels. This separation may
also help in overcoming the constraints that existing hard-
wired models have with subject and level dependence. How-
ever, the IPD model has only been applied so far to analyze
the temporal resolution of the binaural system for detecting
broadband binaural beats �Siveke et al., 2007, 2008�, binau-
ral masking level differences of pure tones �Hirsh, 1948�,
and transposed stimuli �van de Par and Kohlrausch, 1997�.
For these tasks, a quantitative estimation of the perceived
lateralization was unimportant and was therefore not imple-
mented in the model.

In Sec. II, an implementation of a �-limited lateraliza-
tion model is developed. Thereafter psychoacoustic experi-
ments are presented where temporal disparities of the fine-
structure and the envelope cues were varied independently.
In Sec. IV, the experimental results are compared to predic-
tions of the lateralization model.
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II. MODEL STRUCTURE

The current lateralization model is based on the IPD
model as suggested in Dietz et al. �2008�. In this section a
more elaborate lateralization stage is introduced after a brief
description of the monaural preprocessing stages.

• The middle-ear transfer characteristic was approximated
by a 500-Hz to 2-kHz first-order bandpass filter according
to Puria et al. �1997�.

• Auditory bandpass filtering on the basilar membrane
was modeled with a linear, fourth-order all-pole gamma-
tone filterbank �Patterson et al., 1987; Hohmann, 2002�.
Cochlear compression was modeled by an instantaneous
compression with a power of 0.4 �e.g., Ruggero and Rich,
1991; Oxenham and Moore, 1994; Ewert and Dau, 2000�
after bandpass filtering.

• The mechano-electrical transduction process in the inner
hair cells was accounted for by half-wave rectification with
a successive 770-Hz fifth-order lowpass filter as used in
Breebaart et al. �2001a�.

• Uncorrelated Gaussian noise was added to all auditory
bands after hair cell transformation, in order to establish a
finite hearing threshold and to mimic the loss of fine-
structure phase-locking for frequencies above the cutoff
frequency of the filter. The noise had the same rms-value
as a 0 dB sound pressure level �SPL�, 1-kHz pure-tone
after half-wave rectification and prior to lowpass filtering.
For the current study, however, the effect of the noise is
negligible since all stimuli were presented well above
threshold.

In Fig. 1, the preprocessing is depicted as step �A�
“monaural preprocessing.” Binaural processing starts with a
separation of the monaurally preprocessed signals by a “fine-
structure” and a “modulation” bandpass filter �step B�. The
fine-structure filter has the same center frequency as the re-
spective peripheral auditory filter. The center frequency of
the modulation �or envelope� channel was set to the fre-
quency of the strongest envelope fluctuations. For the SAM
tones used here, this is the modulation frequency of the am-
plitude modulation �25, 50, or 100 Hz�. The use of one ad-
justable filter is a simplification of a modulation filterbank
�Dau et al., 1997; Ewert and Dau, 2000�. Both bandpass
filters were realized as complex-valued all-pole gammatone
filters �see Hohmann, 2002 for implementation details�. The
order of the filters was set to 2 and their equivalent rectan-
gular bandwidth to half of the respective center frequency
�i.e., Q=2�.

Each filter is described by the two parameters cf and
type. cf is the center frequency of its respective peripheral
auditory filter and type is either fine-structure or modulation.
Therefore, the filter outputs of step �B� can be described as
functions gleft

cf ,type�t� and gright
cf ,type�t�. The IPD can now be de-

rived from the difference of the arguments �left
cf ,type�t� and

�right
cf ,type�t� of two corresponding filters, as shown in Fig. 1

�step C�. A temporal smoothing of the IPD was not assumed,
following the findings of Dietz et al. �2008� and Siveke et al.
�2008�. Furthermore, only stationary IPDs were considered
in the current study and thus model predictions do not de-

pend on the temporal resolution of the internal IPD represen-
tation of the model.

The crucial point for the lateralization is the response
function of primary binaural neurons and how their response
is coded in later stages of the auditory processing. For a
realistic representation of lateralization, a population of bin-
aural neurons is assumed with a characteristic tuning of their
rate response to a certain best IPD �step D�. The rate re-
sponse function of the neurons neglects spontaneous activity
and is expressed by a half-cycle of a cosine squared function:

fn�IPD�

= �cos2�q�IPD-BestIPDn�� for �IPD-BestIPDn� � �/�2q�
0 for �IPD-BestIPDn� � �/�2q� ,

�
with BestIPDn representing the IPD at which neuron n has
the highest response rate. The parameter q determines the
sharpness of the tuning around its best IPD.

The distribution of the best IPDs in terms of their fre-
quency of occurrence in the neuron population was modeled
according to data of McAlpine et al. �2001� as it is presented
in Marquardt and McAlpine �2007�. They recorded neurons
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�� fFmod
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ture filter

(B) modulation
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FIG. 1. Sketch of the binaural processing stages of the lateralization model.
After peripheral preprocessing �output of step A�, the signals are spectrally
limited by two bandpass filters �step B�. One filter extracts the dominant
low-frequency modulation and the other extracts the fine-structure so that
the respective phases can be determined. The IPDs are calculated �C� in
order to determine the neuronal response �D�. In the two outer blocks of step
E, the best IPDs of the neurons with the highest response rates are deter-
mined. Furthermore, the total response is determined in the two inner
blocks. Note that the two hemispheres are counteracting since the response
of neurons with negative best IPDs is subtracted. Finally, the model inte-
grates over all peripheral filter bands �F� and determines the total lateraliza-
tion by a weighted spatial interpolation between the individual lateraliza-
tions Ltotal

fine and Ltotal
mod �G�. The weighting coefficients are proportional to the

two total response rates Ftotal
fine and Ftotal

mod.
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in the IC of guinea pigs contralateral to the leading side of
the wideband noise stimulus. The best-IPD distribution as-
sumed in the present study is shown in Fig. 2. It was esti-
mated from Fig. 1�c� in Marquardt and McAlpine �2007� by
the following procedure: only BestIPD values between 0 and
� �180°� were considered. The best IPDs were manually
grouped in 40 bins with a width of 4.5°. 191 neurons were
identified in the interval �0° 180°� and used for this study.
The 36 neurons found outside this interval were discarded.
Seven from 234 neurons could not be identified, due to a
strong overlap of the respective data points in their plot. The
highest density was found in the two neighboring bins �45°
49.5°� and �49.5° 54°� with 12 neurons each. For IPDs be-
tween −� and 0, the distribution was mirrored and can be
assigned to the IC neurons ipsilateral to the leading side of
the stimulus. In terms of the model an IPD in the interval �0°
180°� means right side leading and left IC response �black
bars in Fig. 2�. An IPD in the interval ��180° 0°� means left
side leading and right IC response �gray bars�. It was further
assumed that the IPDs in the envelope are processed in the
same way as fine-structure IPDs, even though the discharge
patterns of the respective neurons have some differences
�e.g., Dreyer and Delgutte, 2006�.

The response functions serve for two processing steps.
First, the response functions are integrated in a way that
expresses the response difference in the two hemispheres.
Response from neurons of the right IC is subtracted from
response of the left IC:

Fcf ,type = �
n�BestIPD�0

fn
cf ,type − �

n�BestIPD�0

fn
cf ,type.

These quantities are displayed in Fig. 1 �middle blocks in
step E�.

Second, a place coding is employed in which the result-
ing lateralization estimate Lcf ,type for each specific band is
determined by the best IPD of the neuron k with the highest
response rate �outer blocks in step E�:

k = �arg max
n

�fn
cf ,type�� ,

Lcf ,type = BestIPDk.

Integration across different auditory bands is assumed as

Ltotal
type =

�
cf

Lcf ,typeIcf ,type

�
cf

Icf,type
,

where Icf ,type is the intensity of the respective fine-structure
or envelope channel given in dB �step F�. This intensity
weighted integration assumes that channels with more en-
ergy contribute greater weight to the total lateralization than
channels with less energy. The general motivation of such a
weighting seems intuitively plausible �further motivation is
provided in Sec. V�. However, the specific implementation
proportional to I in dB is just an assumption. Due to the
middle-ear filter, the dB-SPL input is roughly transformed to
dB-hearing level. For high-frequency fine-structure bands, it
is also damped by the hair-cell lowpass filter; thus Icf ,type

represents the phase-locked intensity that is useful for binau-
ral interaction. It was assumed that negative dB-SPL values2

of Icf ,type are below a “binaural perception threshold” and are
therefore set to zero.

The across-frequency integration reduces the estimates
from each filter pair to two estimates of lateralization Ltotal

fine

and Ltotal
mod for the fine-structure and envelope, respectively. In

the final step the overall lateralization Ltotal is determined by
finding a weighted mean of Ltotal

fine and Ltotal
mod based on the re-

sponse Fcf ,type in each band �step F in Fig. 1�. For such a
combination no neurophysiological evidence were available.
The model assumes that the response in each band is inte-
grated over frequencies �inner blocks in step F�:

Ftotal
type = ptype�

cf

Fcf ,typeIcf ,type.

The parameter ptype represents the two scalar values pmod and
pfine that can be adjusted for each subject. These parameters
allow the model to account for the large individual differ-
ences found in experiments of SAM lateralization �Bernstein
and Trahiotis, 1985a, 1985b� and in narrow-band noise lat-
eralization �Trahiotis and Bernstein, 1986�. The relative
strength of Ftotal

mod and Ftotal
fine determines the weighting of Ltotal

fine

and Ltotal
mod. These two lateralizations are the left and the right

extremes of Ltotal. Now a lateralization coefficient r, which is
limited to a fixed interval, is created and the left and the right
extremes are assigned to the lower and the upper limit of the
interval:

r =
Ftotal

fine + Ftotal
mod

�Ftotal
fine � + �Ftotal

mod�
.

The denominator normalizes the difference between left and
right variables to the interval ��1 1�. A value of r=−1 is
assigned to the left of the two lateralizations:

Ltotal�r = − 1� ¬ min	Ltotal
fine ,Ltotal

mod
 .

Accordingly r= +1 is assigned to the lateralization cue
which is more on the right:

Ltotal�r = + 1� ¬ max	Ltotal
fine ,Ltotal

mod
 .
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FIG. 2. Distribution of the best IPDs. The data are taken from the IC of
guinea pigs �Marquardt and McAlpine, 2007�. The height of each bar indi-
cates how many neurons had their highest response �best IPD� within the
respective interval. The width of each interval was set to 4.5°. An IPD in the
range �0° 180°� leads to dominant response in the right IC �black bars� and
an IPD ��180° 0°� to response in the left IC �gray bars�.
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Another important property of the coefficient occurs at
r=0. In this case, the two opposing cues are traded and the
“center of gravity” of the stimulus is predicted as being per-
ceived from the midline:

Ltotal�r = 0� ¬ 0.

Linear interpolations were assumed between these three de-
fined values.

In Sec. III, psychoacoustic experiments are introduced,
which serve for an evaluation of the model. In Sec. IV, the
data of the experiments are presented and compared with
predictions of the lateralization model.

III. METHODS

A. Subjects

Four normal-hearing listeners aged between 26 and 34
years participated in the experiments. All subjects had prior
experience with binaural psychoacoustic measurements.
Brief training was given to the participants until they were
familiar with the stimuli and the task. Subject ID received a
compensation for taking part in the experiment on an hourly
basis.

B. Apparatus and stimuli

The subjects were seated in a double-walled, sound-
attenuating booth and listened via Sennheiser HD 580 head-
phones. Signal generation and presentation during the ex-
periments were computer controlled using the AFC software
package for MATLAB, developed at the University of Olden-
burg. The stimuli were digitally generated at a sampling rate
of 48 kHz. The transfer function of the headphones was mea-
sured in an artificial ear �B&K 4153� and digitally equalized
in order to obtain a flat ��1.5 dB� amplitude response be-
tween 0.1 and 20 kHz. The 500-ms stimuli were gated simul-
taneously with 20-ms raised-cosine ramps and were pre-
sented at a level of 65 dB SPL �if not otherwise stated� and
with pause intervals of 300 ms.

SAM pure-tone stimuli were employed with a carrier
frequency fc=1 kHz:

sl�t� = sin�2�fct��1 + m sin�2�fmt�� ,

sr�t� = sin�2�fct + �c��1 + m sin�2�fmt + �m�� ,

where sl�t� and sr�t� represent the stimuli in the left and right
ears, respectively. The phase lead of the right channel with
respect to the left channel is denoted as �c for the carrier and
as �m for the modulator. The modulation depth was always
m=1. The stimulus generation method allows the interaural
phase of the modulator �Fig. 3�a�� and the carrier �Fig. 3�b��
to be controlled independently.

In experiment 1, carrier phase shifts of 0°, 45°, 90°, and
135° were employed. Phase shifts were restricted to 135°
since some subjects reported two intracranial positions for
phase shifts �c�135°, one corresponding to �c and the other
to 2�−�c �e.g., Sayers, 1964�. Modulation frequencies of
25, 50, and 100 Hz and an unmodulated condition �fm

=0 Hz� were employed. The phase difference of the ampli-
tude modulation was kept constant at �m=0°.

In experiment 2, only the modulator phase was shifted
by either 0°, 45°, 90°, or 135° and the carrier phase differ-
ence was set to zero. Modulation frequencies were again 25,
50, and 100 Hz.

In the third experiment, carrier phase differences were
employed as in experiment 1 �0°, 45°, 90°, or 135°�. Addi-
tionally, a variable modulator-phase difference was simulta-
neously applied to the stimulus. Experiment 4 was a repeti-
tion of experiment 3 with a two-tone complex �McFadden
and Pasanen, 1976� instead of a SAM tone. The left channel
of the stimulus was the sum of two pure tones, spectrally
separated by the beat �or modulation� frequency. In the right
channel, the same two tones were presented with modified
phases in order to produce the desired interaural differences
for the carrier and the envelope phase. The only difference
from the stimulus of McFadden and Pasanen �1976� was,
again, the possibility of controlling fine-structure and beat
shift independently. In contrast to the “soft” sinusoidal enve-
lope waveform of the SAM tones, the envelope waveform of
the two-tone complex has steeper slopes in the envelope and
shorter “modulation troughs.” In experiment 5, a simple time
delay of 750 �s was applied to the entire waveform of the
SAM tones �fc=1 kHz, fm=100 Hz�. Therefore, it was
possible to investigate the relative role of fine-structure and
envelope cues in a more natural matching experiment at dif-
ferent sound levels. These stimuli can be interpreted as the
1-kHz SAM counterparts of the 1500-�s delayed noise at
500 Hz from Trahiotis and Stern �1989�, which was men-
tioned in the Introduction. The 750-�s delay translates to a
3� /2 IPD for the carrier that can be interpreted as a � /2 IPD
toward the side of the lag. The IPD of the amplitude modu-
lation is only 27° and offers a cue toward the side of the lead.
Since the sensitivity of modulation detection depends on
level �e.g., Kohlrausch et al., 2000�, observing lateralization
as a function of level should reveal the relative importance of
both cues and help in testing modeling approaches. The
stimuli were therefore presented at five different sound-
pressure levels: 35, 45, 55, 65, and 75 dB SPL.

C. Procedure

For all experiments, a two-interval, two-alternative
forced-choice paradigm was used. By pressing one of two
left-right aligned buttons, the listener had to respond to the
question: “Was the second stimulus left or right of the first
stimulus?” In experiments 1, 2, and 5, the interaural phase
shifts of either carrier �1� or modulator �2� were presented in
the “target” interval according to the description in Sec.

Time
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FIG. 3. Two dichotic SAM tones. Left channels in dashed gray, right chan-
nel in black. �a� Modulator shift alone. The carriers are still synchronized.
�b� Carrier shift alone. The two channels have the same envelope.
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III B. The perceived position was matched by an adaptively
varied ILD �=Iright / Ileft� in the reference interval. The target
stimulus and the reference stimulus were randomly assigned
to the two presentation intervals. When the listener’s re-
sponse indicated that the position of the reference was per-
ceived to the left of the target, the ILD was increased for the
next presentation and vice-versa. At the beginning of each
experimental run, the ILD was randomly set to a value in the
range �4 dB. The step size by which the ILD was initially
changed was also 4 dB. After two reversals of the dependent
variable, the step size was reduced to 2 dB and after two
further reversals to 1 dB. The mean value of six reversals
collected at the minimum step size was used as the resulting
estimate. If the standard deviation of the estimate was larger
than 2 dB, the run was discarded.

In experiments 3 and 4, the fixed carrier phase shift �c

was combined with a modulator-phase shift �m as the depen-
dent variable. The modulator IPD was traded against �c by
adjusting it to the opposing direction until the resulting
stimulus was perceived from the midline. Both presentation
intervals contained the same stimulus with flipped left and
right channels in random order. The measurement paradigm
was the same as in experiments 1 and 2, except that the step
sizes for the modulator shift were 4� /50, 2� /50, and � /50.
Trading runs with standard deviations larger than � /18 �10°�
were discarded.

In all experiments the conditions were grouped in
blocks. Each block had a constant modulation frequency and
contained the four different IPDs in randomized order. The
four blocks �experiment 1� or three blocks �experiments 2
and 3� were randomly ordered. In total this made 16 condi-
tions for experiment 1 and 12 conditions for experiments 2
and 3. After the last block, four repetitions of all blocks were
measured in the same order. Experiment 4 was performed in
the same way as experiment 3 with a modulation frequency
of 100 Hz only, resulting in four conditions. Experiment 5
was conducted without randomization. The five conditions
resulting from the different presentation levels were mea-
sured in the order of ascending level. Five repetitions of the
block were measured. For each experiment data were col-
lected on at least two different days. At least four runs had to
be valid �standard deviation smaller than 2 dB or 10°� in
each condition. In the few cases in which a subject had only
three valid runs, an additional run was measured at the end
of the experiment. The final result for each condition was the
median of all valid runs.

IV. EXPERIMENTAL RESULTS AND MODEL
PREDICTIONS

In the following, the experimental results and predic-
tions of the model described in Sec. II are presented. For the
model predictions, the individual coefficients ptype were cho-
sen in units of “dB/deg.” With this assumption, the model
outcome is a predicted dB value according to an ILD that
produces the same lateralization. The assumption implies a
linear dependence between IPD and perceived lateral posi-
tion in terms of an equivalent ILD as an approximation. In

the matching experiments 1, 2, and 5, the target stimuli were
fed into the model and the output values are directly compa-
rable to the reference ILD in the psychoacoustic data. The
output variation due to internal noise was less than 0.2 dB in
most cases and was therefore ignored in the plots. The pre-
dictions for the trading experiments 3 and 4 were found by
an incremental search of a sign change in the output variable
�r�0�, with increments of the modulator IPD of either 1° or
2°. For all simulations, auditory filters in the frequency range
761–1296 Hz were used. The frequency spacing between
adjacent filters of the filterbank was 0.2 times the equivalent
rectangular bandwidth. This setting results in ten bands be-
low 1 kHz, one band centered at 1 kHz and ten bands above
1 kHz. Any test with smaller spacing leads to the same re-
sults.

The parameter for the sharpness of the neuronal tuning
was set to q=2. This was chosen as the broadest possible
tuning of the response functions that still led to meaningful
predictions of the data. It is also possible to choose q�2
which leads to sharper tuning of the IPD-sensitive neurons.

A. Experiment 1: Matching of carrier IPD

Figure 4 shows psychoacoustic data �left panel� and
model predictions �right panel�. The perceived lateral posi-
tion of the sound was matched by an ILD for the different
interaural carrier phases indicated on the x-axis. The experi-
ment was conducted without amplitude modulation ��� and
with SAM at 25, 50, and 100 Hz �indicated by �, �, and �,
respectively�. The interaural phase of the amplitude modula-
tion was kept constant at �m=0. In the model predictions
�right panel�, the AM had no effect; thus only a single set of
data was plotted �indicated by the “+” symbols�. In the left
panel, each subpanel shows the median data for one subject.
The error bars indicate the quartile boundaries. An increasing
carrier IPD required an increasing ILD to be matched. For all
subjects except ID, there is a more or less linear relationship
between IPD and matched ILD with some flattening of the
curve for increasing IPDs. Subject ID required a similar ILD
to match the three carrier IPDs of 45°, 90°, and 135°. The
matched ILD range varies across subjects. The results of
subjects HK and MD differ by a factor of 2.5. The modula-
tion frequency had no systematic effect on the results.

In case of the model predictions �right panel�, four
individually-adjusted versions of the model are shown that
account for the main features of the data. The subject-
dependent constant pfine was individually adjusted to give the
closest fit to the data. It was set to 12.2°dB/100° for subject
HK and to 10.0, 7.5, and 4.8 dB/100° for subjects ID, SE,
and MD, respectively. The increase in the matched ILD is
mostly linear as a result of the simplified linear transforma-
tion between angle �IPD� and ILD. A slight deviation from
linearity was observed since the internal noise causes statis-
tical fluctuations in the IPD. For IPDs of 135°, the fluctua-
tions cause a few instantaneous IPD values �180° that are
interpreted as opposing cues and reduce the mean values.
Saturation effects as in subject ID for all conditions and in
subject SE for the 100-Hz condition cannot be modeled with
such a linear approach. The model output does not depend on
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the modulation frequency or on pmod since the mean value of
the modulator IPD is zero in all frequency bands.

B. Experiment 2: Matching of modulator IPD

Figure 5 shows psychoacoustic data and model predic-
tions in the same format as in Fig. 4. In the left panel, the
matched ILDs are shown as a function of modulator IPD.
Some saturation was observed for subjects MD and SE at the
highest modulator IPD of 135°. Subject ID showed a reason-
ably linear relationship between matched ILD and IPD,
while HK showed the most pronounced flattening of the
matched ILD curve with increasing modulator IPD. Again,
there was no systematic effect of modulation frequency on
the results when the data are plotted on an IPD-axis. If plot-

ted over the modulator ITD, the gradient of the 100-Hz con-
dition would be four times the gradient of the 25-Hz condi-
tion. Across-subject variability was smaller than in experi-
ment 1. Model predictions are shown in the right panel of
Fig. 5. The model predicts the main observations in the data.
A common, subject-independent constant pmod

=7.2 dB /100° was assumed. Nevertheless, the model pre-
dictions show minor dependence on subject and on the
modulation frequency, most obvious in the 100-Hz condition
�� symbols�. The reason for this effect is a modulator-
induced carrier phase shift in the off-frequency bands. Fur-
ther analysis is provided in Sec. V. The difference between
subjects is therefore caused by the different values of pfine

but the calibration of pmod has no influence on the predictions
of experiment 1.
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FIG. 4. Left panel: Psychoacoustic results of experiment 1. An IPD in the carrier of a 1-kHz SAM tone �indicated on the x-axis� was matched with an ILD
of a 1-kHz SAM tone at different modulation frequencies. The symbols indicate the modulation frequencies of �: 0 Hz �pure tone�, �: 25 Hz, �: 50 Hz, and
�: 100 Hz. Median values are shown and the error bars indicate the quartile boundaries. Right panel: Model predictions for experiment 1. The subject-
dependent variable pfine was fitted to the experimental data. No modulation frequency dependence was observed and only a single data set is plotted for all
modulation frequency conditions, indicated by the “+” symbols.
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FIG. 5. Left panel: Psychoacoustic results of experiment 2. Matched ILD is shown as a function of the IPD in the modulator of a 1-kHz SAM tone. Different
modulation frequencies of �: 25 Hz, �: 50 Hz, and �: 100 Hz were used. Median values are shown and the error bars indicate the quartile boundaries. Right
panel: Model predictions. A subject-independent variable pmod=7.2 dB /100° was fitted to the experimental data and was used in all subpanels. Note that the
ITDs introduced on the modulator are in the range of 1–15 ms and therefore generally much larger than interaural differences occurring in free field listening.
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C. Experiment 3: Trading of carrier and modulator
IPD

Figure 6 shows the results of the trading experiment
with simultaneously applied opposing interaural carrier- and
modulator-phase shifts. Again, the left panel shows the ex-
perimental data while the model predictions are shown in the
right panel. A peaked pattern of the trading function is ob-
served for all subjects. A carrier IPD of 45° always required
the highest modulator IPD to be traded. The resulting modu-
lator IPDs show significant deviations across subjects. Simi-
lar to experiment 1, the largest differences are observed be-
tween subjects MD and HK who required �m=−19.3° and
�m=−45.8°, respectively, to trade �c=45° in the condition
with fm=100 Hz. Unlike in experiments 1 and 2, a signifi-
cant dependence of the data on the modulation frequency is
observed. Larger modulation frequencies require higher op-
posing modulator IPDs for a midline percept. In order to
define the peak position more precisely, subject MD per-
formed an additional measurement with carrier IPDs of 30°
and 60° for fm=100 Hz. The median values were �m=
−14.1° for the trading of a 30° carrier IPD and �m=−17.2°
for the 60° carrier compared to �m=−19.3° for the 45° car-
rier IPD in Fig. 6. Therefore, at least for this subject, the
peak position seems to be very close to the 45° carrier IPD.

The model predictions in the right panel of Fig. 6 are in
good agreement with the data. The peak at 45° in the simu-
lated data is related to the high values of Ftotal

fine at this IPD
which, in turn, is caused by the increased density of neurons
with a best delay of 45° �Fig. 2�. The high values of Ftotal

fine

lead to a strong “reliability” of the fine-structure cue in the
model. Thus the 45° carrier IPD is harder to compensate for
by an opposing envelope IPD than the 90° and 135° carrier
IPDs, even though 90° and 135° produced a larger lateraliza-
tion in experiment 1. After the ptype values had been adjusted

to match the data in experiments 1 and 2, the model was kept
unchanged for the predictions shown in Fig. 6. Taken to-
gether, the model accounts for the main effects in the data,
i.e., the peak position, the subject dependence, and the effect
of the modulation frequency.

D. Experiment 4: Trading of carrier and modulator
IPD with a two-tone complex

Figure 7 shows psychoacoustic data �left panel� and
model predictions �right panel� for trading the envelope of a
two-tone complex against a carrier IPD, comparable to ex-
periment 3. In contrast to experiment 3 where a sinusoidal
envelope waveform was used, the envelope waveform of the
two-tone complex is a full-wave rectified sinusoid with the
same repetition period. In psychoacoustics, the faster attack

0° 45° 90° 135°

0°

−10°

−20°

−30°

−40°

Carrier IPD

M
od

ul
at

or
IP

D

MD

0° 45° 90° 135°
Carrier IPD

HK

0°

−10°

−20°

−30°

−40°

M
od

ul
at

or
IP

D

ID SE

0° 45° 90° 135°

0°

−10°

−20°

−30°

−40°

Carrier IPD

M
od

ul
at

or
IP

D

MD

0° 45° 90° 135°
Carrier IPD

HK

0°

−10°

−20°

−30°

−40°

M
od

ul
at

or
IP

D

ID SE

FIG. 6. Left panel: Psychoacoustic results of experiment 3. The modulator IPD required for trading an opposed IPD in the fine-structure is shown as a function
of the carrier IPD. The stimulus was a 1-kHz SAM tone presented at modulation frequencies of 25 Hz ���, 50 Hz ���, and 100 Hz ���. Median values are
shown and the error bars indicate the quartile boundaries. Right panel: Trading functions predicted by the model. The parameters pfine and pmod were kept
unchanged from experiments 1 and 2.
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FIG. 7. Trading of a two-tone complex with a beat frequency of 100 Hz
using the same procedure as in experiment 3 �Fig. 6�. In the left panel, the
psychoacoustic trading functions of all subjects are plotted. Median values
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indicate the quartile boundaries. The predicted trading functions are shown
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of the envelope waveform might mediate a different percep-
tual salience of the envelope cues �Bernstein and Trahiotis,
2007�.

As in Fig. 6, a peaked pattern is obvious in the data. In
the model, the different envelope shape leads to a different
ratio of fine-structure versus envelope intensity and thus to a
slight increase in the necessary modulator IPD compared to
the 100-Hz condition of experiment 3. A similar increase was
found in the psychoacoustic data. However, in contrast to
experiment 3, the values of subject SE are higher than the
values of subject ID. Such an inversion cannot be modeled
with fixed p-values for these two subjects.

E. Experiment 5: Level dependence of lateralization

The level dependence on the lateralization of SAM tones
�fm=100 Hz, fc=1 kHz� was investigated with a simple
time delay of 750 �s.

Monaural modulation detection improves with stimulus
level �Kohlrausch et al., 2000; Millman and Bacon, 2008�. If
the monaurally detected amplitude modulations form the in-
put to a binaural processor of envelope disparities, it is likely
that the envelope cues are also more salient for higher-level
stimuli. In the current model this results in a level-dependent
lateralization for binaural stimuli with nonzero carrier and
modulator IPD. The experimental results are shown in the
left panel of Fig. 8 for the four subjects. All subjects showed
a level dependence of the matched ILD. With increasing
level, the ILD required to match the fixed temporal dispari-
ties changes in the positive direction. Again, a profound
across-subject variation was observed. For the lowest level,
all subjects matched the perceived lateral position of the
stimulus by an ILD toward the side of lag �negative ILD
values�. For increasing levels, the ILDs increased toward
zero for ID and SE, indicating a more centered perception at
the midline. For subject MD, the matched ILD switched
completely from negative to positive values, indicating that
the stimulus was perceived to the side of lead for high levels.
For subject HK, all matched ILDs were negative, equivalent
to a perception toward the side of lag. However, this subject
had some differences depending on the day of the measure-
ment indicated by the generally larger error bars.

In the model predictions �right panel�, the matched ILD
changes from large negative values �equivalent to strong lat-
eralization to the side of lag� to slightly positive ILDs �small
lateralization to side of lead� as the stimulus level increases.
For subject HK, the simulation predicts almost 0-dB matched
ILD �centered midline perception� for the highest-level con-
ditions. The pronounced flip to positive ILDs, as observed in
the data for subject MD, cannot be explained by the model.

F. Accounting for published data

The current model was used to predict the perceived
lateralization �characterized as matched ILD� of delayed
noise, comparable to the stimuli described in the Introduction
�Trahiotis and Stern, 1989�. Since both frequency region and
subjects differ from the model calibration, the parameter pfine

was used to fit the data and pmod was kept unchanged. Tra-
hiotis and Stern �1989� reported that all of the subjects lat-
eralized the stimuli with 50- and 100-Hz bandwidths toward
the side of the lag. The 200-Hz stimulus was lateralized dif-
ferently, depending on the subject, and the stimulus with a
bandwidth of 400 Hz was lateralized toward the side of the
lead by all subjects. These results could be modeled with
pfine=1 dB /100°. Stimuli with bandwidths below 200 Hz
were predicted to be lateralized toward the side of the lag
and above 200 Hz toward the side of the lead.

Another general test for the model is the lateralization of
very long ITDs �e.g., Blodgett et al., 1956 or Mossop and
Culling, 1998�. For very long interaural delays, meaningful
information can only be extracted from the stimulus enve-
lope and it is therefore determined by the modulator IPD.
Blodgett et al. �1956� reported that the lateralization of
broadband noise can be determined correctly for delays up to
20 ms. This is very close to the longest ITDs of about 18 ms,
which can be lateralized correctly by the current implemen-
tation of the model with a modulation filter at 25 Hz. Theo-
retically, modulation filters at lower frequencies could ac-
count for even longer delays.

V. DISCUSSION

A. Psychoacoustic results

Matching the lateralization of a dichotic stimulus with
an ILD is a fundamental experiment in binaural psychoa-
coustics. Experiment 1, for instance, is comparable to the
pure-tone experiments of Sayers �1964�. In his study, a linear
dependence between ILD and IPD was found up to about
130°, where an ambiguous region began in which subjects
matched the ILD either to an angle 	 at the right or to 2�-	
at the left. Pilot experiments of this study confirmed this
finding and therefore carrier IPDs were limited to a maxi-
mum of 135°, where left-right confusion occurred very infre-
quently. The same limit was chosen for the modulator IPDs
in experiment 2. For three of the four subjects, the relation
between matched ILD and carrier IPD observed in experi-
ment 1 is linear with some flattening of the matching curve
toward increasing IPDs. This is in good agreement with pre-
viously published data on pure tones �e.g., Sayers, 1964�.
Interestingly, the results were unaffected by a simultaneous
diotic amplitude modulation �25, 50, and 100 Hz� of the
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FIG. 8. Left panel: Psychoacoustic results of experiment 5. Matching the
lateralization of a 1-kHz SAM tone with a modulation frequency of 100 Hz
as a function of presentation level. The whole waveform was delayed by
750 �s. Median values are plotted and the error bars indicate the quartile
boundaries. Right panel: Model predictions of the same experiment.
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1-kHz carrier. The findings suggest that the diotic modula-
tion offers no additional “midline cue” that might reduce the
extent of lateralization of the whole stimulus.

In experiment 2, the modulator IPD was matched for
stimuli with an in-phase carrier, reversing the roles of modu-
lator and carrier when compared to experiment 1. Again, an
increasing matched ILD was found for increasing IPDs with
some saturation effects at 135°. The data can in principle be
compared to the measurements of Bernstein and Trahiotis
�1985b�. They also measured isolated modulator IPDs but
only up to �m=36°. For this modulator phase shift, the
matched ILD was similar to the data of experiment 2 at 45°,
except for their subject AJ, where the matching ILD was
more than twice as large.

The interaction of carrier and modulator IPD was inves-
tigated in experiment 3 where both �opposed� cues were
traded to obtain a central sound image. A common trading
experiment for binaural cues is the time-intensity trading,
where temporal �ITD/IPD� cues are traded against an op-
posed level �ILD� cue to perceive a midline image �Young
and Carhart, 1974; Young, 1976; Trahiotis and Kappauf,
1978; Ruotolo et al., 1979�. In time-intensity trading, the
maximum ILD is required to trade IPDs around 90° for pure
tones. If the IPD is further increased, the ILD required for
trading decreases again and reaches zero for an IPD of 180°,
where the IPD produces an ambiguous, semi-focused image
�Young, 1976�. In the current experiment 3, the pure-tone
�carrier� IPD was traded by a modulator IPD instead of an
ILD. A pronounced maximum in the trading function was
found for a carrier IPD of 45°. This coincides with the high-
est neural density in the best-IPD distributions found by
Marquardt and McAlpine �2007�.

The purpose of experiment 4 �trading with a two-tone
complex� was to investigate the influence of the envelope
waveform. According to Kohlrausch et al. �2000�, the modu-
lation detection sensitivity is subject-dependent with respect
to several parameters. The modulator cue in the two-tone
complex might be less salient than in the SAM tone due to
shorter modulation troughs in its envelope. On the other
hand, the modulator cue could also be more salient because
of the steeper slopes in the envelope. The data reveal that for
three out of four subjects, the envelope of the two-tone com-
plex offers indeed a less salient cue, which could be attrib-
uted to the short modulation troughs. Only subject SE shows
no decrease in the salience of the envelope cue. Transposed
tones, however, offer both steep slopes and long modulation
troughs and therefore cause very salient envelope cues
�Bernstein and Trahiotis, 2007�.

Experiment 5 revealed a level dependence of the relative
importance of fine-structure and modulator IPD cues. The
results show that the lateralization moves more toward the
side of the lead as the sound level is increased, indicating
that envelope cues become more prominent with increasing
level.

B. Modeling lateralization

The suggested lateralization model is based on the
physiologically motivated assumption of a �-limit for the

internal, auditory representation of IPDs in different auditory
bands. The assumption of the �-limit is based on the neuron
distributions found by Crow et al. �1978� and Marquardt and
McAlpine �2007�.

Thompson et al. �2006� stated that with existing lateral-
ization models it is not possible to explain the lateralization
of 400-Hz wide 1.5-ms delayed noise centered around 500
Hz with these physiological constraints in mind. A separation
of fine-structure and envelope cues for modeling lateraliza-
tion with the assumption of �-limited neurons in binaural
processing is required. The IPD model of Dietz et al. �2008�
fulfills these requirements and was used as the basis of the
current lateralization model. In order to account for the data
of experiment 3, a neuron population with a physiological
distribution of best IPDs had to be taken into account. An
interim approach using only two pairs of IPD-sensitive neu-
rons was not successful. In the framework of the recent dis-
cussion about multi-channel place coding vs two-channel
hemisphere coding �McAlpine and Grothe, 2003; Harper and
McAlpine, 2004; Phillips, 2008�, the current model approach
can be seen as a hybrid. The lateralization for a single chan-
nel is performed by place coding, while the combination of
the channels is determined by the overall response in each
hemisphere.

In comparison to other complex models of binaural pro-
cessing �e.g., Breebaart et al., 2001a�, the current approach is
purely focused on interaural temporal disparities and cannot
account for combined interaural level and temporal effects.
Additionally, the process of cue combination �step E in Fig.
1� could be criticized as being both speculative and simpli-
fied for the purpose of trading and matching experiments.
Thus, the current combination of cues, for example, does not
account for an increasing lateralization in the case of congru-
ent fine-structure and envelope IPDs. However, an increased
perceived lateral position was reported with both fine-
structure and envelope IPDs sharing the same direction
�Bernstein and Trahiotis, 1985a�. In order to account for such
effects a different weighting of Ltotal

fine and Ltotal
mod would be nec-

essary allowing for a positive summation. Independent of the
weighting, a fusion to one scalar lateralization value Ltotal is
always somewhat artificial as it cannot describe any spatial
extent of sound images. Some listeners reported that they
perceived two sound images in trading conditions and esti-
mated a rather imaginary midpoint to perform the task. Thus,
a more complete description of the spatial impression should
also include a measure of image width or compactness �e.g.,
Hess, 2006�. All necessary information to describe the spatial
impression is provided by the primary binaural feature ex-
traction of the model �e.g., Fig. 1 step D�. It is therefore
possible to model the spatial distribution by extending the
“perception” stage of the model �Fig. 1 steps E–G�. In Sec.
IV F, the lateralization of delayed noise was simulated for
different bandwidths. The model output depends on the
bandwidth in the same way as the data of Trahiotis and Bern-
stein �1986�.

However, the parameter pfine had to be smaller for the
delayed-noise simulations than for any of the four subjects in
the SAM-tone simulations. A hypothesis for this difference is
that noise shows a continuous spectrum of modulation fre-
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quencies while SAM tones have only a discrete modulation
frequency. The single modulation filter did not cover all
modulation frequencies of the noise; thus the influence of the
modulator IPD was underestimated. In the simulation of Sec.
IV F this was compensated for by an underestimation of pfine.
In order to exploit the whole modulation frequency range, a
modulation filterbank would be necessary. This model exten-
sion is possible but not required for the SAM tones of the
current study. The influence of noise bandwidth is also pre-
dicted correctly by the weighted-image model �Stern et al.,
1988�. However, the weighted-image model requires long
delay-lines of several milliseconds.

Findings of large subject variability in complex lateral-
ization experiments �e.g., Bernstein and Trahiotis, 1985a or
Trahiotis and Bernstein, 1986� can easily be modeled by the
parameter pfine. Conventional hardwired delay-line models
cannot account for these differences. In addition, the inten-
sity weighting of the separated cues employs a level depen-
dence as it was also qualitatively observed in experiment 5.

C. Physiological validity of the model

A possible interpretation of the two separated fine-
structure and envelope channels in the model is that in mam-
mals the fine-structure is processed in the medial superior
olive �MSO� while the modulation IPDs are processed in the
lateral superior olive �LSO�. There is physiological evidence
for a specialization of the LSO to level and envelope �ampli-
tude modulation� disparities �e.g., Joris and Yin, 1995 or
Joris, 1996� and also several indications that the MSO is the
dominant detector for fine-structure IPDs �e.g., Brand et al.,
2002�. In species with large heads and low-frequency hear-
ing, like humans or dogs, the MSO is much more pro-
nounced than in species with small heads �Grothe et al.,
2001�. Psychoacoustic just noticeable difference �JND� mea-
surements of 500-Hz pure-tone and 4-kHz transposed-tone
ITDs and ILDs �Furukawa, 2008� might further support the
two-channel hypothesis. In transposed tones the JNDs of �en-
velope� ITDs and ILDs were found to add up according to a
common-channel hypothesis whereas pure-tone JNDs of
�fine-structure� ITD and ILD were found to add up according
to partially independent channels. These two findings support
the view that the envelope ITD is processed together with the
ILD, while the fine-structure ITD is processed independently.
On the other hand, it cannot be ruled out that cue integration
works differently at low- and high-frequencies.

Another physiologically plausible way to explain sepa-
rate access to fine-structure and envelope disparities can be
obtained is the so-called DIFCOR �fine-structure� and SUM-
COR �envelope� metrics �Joris, 2003�. These metrics are ob-
tained by the difference �DIFCOR� or the sum �SUMCOR�
of two different cross-correlation techniques.

The distribution of best delays underlying the model was
taken from Marquardt and McAlpine �2007�. Due to the pri-
mary feature extraction of phase differences, the neurons that
had their best delays outside the �-limit had to be discarded.
Most of the discarded neurons would have been considered
as “trough-type neurons” having their well-defined minima
within the �-limit and two almost equally high side peaks a

half-cycle away from the minimum. This description already
holds for trough-type neurons with best delays in the interval
�2� /3;�� �Marquardt and McAlpine, 2007�. An open ques-
tion is whether these neurons are really tuned to the shallow
side peaks, which are separated by 2� and therefore repre-
sent the same IPD, or, more likely, to the sharp minimum
which is usually close to zero IPD. The latter would support
an even stricter �-limit and the respective neurons could
be interpreted as excitatory-inhibitory elements �e.g.,
Durlach, 1963; Breebaart et al., 2001a� parallel to the
excitatory-excitatory majority. In the corresponding IPD re-
gion ��135°�, the psychoacoustic measurements of lateral-
ization also became instable and ambiguous and had to be
excluded from the main measurements. For instance, the per-
ception of IPDmod=� was described as diffuse and not later-
alized �Thompson and Dau, 2008�. These observations can
be interpreted as caused by the side peaks of trough-type
neurons and they are in line with identical activity on both
ipsi- and contralateral sides in the model. However, neither
the model predictions nor the psychoacoustic data are dis-
tinctive enough to explain the role of peak-type vs trough-
type neurons in lateralization.

As mentioned in the Introduction, Thompson et al.
�2006� measured the response in the IC and not in the supe-
rior olivary complex where the MSO and the LSO are lo-
cated. The 1500-�s delayed 500-Hz noise caused a higher
response in the ipsilateral IC while the model output pro-
duces dominant ipsilateral fine-structure response �MSO�
and contralateral modulator response �LSO�. These results fit
well to the MSO/LSO model interpretation since both ipsi-
lateral MSO and contralateral LSO project excitatory to the
ipsilateral IC �Loftus et al., 2004�. Therefore, the model sup-
ports both conclusions of the recent study by Thompson
et al. �2006�: the �-limit entails a new model approach and
the integrated response in contralateral vs ipsilateral IC is not
a good measure for lateralization.

A critical physiological parameter is the sharpness q of
the response function. The response function was modeled as
wide as possible, but with a sharpness of q=2 it is still much
narrower than the response functions recorded in the MSO
�e.g., Brand et al., 2002�. However, Fitzpatrick et al. �1997�
found that subsequent neurons show a sharper tuning. Their
recording from the thalamus of rabbits showed response
functions that fit very well to cos2�q�IPD-BestIPDn�� with
q=2. Another possible fitting is a cos4 function �Harper and
McAlpine, 2004� which would lead to similar results.

Overall, the most obvious and most important difference
of the current model compared to other models is the sepa-
ration of fine-structure and envelope cues. Psychoacoustic
and physiologic findings support this approach. However,
several questions remain, in particular, about the role of
trough-type units and the extent to which independent pro-
cessing is realized in the auditory system.

D. Relation of experimental to modeled data

Reviewing the experiments, it appears surprising that the
individual differences for fine-structure IPD matching are as
large as a factor of 2.5. This makes it questionable to analyze
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mean values across subjects. An explanation for the differ-
ences in pfine is that the carrier frequency of 1 kHz is already
in a region where phase-locking in humans decreases. There-
fore, the differences in the influence of the fine-structure
could also be modeled by a subject-dependent variation in
the phase-locking filter in the model. Currently, a cutoff fre-
quency of 770 Hz and a fifth-order Butterworth lowpass filter
are employed for all subjects. Individual differences could be
modeled by varying both the cutoff frequency and the filter
order or shape.

For the envelope-based lateralization, it might have been
a coincidence that the variation was much less; however,
most notably there was no correlation between the fine-
structure factor pfine and envelope factor pmod since some
subjects have a larger pfine and one subject has a larger pmod.
Therefore, it was impossible to match the fine-structure lat-
eralization with the envelope-based lateralization �or vice-
versa� for all subjects in the same way. On the other hand, it
was possible to trade each fine-structure cue with an enve-
lope cue. For instance, subject HK traded a 135° fine-
structure shift with as little as 10° envelope shift to the op-
posite direction even though the fine-structure shift alone
required an ILD of 15 dB to be matched. In the same subject,
a 10° envelope IPD only required a 1 or 2 dB ILD to be
matched.

While all these properties show a good accordance be-
tween model and psychoacoustic data, two points have to be
discussed in some more detail.

The first point is the dependence on modulation fre-
quency in experiment 3. For higher modulation frequencies,
all subjects needed larger modulator IPDs to compensate for
a given carrier IPD. One might argue that this outcome is
related to the choice of an IPD-axis for the modulator and
could be compensated for by converting the ordinate to an
ITD-axis. However, there are several arguments against it.
First, the 25-Hz trading function would be significantly
higher than the two other trading functions if the modulator
IPDs are converted to ITD. Since the current average factor
between the 100-Hz and the 25-Hz values is 2, it will be 0.5
on an ITD-axis, which is as far away from unity than with
the current IPD-axis. Second, there was no frequency depen-
dence in experiment 2 in terms of the modulator IPD. There-
fore, the IPD seems to be the natural parameter for experi-
ment 2 and it would be hard to motivate a change in the axis
parameter for experiment 3. Third, the simple model hypoth-
esis of an intensity weighting already accounts for the fre-
quency dependence of the trading functions and can be ex-
plained in an easy way: the finite bandwidth of the auditory
filters causes an attenuation of the side-bands of the SAM
tones. The higher the modulation frequency is, the larger is
the separation of the side-bands and the larger is the effect of
attenuation, resulting in a decreased effective modulation
depth. Thus, the energy in the modulation filters decreases
with increasing modulation frequency and larger modulator
IPDs are required to trade a given carrier IPD.

While experiments 1–3 tested different modulation fre-
quencies, all with the sinusoidal envelope waveform and
level, these features were varied in experiments 4 and 5. The
reason why the model output depends on envelope waveform

and level is the intensity weighting introduced to account for
the modulation frequency dependence. The data from both
experiments revealed the same trends but some additional
variations among subjects. The variations can be explained
by the nonlinear and individual increase in modulation de-
tection sensitivity with level �Kohlrausch et al., 2000�. In
order to model the data more precisely, individual data on
modulation detection sensitivity for each subject at each con-
dition would be required.

The last point that needs to be discussed is the reported
modulator-induced fine-structure shift in the off-frequency
components. This effect, which can be seen in the simulation
�Fig. 5, right panel�, but not in the experimental data �Fig. 5,
left panel�, is caused by a modulator-induced fine-structure
shift in the off-frequency channels. In Fig. 9, it can be seen
that the 90° modulator shift �fm=100 Hz� induces a fine-
structure shift of �90° in the frequency region between 800
and 900 Hz. On the other hand it induces a positive shift
between 1150 and 1250 Hz. However, the positive shift is a
bit smaller and the intensity of the cue is much lower, due to
the 770-Hz lowpass filter. Therefore, a net negative fine-
structure cue remains, which is pulling the lateralization to-
ward the center. The effect is stronger for higher modulation
frequencies since these stimuli result in a lower intensity at
the output of the modulation filter. Furthermore, the effect in
the model is stronger if a stronger fine-structure weighting is
applied �e.g., to model subject HK�. A possible explanation
why this phenomenon is not observed in the measurements is
that the auditory system does not give so much weight to
off-frequency channels or that the decrease in phase-locking
is not as strong as is assumed in the model. Simulations at
lower carrier frequencies or with less steep lowpass filters
�for example, a first-order, 1-kHz lowpass as assumed in Dau
et al., 1996� would also reduce the effect in the model. An-
other explanation would be that the auditory system has
learned to compensate for this natural asymmetry.

VI. CONCLUSIONS

The interaction of fine-structure and envelope interaural
phase differences was investigated. Psychoacoustic data
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were presented and a lateralization model based on IPD ex-
traction was suggested. In the model, the separation of fine-
structure and envelope information has proven to be a suc-
cessful solution under the restrictive physiological side-
condition of a �-limit for IPD extraction in the different
auditory filters. The following conclusions can be drawn.

1. When carrier and modulator IPDs were set in opposition,
for all subjects the largest modulator IPD required to off-
set a carrier IPD occurred when the carrier IPD was 45°.
This result could be modeled assuming a population of
binaural neurons with a physiological distribution of best
IPDs clustered around 45°–50°.

2. Assuming a �-limited neuronal distribution of best IPDs,
a separation of fine-structure and envelope cues appears
to be required to successfully model the lateralization of
binaural stimuli independent of the psychoacoustic mea-
surements.

3. The assumption of separate processing for fine-structure
and envelope cues allows the model to mimic the strong
subject- and level-dependent differences as observed in
the data.

4. By assuming an effectively analog processing for fine-
structure and envelope cues the influence of modulator
IPDs can be modeled correctly, however only for a fixed
shape of the amplitude modulation.

5. The model can account for bandwidth dependencies since
the intensity of envelope cues is influenced by the
bandwidth.
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Informational masking of a target female talker by female distracters was measured with target and
distracters presented from directly in front of the listener as a baseline condition. Next, it was found
that if the distracters were also presented from directly in back of the listener, advanced or delayed
by a few milliseconds with respect to the distracters in front, release from informational masking
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I. INTRODUCTION

In a room full of talking people, it is generally possible
to converse with just one. But the relative ease and success
of the conversation will depend on a number of factors, in-
cluding physical characteristics of the various talkers’ voices
and the content of their messages �Brungart et al., 2001;
Brungart and Simpson, 2007; Cherry, 1953; Yost, 1997�.
Spatial relationships among the talkers also play a role. It is
easier to attend to a single talker among several who are
speaking simultaneously if the target talker stands a distance
away from the others. Hence, spatial separation between a
target and any distracters can reduce the level of masking
that is experienced by a listener �Bronkhorst, 2000; Duques-
noy, 1983; Peissig and Kollmeier, 1997�. Hirsh �1950� pro-
posed that if a listener perceived there to be a separation
between target and distracters then that perception alone
might be sufficient to trigger masking release. Freyman et al.
�1999� took advantage of the precedence effect �Wallach
et al., 1949� to create such a perception, and, in fact, found
measurable masking release as predicted. The specifics of
their experiment were as follows.

First, in a baseline condition, a single loudspeaker di-
rectly in front of the listener presented the speech of multiple
talkers. The listener’s task was to attend to a single target
talker and to ignore another interfering talker, the distracter.
Next, in the precedence effect condition, a second loud-
speaker off to the listener’s right produced a copy of the
distracter, shifted forward in time by 4 ms to lead the pre-
sentation of the distracter at the front speaker. Although the
addition of this second loudspeaker increased the physical

level of the distracting speech, it also shifted the perceived
location of the distracting talker off to the listener’s right side
and well away from the target speaker’s location, which re-
mained in front. As a result, the intelligibility of the target
speech was greatly improved. This experimental protocol has
since been used in a number of studies of speech masking
release. We will refer to it here as an added-delayed-
distracter �ADD� experiment. Freyman et al. �1999� also
found a limitation on masking release in the ADD experi-
ment. Release was substantial for speech distracters but neg-
ligible for spectrally matched noise distracters. This sug-
gested that the masking release seen with speech was largely
a release from informational masking �IM�. IM takes place
centrally when there is a competition among co-occurring
messages, as compared to energetic masking �EM�, which
takes place peripherally owing to spectral overlap among
signals �Arbogast et al., 2002; Brungart, 2001; Brungart
et al., 2001; Freyman et al., 2001�.

A time delay like the one just described in which the
added distracters lead in time and invite perceptual separa-
tion via the precedence effect is defined here as a positive
delay. Experiments have also been done with the distracters
set to lag in time—a condition referred to here as negative
delay. Freyman et al. �1999� found significant release from
masking in an ADD experiment conducted with speech
maskers and the negative delay time of −4 ms. In that in-
stance, there was only a small difference in the perceived
locations of the target speech and the distracter speech, but
other spatial effects arose and these appear to have been able
to support masking release as well. Specifically, a relatively
diffuse auditory image of the distracters due to interaural
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disparities in the two-loudspeaker presentation was appar-
ently important for differentiating the target talker from the
distracters.

A number of ADD studies have since confirmed the
presence of masking release for both positive and negative
delays. Brungart et al. �2005� and Rakerd et al. �2006� ex-
tended the range of positive and negative delay times tested
in ADD experiments out to values both much shorter and
much longer than those that had been examined previously.
One notable outcome of those studies was the finding that
there can be release from EM with speech distracters, but
only at very brief delay times. Another was the establishment
of an upper time bound on IM release. The boundary is ap-
proximately 50 ms, and it appears to be set by the emergence
of speech echoes �Haas, 1951�.

In the original ADD study by Freyman et al. �1999� and
in numerous studies since �e.g., Balakrishnan and Freyman,
2008; Freyman et al., 2001, 2004, 2007; Rakerd et al., 2006�
leading and lagging signals have been presented from loud-
speakers placed directly in front of a listener and off to the
side, thereby modeling direct and reflected sounds distrib-
uted in the horizontal plane �HP�. Direct sounds and their
reflections can also arise in the median sagittal plane �MSP�,
and with that in mind the present ADD study was conducted
with the front-back loudspeaker geometry shown in Fig. 1.
An important distinction between the HP and the MSP con-
cerns the role of binaural cues. Interaural differences in time
and intensity are prominent and important for sound local-
ization in the HP, but such differences are minimal or absent
in the MSP owing to the equidistance of all points from a
listener’s two ears. In the MSP, listeners localize chiefly on
the basis of spectral cues �Blauert, 1969, 1983�, which has
possible implications for performance in ADD experiments.
The spectrum of a sound is complexly altered by the co-
ocurrence of a direct sound and its �positively or negatively�
delayed reflection. For this reason, and because binaural cues
are minimal in the MSP, masking release effects might be
realized very differently in that plane than they are in the HP.
On the other hand, previous experiments comparing sound
localization and echo suppression for these two planes have
found similar patterns of sensitivity �Litovsky et al., 1997�.
A series of ADD experiments was run here to learn more
about masking release in the MSP, and to compare the results
with those of previous studies conducted in the HP.

II. EXPERIMENT 1: FRONT-BACK PRESENTATION
WITH SPEECH DISTRACTERS

Experiment 1 measured release from speech-on-speech
masking in an ADD experiment where the sound sources

were directly in front and in back of the listener. Directly
front and back are two locations that can be discriminated by
listeners because of spectral differences �Blauert, 1969;
Burger, 1958; Middlebrooks and Green, 1991�. These loca-
tions are rarely confused by normal hearing listeners in
broadband localization experiments �Wightman and Kistler,
1999�. Methods used here were comparable to those used in
a previous ADD study conducted with a HP geometry
�Rakerd et al., 2006�.

A. Listeners

Four listeners, three male �listeners B, N, and S� and one
female �listener K�, participated in the experiment. Listeners
K, N, and S were in their mid-twenties; and listener B was
52. All four listeners had normal hearing �pure tone thresh-
olds at speech frequencies �15 dB hearing level at 0.5, 1, 2,
and 4 kHz�.

B. Anechoic room and experimental layout

Testing took place in an anechoic chamber, 3.0 m
wide�4.3 m long�2.4 m high �IAC 107840�. A listener
was seated near the center of the chamber in a special chair,
described below. One loudspeaker was placed directly in
front of the listener, at ear height, 1.5 m from the center of
the listener’s head. Another loudspeaker was placed directly
behind, also at ear height and 1.5 m from the head. This
layout is shown in Fig. 1. It is referred to here as the front-
back geometry.

C. Listener’s chair

Rigorous measures were taken to prevent head motion
and to ensure that each loudspeaker was equally distant from
the listeners’ ears. A wooden bite bar, 53 cm long, was at-
tached to the chair, running parallel to the back of the chair.
This bar was given a dark center line around its circumfer-
ence at the center of its length and aligned approximately
with the center of the chair. To ensure a constant alignment
of the head, listeners were instructed to bite lightly on the bar
and to maintain contact throughout the test facing the front
loudspeaker. Prior to the test, listeners aligned the center line
of their top incisors with the center line drawn on the bar
using a small hand mirror.

D. Loudspeaker alignment

The loudspeaker azimuths were aligned individually,
and were carefully centered on the listeners’ midline, with
the goal of minimizing interaural differences. The alignment
procedure was as follows. Two small microphones were at-
tached to the bite bar, one at each end. A sine tone was
presented from the loudspeaker to be aligned. The outputs of
the two microphones were observed simultaneously on a
dual-channel oscilloscope outside the anechoic room, and the
loudspeaker position was adjusted until the oscilloscope
traces showed two sine tones with the same phase. A low
frequency was used initially, and then successively higher
frequencies were used for finer adjustments. After the final
adjustment with a tone of 10 kHz, the estimated maximum

FIG. 1. �Color online� Arrangement of speakers relative to a listener for
experiment 1. The delay between speakers is represented by �, positive if the
distracters from the back loudspeaker lead those from the front and negative
if the distracters from the front loudspeaker lead those from the back.
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error in angle was less than 0.5°. This corresponds to a maxi-
mum difference in arrival time of the sound between the left
and right ears of less than 7 �s.

The loudspeaker distances �1.5 m from the center of the
listener’s head� were determined with a tape measure. This
method had an estimated error of less than 1.5 cm, corre-
sponding to a difference in arrival time between the front and
back loudspeakers of less than 44 �s. In a delay-and-add
filter, this delay corresponds to structure in the transfer func-
tion only above 11 kHz—well above the frequencies used in
this experiment. A brief test of the perceptual effects of a
small misalignment of this kind appears in Appendix A. This
test indicated that the alignment procedure successfully mini-
mized binaural difference cues.

E. Stimuli

The stimuli used for both targets and distracters were
sentences taken from the coordinate response measure
�CRM� corpus �Bolia et al., 2000�. For this experiment, each
stimulus consisted of three female voices �the target and two
distracters� issuing commands that followed the format:
“Ready �call sign�, go to �color� �number� now.” A chart of
call signs, colors, and numbers allowed in these experiments
is given in Table I. The target talker always used the call sign
“Laker.”

The voices of the three talkers were randomly chosen
from among the four female voices available in the CRM. In
any given stimulus, no two talkers shared any of the at-
tributes of call sign, color, number, or individual female
voice. With four colors and four numbers, the chance of
guessing correctly becomes 1 in 16, or approximately 6%.

F. The task

Listeners were instructed to listen for the call sign Laker
on each trial and to determine the color/number combination
in the associated sentence. A stimulus with the Laker call
sign was presented from the front on every trial. A liquid
crystal display was mounted below the front loudspeaker. To
help minimize any head motion, the listeners used a wireless
gyroscopic mouse to control a pointer on the display without
the need for a mouse pad or other surface. The listeners
responded to each stimulus by clicking on the appropriately
numbered button within the field of the appropriate color on
the display. A response was considered correct only if the
selected number and the color were both correct.

A single run consisted of five practice trials without
feedback followed by 30 test trials. The listeners went

through three runs for each experimental condition, with the
order of runs randomized differently for each subject.

G. Front-only baselines

In a condition referred to here as the front-only �FO�
baseline, the target and the distracters were presented exclu-
sively from the front loudspeaker, with the level of each
talker’s speech fixed at 65 dB SPL. Thus, the level of the
target was 0 dB relative to the level of each distracter. For a
second reference point, the FO baseline experiment was re-
peated with the level of the target talker raised to +4 dB
relative to the FO condition. This +4 dB signal-to-noise
�S/N� ratio reference �the FO+4 dB condition� provided a
way to express performance changes using a decibel scale.

As this ADD experiment was designed to search for per-
ceptual effects over a wide range of time delays, it was de-
sired that all listeners start with similar baseline perfor-
mance. In a pilot test, it was found that three of the four
listeners performed the baseline test near 30% correct, which
was well above chance �6%�. Listener K also performed
above chance, but less well than the other listeners ��15%
correct�. The difference in baseline performance was elimi-
nated by increasing the target level by 2 dB for listener K.
All baseline and ADD data for listener K below reflect this
2 dB increase.1

H. Front-back ADD experiment

For all front-back ADD tests, the target and the distract-
ers were presented from the front loudspeaker as for the FO
baseline tests, and in addition, the distracters were presented
from the back loudspeaker using the same level as in front
�65 dB�. There was a delay, �, between the front and back
distracters. The delay was varied over a wide range across
the different conditions of the experiment. The set of delays
employed was �= ��32, �8, �2, �0.5,0� ms. Positive de-
lays indicate that the back loudspeaker �distracters only� led
the front. Negative delays indicate that it lagged. Zero delay
corresponds to synchrony in the presentation of the distract-
ers from the two loudspeakers.

I. Results and analysis

Figure 2 shows the results of the front-back experiment
for each listener, with the average across listeners given in
the bottom panel. For the individual subjects, percent correct
scores, averaged over three runs of 30 trials each, are given
as a function of the delay, �. Error bars represent the standard
deviation over runs. A diagonally hatched rectangular stripe
near the bottom of each panel shows the subject’s average

TABLE I. The full set of CRM sentences that were possible in this study. The listener is instructed to listen for
Laker. The target talker always speaks this call sign.

�Talker� “Ready �call sign� go to �color� �number� now.”
Target “Ready Laker go to

� Blue

Red

White

Green
� � One

Two

Three

Four
�

now.”

�Distracter1

Distracter2 � “Ready �Hopper

Ringo

Charlie � go to
now”.
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results for the FO baseline test �0 dB S/N ratio�. The width
of the stripe represents a 95% confidence interval about the
average baseline score. Another stripe �drawn with vertical
hatch lines� is given for the FO test in which the S/N ratio
was set to +4 dB �see right-hand axis of the figure�. The
bottom panel of Fig. 2 shows percent correct scores averaged

across the four subjects. In that panel, error bars and the 95%
confidence intervals for FO tests are based on the standard
deviation over subjects.

Analysis of variance showed that front-back scores for
all �, −32��� +32 ms, were significantly greater than the
FO baseline score �p�0.05� except for �= +8 ms, where the
score approached, but did not reach, significance �p=0.08�.
These results provide strong evidence of release from mask-
ing in the front-back geometry for a wide range of delays
comparable to those that might be encountered on an every-
day basis in rooms.

For each listener, the measured difference in percent cor-
rect scores between the 0 and 4 dB FO reference conditions
corresponded to a release of 4 dB �Sec. II G�. These bench-
mark values were used to estimate the amount of unmasking
in decibels on front-back tests by linear interpolation or ex-
trapolation, as shown on the right-hand axes in Fig. 2. The
delay times of �= �+2,−2� ms showed the greatest release.
Listeners displayed, on average, a release of 3.5 dB for �
=2 ms, and a release of about 2.5 dB for �=−2 ms. Measur-
able release of at least 1 dB extended out to �= �32 ms.

The results of this experiment in the MSP agree with the
results reported previously in the HP by Brungart et al.
�2005� and Rakerd et al. �2006�. Those experiments found
masking release for delays as long as +32 and −32 ms, but
not for 64 ms. Figure 2 shows that the release in the front-
back ADD experiment strongly decreases at 32 ms. There-
fore, it seems reasonable to conclude that about the same
range of delays elicits a release from masking in both the HP
and the MSP. However, at every value of the delay, the av-
erage release from masking is smaller in the MSP than in the
HP. In the HP with two distracters, a maximum release of
11 dB was found �Rakerd et al., 2006� compared to about
4 dB in the present experiment in the MSP. The 50 ms
speech echo boundary found by Haas �1951�, which Rakerd
et al. held responsible for setting the upper bound on mask-
ing release in the HP, apparently sets it as well in the MSP.

It is likely that the release from masking seen in this
experiment is aided by the ability of listeners to localize
sounds in the MSP. Listeners use spectral structure in various
frequency bands to localize sounds in the front and back
�Blauert, 1969, 1983�. Roffler and Butler �1968� showed that
effective localization in the MSP is assisted by broadband
stimuli with components above 8000 Hz, and fails for such
stimuli without components above 2000 Hz. Because the
CRM stimuli are low-pass filtered at 8000 Hz, energy in the
2000–8000 Hz range is present to contribute to front-back
localization. The localization must employ the precedence
effect, which is known to exist in the MSP �Litovsky et al.,
1997�. A brief follow-up experiment, in which speech dis-
tracters were presented in the back loudspeaker only while
the target remains in the front, appears in Appendix B and
serves as a comparison for an entirely geometrical location
change.

III. EXPERIMENT 2: FRONT-BACK PRESENTATION
WITH SPEECH-SHAPED NOISE MASKERS

The masking of a speech signal by noise with similar
spectral content is referred to as EM. This type of masking is

FIG. 2. Results of Experiment 1, the front-back experiment with speech
distracters, for each of the four listeners and the average across listeners as
a plot of percent correct vs delay, �. The error bars are one standard devia-
tion wide in each direction. The diagonally hatched rectangular stripe shows
the result of the FO �single speaker� geometry, where the level of the target
equals the level of each distracter voice. The width of the stripe spans the
95% confidence interval of average performance for the individual subject.
For the average across listeners, the width represents the 95% confidence
interval across the mean responses of individual listeners. The vertically
hatched stripe is the same as the diagonally hatched except that the level of
the target is boosted by 4 dB.
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mainly attributed to physical interactions in the peripheral
auditory channels �Kidd et al., 1994�. In the masking of
speech on speech, EM may occur because of spectral overlap
of the target signal and distracting speech, resulting in com-
petition between the target and masker in the periphery of the
auditory system. By contrast, IM does not require spectral
overlap of signals �Arbogast et al., 2002; Kidd et al., 1994�.
IM in competing speech signals is the result of the difficulty
a listener experiences in trying to distinguish a target speech
message from distracting speech messages �Durlach et al.,
2003�. Experiment 2 was conducted to determine the extent
to which the speech-on-speech masking effects of Experi-
ment 1 might be attributable to EM �and EM release�.

Previous ADD studies examining masking release in the
HP have found that release from EM occurs for very brief
delays �−0.5 ms��� +0.5 ms�, and that EM release be-
comes negligible for longer delays �Brungart et al., 2005;
Freyman et al., 2001, 1999; Rakerd et al., 2006�. In the HP,
Rakerd et al. �2006� found an average release from EM of
2 dB in the very brief delay range. Brungart et al. �2005�
also noted a significant release in similar conditions. The
present study examined the time delay dependence of EM
release in the MSP, specifically for the front-back geometry.
Following previous studies, maskers used to test for EM re-
lease were speech-spectrum-shaped noises, with spectra
matched to those of speech maskers.

A. Methods

Experiment 2 was an ADD experiment, identical to Ex-
periment 1 with one exception. For Experiment 2, the dis-
tracters were continuous speech-spectrum-shaped noises that
should be comparable to speech maskers in their ability to
exert EM, but should exert no IM at all. The subjects of
Experiment 2 were the same four listeners who participated
in Experiment 1. They completed all tests for that experiment
before beginning this one.

All distracters from the CRM corpus �i.e., those voices
that spoke call signs other than Laker� were modified to de-
rive equivalent speech-shaped noise samples, forming a
“noise corpus.” To do this, a discrete Fourier transform was
applied to each individual speech file in its entirety. Then,
each complex spectral component was multiplied by eı�,
where � was a random variable uniformly distributed on the
range �−� ,��. Thus, the phases of the frequency spectrum
were randomized while the amplitudes remained unchanged.
An inverse Fourier transform converted the modified spec-
trum back to the time domain. All listeners agreed that the
result sounded like a swarm of bees, at roughly the same
pitch as the original voices. Figure 3 shows an amplitude
spectrum, averaged over five randomly chosen sentences, for
each of the four talkers in the CRM. Each spectrum has a
strong peak near 200 Hz indicating the fundamental compo-
nent.

Pilot testing in the FO condition showed that at a S/N
ratio of −10 dB, baseline performance with noise maskers
was similar to that seen with speech distracters in Experi-
ment 1. FO baseline tests were therefore conducted for all
listeners at a −10 dB S/N ratio. For a second reference point

the speech level was increased to −6 dB S/N ratio. To test for
release from EM in the front-back geometry, both the target
speech and two noise maskers were presented from the front
loudspeaker at −10 dB S/N ratio, and a delayed copy of the
maskers was also presented from the rear loudspeaker. Alto-
gether, there were nine test conditions, corresponding to dif-
ferent values of the delay, �, the same nine that had been
employed in Experiment 1.

B. Results and analysis

Figure 4 shows the results of Experiment 2. All listeners
showed masking release �relative to baseline� at �
= �0.5 ms, and these eight points �four listeners and two
delays� were all statistically significantly different from the
baseline �p�0.05�. All listeners except for K also exhibited
significant release when �=0 �p�0.05�. Listeners N and B
displayed a release of about 4 dB for �=0. For listener S, the
release was approximately 3 dB.

The results for Experiment 2, averaged over all four lis-
teners, are shown in the bottom panel of Fig. 4. Statistically
significant release from masking �p�0.05� occurred for all
three values of � in the region ����0.5 ms �p�0.05� and for
no other value outside that range. The average release from
EM at �=0 was about 2.5 dB. A release of 2.5 dB was also
found for �=0.5 ms, and a release of 1.5 dB was found for
�=−0.5 ms. There was no evidence of masking release for
longer delays. For �= �32 ms and �= �8 ms, the average
performance was, in fact, significantly below the perfor-
mance in the baseline condition �p�0.05�, presumably be-
cause the masking power in front-back trials was double that
for FO trials. Overall, these results agree with the HP experi-
ments by Brungart et al. �2005� and Rakerd et al. �2006�,
which also found significant EM release for very brief delays
�−2, −0.5, 0, and 0.5 ms� but not for longer delays. For brief
delays, the magnitude of the release found in the front-back
geometry was similar to that found in the HP.

The noise masker results of Experiment 2 �Fig. 4� on
EM can be compared with the speech masker results of Ex-
periment 1 �Fig. 2�. The following points are notable: �1� The
range of delays for which the release appears in Experiment
2 �−0.5 to 0.5 ms� was far more limited than in Experiment
1. �2� No release occurred in Experiment 2 at �= �2 ms,

FIG. 3. Average amplitude spectra of voices. Each panel represents the
average spectrum for one talker’s voice, averaged over five utterances. The
vertical axis has arbitrary amplitude units, the same for all four.
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where Experiment 1 showed the greatest release. �3� The
release at �= �−0.5,0.5� ms was statistically the same in Ex-
periments 1 and 2 �p	0.716 in a two-sample t-test of zero
difference�.

We conjecture that the release seen in Experiment 2 at
�=0 ms and the release seen at �0.5 ms occurred for differ-
ent reasons. For �=0 ms, it seems likely that the release from
EM is a localization effect, with the noise maskers perceived
to be located separately from the target due to summing lo-
calization. The release from EM at �= �−0.5,0.5� ms is more
likely due to delay-and-add �comb� filtering �Hartmann,

1998� because the “window” of summing localization is be-
ginning to close at these delay times �Blauert, 1983�. As a
consequence of delay-and-add filtering, the masking noises
had a broad spectral valley from 0 to 2 kHz, centered at
1 kHz. In an informal ADD experiment where listeners ad-
justed the delay of noise maskers, a delay near 0.5 ms was
found to be particularly effective in unmasking target female
speech. The conjecture that different mechanisms lead to re-
lease for the different delays might explain why all listeners
exhibited a release at �= �−0.5,0.5� ms, but, unlike the other
listeners, listener K failed to show a release at �=0 ms. Ac-
cording to the conjecture, all listeners were able to utilize the
spectral mechanism that leads to a release at �= �0.5 ms,
but listener K failed to make use of the localization mecha-
nism that other listeners used to achieve a release from mask-
ing at �=0 ms. Implications of EM results are further ad-
dressed in Sec. VI B.

IV. EXPERIMENT 3: FRONT-FRONT PRESENTATION
WITH SPEECH DISTRACTERS

Interaural differences were minimized in Experiment 1,
which means that the masking release for speech distracters
found there was chiefly due to spectral effects. These spectral
effects may have had either or both of two origins. One
source was the spatial nature of the front-back layout itself.
The head-related transfer functions for sources in front and
in back are quite different �Blauert, 1983�, and listeners al-
most certainly gained some localization information from
their head-related transfer functions �HRTFs�. This spectral
localization information in turn may have mediated speech
masking release.

The other source of spectral differences was delay-and-
add filtering. Experiment 3 was conducted to separate out the
contributions of HRTFs and delay-and-add filtering. To do
this, a new test layout was established, referred to here as
“front-front” �see Fig. 5�. The front-front layout deprived
listeners of any spatial cues but retained spectral cues caused
by delay-and-add filtering.

A. Methods

To create the front-front layout, the loudspeaker that had
previously been in back was moved and placed on top of the
front loudspeaker so as to make them collocated.2 The loud-
speaker alignment, method of data collection, time delays,
and the target and masking stimuli for Experiment 3 were the
same as in Experiment 1. The four listeners for Experiment 3
were the same as for Experiment 1 as well. The FO test was
repeated here to provide a measurement of baseline perfor-
mance contemporaneous with the front-front ADD test.

FIG. 4. Individual and average results of Experiment 2, the front-back ex-
periment with noise distracters, similar in form to Fig. 2, as a plot of percent
correct vs delay, �. For listener N, who showed no variation within three
runs in performance of the boosted FO condition, a dashed straight line
represents the average percent correct.

FIG. 5. �Color online� Arrangement of speakers relative to a listener for
Experiment 3. The delay between speakers is represented by �.
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B. Results and discussion

Figure 6 shows the results for the front-front ADD test.
This figure is in every way parallel to Fig. 2 for the front-
back ADD test.

The shape of the functions in Fig. 6 was remarkably
similar across the four listeners. All listeners exhibited sub-
stantial release from masking for the delays of �
= �+2,−2� ms. This was most dramatically demonstrated by
listener N, who showed nearly 6 dB of release for �=2 ms.
The smallest release seen at �2 ms was for listener K who
showed a release of 2.5 dB at �=−2 ms. No listener showed
any evidence of masking release for any other delay.

Another point of agreement among listeners is that they
all performed worse than baseline for a delay of �=0. Here
the distracter presentations perfectly coincided at the leading
and lagging speakers and were therefore 6 dB more intense
than at baseline.

The average results in the bottom panel of Fig. 6 clearly
show significant release from masking at �= �2 ms �p
�0.05� and no release at any other delay value. The peak in
performance for �=2 ms corresponded to a 3.5 dB release in
masking, while the peak for �=−2 ms corresponded to a re-
lease of nearly 3.0 dB. These two decibel values are essen-
tially the same, indicating symmetry about �=0.

1. Delay-and-add filtering with speech maskers

The improved performance for �= �2 ms in Experi-
ment 3 is very likely due to delay-and-add filtering of the
distracters in this experimental setup. The transfer function
of a delay-and-add filter with a delay of 2 ms is shown in
Fig. 7, superimposed on the average spectrum of a typical
female voice from the CRM. For a delay of 2 ms, peaks
occur at integer multiples of 500 Hz, and dips occur at
250 Hz and every additional 500 Hz thereafter.

The first dip in the delay-and-add spectrum for a delay
of �= �2 ms may be especially important. As shown in Fig.
7, this dip is close to the average fundamental frequency of
female voices. Apparently, suppressing the energy in the fun-
damental component introduced timbre differences in the
distracters that helped the listeners distinguish between the
target talker and the distracters, leading to a release from
masking of the target. The release seen at 2 ms in Experi-
ment 3 �no spatial cues� was as large as the release at 2 ms in
Experiment 1 �front-back spatial cues�. It seems likely that
the peaks at �2 ms seen in Experiment 1 were the result of
the delay-and-add filtering effect, as made evident in Experi-
ment 3, but spatial cues may also have played some role.

2. Delay-and-add filtering with noise maskers

In contrast to the results with speech maskers, no release
was seen at �= �2 ms with noise maskers in Experiment 2,
though presumably delay-and-add filtering had a similar ef-

FIG. 6. Individual and average results of Experiment 3, the front-front ex-
periment with speech distracters, similar in form to Fig. 2, as a plot of
percent correct vs delay, �.

FIG. 7. The solid lines show the theoretical amplitude response of an ideal
delay-and-add filter with delay �=2 ms. Dips occur at 250 Hz and every
additional 500 Hz thereafter. Peaks occur at every integer multiple of
500 Hz. Superimposed in dashed lines is the average amplitude spectrum of
one of the four female CRM voices, which is taken from the upper left panel
of Fig. 3.
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fect on the spectrum of the maskers in that experiment.
Delay-and-add filtering of the noise maskers removes power
from certain parts of the spectrum but adds power to other
parts of the spectrum. Therefore, delay-and-add filtering
would not be expected to lead to a release from EM unless
the delay afforded some strategic advantage.

Unmasking the fundamental frequency of the target
would not lead to better intelligibility of the target speech,
since the relevant information in this speech task is not con-
tained in the fundamental.

3. More on speech maskers

Support for the notion that a dip at the fundamental
caused by delay-and-add filtering contributes to a release
from masking by speech is found in the results of Brungart
et al. �2005�. In that study, a similar experiment to the
present one was performed in a virtual auditory environment
with a single male speech distracter and a target taken from
the CRM corpus �this was referred to as the F-FF condition�.
Brungart et al. �2005� found a peak in release from masking
for a delay of 4 ms, distinct from no release for 2 and 16 ms.
This peak is similar to the peak seen in the present experi-
ment for 2 ms, distinct from no release seen for 0.5 and
8 ms. A delay-and-add filter with a delay of 4 ms has a first
dip at 125 Hz, near the expected fundamental frequency for a
male talker, as used by Brungart et al. �2005�. By compari-
son, a delay-and-add filter with a delay of 2 ms has a first dip
at 250 Hz, near the expected fundamental frequency for fe-
male talkers, as used in the present experiments. Brungart
et al. �2005� also reported release at delays of 0, 0.25, 0.5,
and 1 ms of magnitudes similar to that of the release at 4 ms,
whereas no release for 0 or 0.5 ms was found in the present
experiment. This difference may be due to the fact that the
present experiment was performed with two distracters in-
stead of the single distracter employed by Brungart et al.
�2005�.

V. EXPERIMENT 4: SPECTRAL STRUCTURE—A
FOLLOW-UP TO EXPERIMENTS 1 AND 3

Delay-and-add filtering in Experiment 3 produced mul-
tiple dips in the spectra of distracters. This experiment asked
which of those dips was most important for masking release.
If one dip or another is particularly important in eliciting a
release from masking, this would give insight into the under-
lying mechanisms by which such a release from masking is
attained.

A. Methods

A digital filter was designed to “mimic” the first dip in
the amplitude response of a delay-and-add filter with delay
�=2 ms. This was a finite impulse response filter of order
336, with 0.04% ripple in the passband. The amplitude re-
sponse of this filter is shown in Fig. 8�a�. The dip in the
filter’s amplitude response was centered at 250 Hz and had a
depth of approximately 39 dB. A second filter was designed
with a dip at 750 Hz in order to mimic only the second dip in
the delay-and-add filter. This filter �Fig. 8�b�� was FIR of
order 392, with 0.02% passband ripple, and a dip at 750 Hz

of 32 dB. By comparison, the first two spectral dips actually
measured for the front-front geometry in the anechoic room
used for these experiments occurred at 250 and 750 Hz, with
depths of 22 and 12 dB, respectively.

The entire CRM stimulus set was processed with each
digital filter to create two separate filtered corpi, one with
energy removed at 250 Hz, and the other with energy re-
moved at 750 Hz. These stimuli were then used individually
as the distracters in two separate FO experiments. For each
experiment, listeners completed three runs consisting of five
practice trials �without feedback� followed immediately by
30 test trials. To simulate the effective target-to-distracter
level difference of Experiment 1, wherein both loudspeakers
were actively producing distracting speech, the level of the
target talker was reduced here by 6 dB. The listeners in this
experiment were the same as in all previous experiments.

B. Results and analysis

The results of Experiment 4 are shown in Table II for
each listener and for the average across listeners. “FF” refers
to the results of Experiment 3, speech-on-speech masking,
with a delay of �=2 ms, where the greatest release occurred.
“FO 250 Hz” refers to the FO test wherein the distracters
have a notch at 250 Hz per the first dip in a delay-and-add
filter with delay �=2 ms, and similarly for the condition la-

FIG. 8. The top graph shows the amplitude response of a filter imitating the
first dip in a delay-and-add filter with delay �=2 ms. This is a FIR filter of
order 336. The bottom graph shows the amplitude response of a filter imi-
tating the second dip in a delay-and-add filter with delay �=2 ms. This is a
FIR filter of order 392.
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beled “FO 750 Hz.” The “FO 0 dB” condition refers to the
baseline condition where target and unfiltered distracters are
presented from the front loudspeaker only.

When the filter dip was at 250 Hz, all listeners showed
an improvement in performance over the FO baseline, FO
0 dB. The average magnitude of the release was 2 dB. When
the dip was at 750 Hz, none of the listeners showed any
improvement in performance, and listener S performed con-
sistently worse than in the FO baseline condition.

The release found for distracters with a notch at 250 Hz
supports the idea that delay-and-add filtering was responsible
for the release from masking demonstrated in Experiment 1.
The lack of release found for distracters with a notch at
750 Hz suggests that only the first dip in the spectrum of
delay-and-add filtering is responsible for this effect. How-
ever, since performance in this experiment in no case
reached the level found in the front-front geometry for delay
�=2 ms �Table II, column �d��, this first spectral dip may not
be solely responsible for the release in masking shown in
Experiment 3. An alternative explanation for the smaller re-
lease seen in Experiment 4 is that the 6 dB target reduction
used in Experiment 4 may have underestimated the effective
S/N ratio in Experiment 3.

Experiment 4 indicates that the release from masking
seen in Experiment 3, uniquely at delays of �2 ms, was the
result of eliminating the fundamental component of the dis-
tracting speech. An experiment by Freyman et al. �2005�
supports this conclusion. That experiment began with a base-
line condition wherein target and distracters were both high-
pass filtered so as to remove the first few harmonics. When
the fundamental was added back to the target, performance
improved by about 2–3 dB. That experiment is quite similar
to Experiment 4 in that it demonstrated a release from mask-
ing that takes place because of the lack of energy in the
fundamental of the distracters compared to that of the target.

VI. SUMMARY

This article describes added delayed distractor �ADD�
experiments in a front-back geometry, where care was taken
to minimize interaural differences.

A. Speech distracters

Experiment 1 tested the ability of listeners to segregate
target speech from distracting speech when both were pre-

sented from directly ahead, and when an additional time-
shifted copy of the distracting speech was presented from
behind. Thus, this experiment continued an ADD paradigm
begun by Freyman et al. �1999�, extending it into the median
sagittal plane �MSP�.

Experiment 1 showed that listeners experienced release
from masking in the MSP for all delays tested between −32
and +32 ms. The magnitude of release was on the order of
2–4 dB �see Fig. 2�, and the peak release occurred for delays
of �= �2 ms. Comparison to previous ADD studies con-
ducted in the horizontal plane �HP� �Brungart et al., 2005;
Rakerd et al., 2006� indicated that release occurs over a simi-
lar range of delays in both planes, though the magnitude of
the release in the MSP is significantly less than that seen in
the HP �8–11 dB�. Greater release in the HP is not surprising
since it seems likely that speech segregation could only be
helped by binaural cues, which were strong in the HP, but
were minimized in the MSP. Though binaural discrepancies
�e.g., anatomical asymmetries� may have made some contri-
bution to masking release in the front-back geometry, Appen-
dix A shows that, by themselves, they could not have ac-
counted for the release as observed.

The finding that this release occurred for a wide range of
delays �as long as �32 ms� is an important result of Experi-
ment 1. Further, performance was found to be approximately
independent of the sign of the delay. It did not matter which
distracter led, either the front �coincident with the target� or
the back, even for the longest delays.

Additional experiments were done in order to gain in-
sight into the results of Experiment 1. Experiment 2 em-
ployed noises to measure energetic masking �EM� release in
a front-back geometry. Experiments 3 and 4 examined the
role of delay-and-add filtering.

B. Noise maskers

Experiment 2 was identical to Experiment 1 except that
continuous noise maskers were used in place of speech dis-
tracters. In contrast to Experiment 1, Experiment 2 �Fig. 4�
showed that EM release occurs in the MSP only for short
delays, �=0 ms and �= �0.5 ms. The magnitude of the EM
release and the range of delays over which it occurred were
similar to the results previously seen in the HP �Freyman
et al., 2001; Rakerd et al., 2006�.

TABLE II. Experiment 4: Percentage of correct responses �plus or minus one standard deviation� for each
listener by condition. �a� FO baseline condition. ��b� and �c�� Simulated delay-and-add filtering with a 2-ms
delay. �d� Front-front condition with 2-ms delay—data taken from Experiment 3. Averages and standard devia-
tions for each listener are calculated across three runs. Averages and standard deviations across listeners are
shown in the bottom row.

Listener
�a�

FO 0 dB
�b�

FO 750 Hz
�c�

FO 250 Hz
�d�
FF

B 33�3% 24�8% 60�3% 66�9%
K 29�5% 33�7% 51�8% 64�7%
N 48�5% 47�0% 64�7% 83�6%
S 38�2% 20�0% 59�8% 70�6%

Avg. 37�8% 31�11% 67�9% 71�9%
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The results for noise maskers in Experiment 2 were also
similar to the results of a previous study with noise using
head-related transfer functions �HRTFs� and headphones to
simulate a MSP geometry �Brungart et al., 2005�. In that
study, which used both male and female target voices, a sig-
nificant release from EM was found for delays of �
= �−0.5, +1.0, +2.0� ms. Brungart et al. �2005� explained
that poor performance with a noise masker in an ADD ex-
periment is expected, since the second presentation of the
masker adds noise power to the masker, but that some delays
may lead to a release due to delay-and-add filtering. Short
delays in a delay-and-add filter lead to broad spectral valleys
through which a listener may perceive an unfiltered target.

The release from EM in Experiment 2 can be understood
from some combination of several effects. One effect is
delay-and-add filtering. A delay of �= �0.5 ms in the mask-
ing noise leads to a broad valley centered on 1000 Hz, giving
the listener improved access to an important spectral region
for the target speech. This is a plausible explanation for the
release demonstrated by all listeners in Experiment 2 at �
= �0.5 ms. However, at �=0 ms, no delay-and-add filtering
occurs, and the release seen in Experiment 2 at this delay
must have some other explanation. A second possibility is
that release from EM at �=0 ms, or for the entire range, ���
�0.5 ms, is a localization effect caused by summing local-
ization. Summing localization occurs for delays less than
1 ms, and is known to occur in the MSP �Litovsky et al.,
1997�. Summing localization may shift the perceived loca-
tion of the maskers away from the target, probably at the
same time making the maskers more diffuse, and thus differ-
ent from the target. A localization effect leading to a release
from EM is, however, not expected because localization is
thought to mediate release from IM and not from EM
�Arbogast et al., 2002�.

As applied to Experiment 2, the possibility that a local-
ization effect leads to a release from EM requires that sum-
ming localization produces a larger release from EM than is
produced by the law of the first wavefront. That law is a part
of the localization precedence effect. It says that the location
of the leading source dominates. The problem is that the law
of the first wavefront for broadband noise, for instance, at a
delay of 4 ms, is very strong. However, no other explana-
tions for the observed release are particularly forthcoming,
especially as it occurs for a delay of �=0.

C. The role of delay-and-add filtering

Experiments 3 and 4 examined the role of delay-and-add
filtering in the results of Experiment 1 by removing the spa-
tial aspect of the ADD experiment. In Experiment 3, the back
and front loudspeakers from Experiment 1 were placed to-
gether in front so that the target, distracters, and added dis-
tracters were collocated. Otherwise, Experiment 3 was iden-
tical to Experiment 1. In this way, the effect of delay-and-add
filtering was separated from spatial effects. The results �Fig.
6� show a release only for delays of �= �2 ms, matching the
delays at which peak release occurred in Experiment 1. Ex-
periment 4 used digital signal processing techniques to show
that the release for �= �2 ms occurs mainly because the first

dip in the delay-and-add filter occurs near the fundamental
frequency of the distracting speech. The distracting speech
becomes distinguishable from the target when its timbre is
changed by attenuating the fundamental component.

D. Symmetry

The results of all the experiments showed a notable sym-
metry about the zero-delay condition. In Experiment 1, with
a speech target and speech distracters, the average data
shown in Fig. 2 were approximately symmetrical for all de-
lays, 0.5–32 ms. Symmetry between positive and negative
delays would not be expected a priori if the release from
masking is primarily driven by the precedence effect. How-
ever, it is possible that the imperfect behavior of the local-
ization precedence effect that is exhibited at negative delays
is adequate to promote release from masking. For every de-
lay showing appreciable release, the release was slightly
stronger when the source in back led the source in front—
positive delay. This small asymmetry might be attributed to
the localization precedence effect.

E. Implications

1. Front-back

Previously, it was shown that a release from IM occurs
in ADD experiments in the HP �Brungart et al., 2005; Frey-
man et al., 2001, 2005, 1999; Rakerd et al., 2006�, and bin-
aural cues were held primarily responsible for this masking
release. It has been shown now that such a release occurs as
well in the MSP when binaural cues are minimized to the
extent that they are expected to be unimportant. When dis-
tracters are presented from in front and in back the greatest
release from masking occurs for a delay of �2 ms. Experi-
ments with distracters only in front show that this peak owes
much of its importance to delay-and-add filtering. Apart from
that, the front-back experiment shows release from masking
for a wide range of delays, at least out to 32 ms, and this
release is likely caused by the ability of listeners to localize
the distracters �or to delocalize them� using the localization
cues that are available in the MSP, namely, spectral cues.
Localization in the MSP is weaker than in the HP, and thus it
was not surprising to find that the release that can be
achieved in an ADD condition is smaller in the MSP than in
the HP. The presence of masking release out to long delays,
both positive and negative, reveals a behavior similar to that
noticed in the HP �Rakerd et al., 2006� and suggests that a
similar general mechanism is at work to achieve a release
from informational masking �IM� in both cases.

2. Precedence

In many previous studies, the precedence effect �Litov-
sky et al., 1999, 1997� has been cited as the main mechanism
by which release from IM is achieved in ADD experiments.
By moving the perceived location of the distracters away
from the target �i.e., for positive delays� localization of the
distracters separately from the target allows for the percep-
tual segregation of the two. However, for large negative de-
lays, the precedence effect will place the perceived location
of the distracters near the target. According to a simple in-
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terpretation of the precedence effect the distracters should
nearly coincide with the target leading to no benefit to the
listener trying to hear out the target speech. However, this
study, as well as studies of the HP by Brungart et al. �2005�
and Rakerd et al. �2006�, shows a release from IM for a large
range of negative delays. Furthermore, in both the HP and
the MSP, the magnitude of the release is similar for both
positive and negative delays. Freyman et al. �1999� argued
that even a small shift in apparent location, caused by the
negative delays, could mediate some release from masking.
Other effects, such as perceived diffuseness and timbre
changes caused by delay-and-add filtering, also likely con-
tribute.
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APPENDIX A: TEST FOR INTERAURAL DIFFERENCES

The methods used in this article had the goal of elimi-
nating interaural differences by confining the sources to the
front-back dimension. However, interaural differences can-
not be completely eliminated, no matter how accurately the
experimental system is aligned. Nevertheless, we believe that
the small interaural differences that exist in a geometry such
as ours have no perceptual importance �see also Middle-
brooks and Green, 1991�.

To test for the perceptual effects of interaural differ-
ences, which might arise because the listener is inadvertently
misaligned or because of individual anatomical asymmetry, a
headphone experiment was run in which misalignments were
deliberately introduced such that the ears were not equidis-
tant from each loudspeaker.

This test used a misalignment equivalent to a 5° rotation
of the listener. Accordingly, one ear was effectively 65 �s
closer to the front loudspeaker and 65 �s farther away from
the back loudspeaker, for a total difference in arrival time of
130 �s. The same difference, but with opposite sign, oc-
curred in the other ear.

Seven listeners, including B and N from the previous
experiments, were presented with CRM stimuli of the same
type used in Experiment 1 �target plus two speech distract-
ers� through Sennheiser HD 414 headphones. The task was
identical to that of previous experiments. The distracters
were passed through delay-and-add filters before they were
combined with the target speech. Two experimental sce-
narios were tested—one in which the delay between the
maskers was 870 �s in the left ear and 1130 �s in the right,
the “different-delays” scenario; and a second condition in
which

the delay between the maskers was the same in both ears
1000 �s, the “same-delays” scenario.

A reference delay of 1000 �s �1 ms� was chosen be-
cause that delay is representative of delays used in Experi-
ment 1, and because it is beyond the range at which release
from EM occurs �Experiment 2�. For 1000 �s there is sub-
stantial release �but not the greatest release� from IM. These
delay scenarios were tested at SNRs of −4, 0, and +4 dB, for
a total of 2�3=6 conditions.

Differences in performance between the scenarios were
examined within and across listeners for each SNR. The
most relevant SNR is 0 dB, at which Experiment 1 was per-
formed. At 0 dB, the average listener performed marginally
better with different delays than with same delays. The mean
improvement in percent correct, plus and minus one standard
deviation, was 7�16%. This was not a significant improve-
ment �one-sided Wilcoxon signed rank test, N=5, W+=3.0,
p=0.140�. There were also differences in performance across
listeners—three listeners performed slightly better with dif-
ferent delays, two performed slightly better with same de-
lays, and two showed no difference in performance. For
lower SNR, there was a greater improvement in performance
under the different-delays condition, but the difference in
performance did not reach the 0.05 level of significance �N
=5, W+=1.5, p=0.069�. For higher SNR, the differences in
performance between the same-delays and different-delays
conditions were entirely negligible �N=6, W+=11.0, p
=0.583�. Note here that a worst-case scenario �a 5° rotation
of the listener� has been assumed. In reality, the error in
alignment was almost certainly smaller. Thus, binaural dis-
crepancies may have contributed to the unmasking observed
in our experiment, but these discrepancies cannot account for
the statistically significant unmasking obtained in those ex-
periments.

APPENDIX B: SEPARATED-SOURCE PRESENTATION
WITH SPEECH DISTRACTERS

The positive delay conditions of Experiment 1, particu-
larly the conditions for which �	1 ms, can be expected to
elicit a precedence effect shift in the perceived location of
the distracters. The precedence effect should shift the per-
ceived location of the distracters from front to back. For
comparison, it is interesting to investigate the masking re-
lease caused by a real geometrical shift. Several experiments
have been performed, which have measured the release from
both EM and IM when the distracters are moved from the
front, where they were collocated with the speech target, to
the back �Freyman et al., 2005; Plomp, 1976; Zurek, 1993�.

To test the effect of a real physical shift of the distracters
using the setup of the previous experiments and the CRM
stimuli, the experiment of Freyman et al. �2005� was re-
peated. Three conditions were tested: �1� the FO baseline, as
in Experiment 1, with S/N ratio of 0 dB; �2� the FO baseline,
as in Experiment 1, with S/N ratio of 4 dB; and �3� a
separated-source test with the target presented from the front
loudspeaker and the speech distracters presented from the

1646 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Aaronson et al.: Release from median plane speech masking



back loudspeaker at a S/N ratio of 0 dB. The first two con-
ditions were the FO and FO+4 dB conditions. The third con-
dition was new.

Four listeners were tested, including listeners B and N
from Experiment 1 and two inexperienced listeners, A and E.
Listeners sat quietly and faced the front loudspeaker without
moving their heads throughout each run. Listeners were po-
sitioned such that their ears were half way between the front
and back loudspeakers. Each run consisted of five practice
trials followed by 30 trials for which data were collected and
scored as in Experiment 1. Each listener went through five
runs of each condition.

The results of the experiment are presented in Table III.
These may be informally compared to the results of Experi-
ment 1. Performance in the separated-source condition was
slightly worse than that in the FO+4 dB condition, indicat-
ing a release from masking somewhat less than 4 dB as a
result of spatially separating the target and distracters. In
detail, the average percent correct performance across listen-
ers in the separated condition was 75�4.8%, an increase
over the FO baseline performance of 38�7.4%. This in-
crease in performance in the F-B condition with target in
front and distractors in back corresponds to an average re-
lease of 3.5 dB. This is comparable in magnitude to the re-
lease seen in Experiment 1 between the FO baseline perfor-
mance and the best performance at any other delay for the
average listener �this occurred at �=2 ms, where the average
release was 3.5 dB�.

1For listener K, the condition where the target was at 67 dB and each
distracter was at 65 dB was the “0 dB SNR” condition, and other values of
SNR are referenced to this baseline. For instance, the +4 dB condition
corresponds to a target at a level of 71 dB and each distracter at 65 dB for
listener K. Thus, values of SNR are reported relative to the initial level of
the target, which was 65 dB for listeners B, N, and S; and 67 dB for
listener K.

2The distance between the centers of the two speakers was 8.9 cm, which
corresponded to a difference in vertical angle of 3.3°. Therefore, the ar-
rival time discrepancy between the signals from the two speakers was less
than 10 �s, producing a negligible effect on the delay-and-add filtering.
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A common finding in the cochlear implant literature is that the upper limit of rate discrimination on
a single channel is about 300 pps. The present study investigated rate discrimination using a
procedure in which, in each block of two-interval trials, the standard could have one of the five
baseline rates �100, 200, 300, 400, and 500 pps� and the signal rate was a given percentage higher
than the standard. Eight Med-El C40+ subjects took part. The pattern of results was different than
those reported previously: six Med-El subjects performed better at medium rates �200–300 pps�
compared to both lower �100 pps� and higher �400–500 pps� rates. A similar pattern of results was
obtained both with the method of constant stimuli and for 5000-pps pulse trains amplitude
modulated at rates between 100 and 500 Hz. Compared to an unmatched group of eight Nucleus
CI24 listeners tested using a similar paradigm and stimuli, Med-El subjects performed significantly
better at 300 pps and higher but slightly worse at 100 pps. These results are discussed in relation to
evidence on the limits of temporal pitch at low and high rates in normal-hearing listeners.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068457�

PACS number�s�: 43.66.Ts, 43.66.Hg �RLF� Pages: 1649–1657

I. INTRODUCTION

Perhaps the major remaining challenges for cochlear im-
plant �CI� researchers are to improve the perception of pitch
and the ability of listeners to extract speech from competing
backgrounds. These two issues may be related, given that
pitch differences between different sources provide a major
cue for segregation in normal-hearing �NH� listeners, and
that such differences are not readily exploited by CI users
�Stickney et al., 2004, 2007�.

In a typical envelope extraction algorithm used in a CI
speech processor, pitch is encoded in the temporal envelope
with a modulation rate equal to the fundamental frequency
�F0� of a sound. For sounds presented via these speech pro-
cessors, pitch perception is generally very poor �e.g., Gfeller
and Lansing, 1991; Kong et al., 2004; McDermott, 2004;
Vandali et al., 2005�. Slightly better performance can be
achieved when the speech processor is bypassed and a
simple stimulus, such as a train of equal-amplitude pulses, is
presented to one channel of a CI �e.g., Pijl and Schwarz,
1995; Pijl, 1997�. Even then, rate difference limens �DLs� are
orders of magnitude higher than for low-frequency pure
tones in NH listeners, and, typically, performance deterio-

rates markedly at pulse rates greater than about 300 pps �e.g.,
Shannon, 1983; Tong et al., 1983; Townshend et al., 1987;
McDermott and McKay, 1997; Zeng, 2002�. The poor tem-
poral pitch perception in conjunction with the deterioration
of rate discrimination at higher rates reflects a limitation that
is likely to discourage attempts to improve CI speech proces-
sors by encoding the temporal fine structure of the signal
�Wilson et al., 2004�.

The upper limit of 300 pps is remarkably lower than that
observed in NH listeners presented with filtered pulse trains.
Carlyon and Deeks �2002� investigated the upper limit of
rate discrimination in a group of NH listeners using
alternating-phase harmonic complexes. When the stimuli
were filtered into the very high frequency region between
7800 and 10800 Hz, NH listeners could detect differences in
pulse rate relative to a 712-pps baseline rate, an upper limit
higher than that reported in CI listeners. The reasons for the
discrepancies in performance between CI and NH listeners
remain unclear. It has been suggested that accurate pitch per-
ception may depend on a match between place and temporal
cues, and that the mismatch between these two cues in CIs
may limit discrimination performance in CI listeners �Oxen-
ham et al., 2004; Moore and Carlyon, 2005�. In addition, or
alternatively, stimulation by electric pulse trains does not
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preserve the phase transitions near the peak of the traveling
wave in the normal cochlea, information that may be impor-
tant for pitch estimation �Kim et al., 1980�.

The goal of this study was to investigate the upper limit
of temporal pitch and elucidate the mechanisms underlying
temporal pitch perception in electric stimulation, with a view
toward testing the effect of novel stimulus manipulations that
could shed light on the basis for this limitation. We tested a
group of listeners implanted with the Med-El COMBI 40+
implant, which has a longer electrode array than other de-
vices, allowing one to measure performance across a wider
range of cochlear sites. If perception of temporal pitch is
dependent on a match between place and temporal cues, then
the apical electrodes might show better rate discrimination at
lower rates and the limits of temporal pitch would increase
as the stimulating electrode progressively moved toward the
basal locations.

Three experiments were conducted to examine temporal
pitch perception in Med-El COMBI 40+ implant users. Ex-
periment 1 measured rate discrimination performance as a
function of baseline rate. We developed a procedure that al-
lows us to quickly measure rate discrimination as a function
of baseline rate by choosing a reasonably large rate differ-
ence ��R� of 35% between standards and signals. The as-
sumption is that if subjects have the ability to discriminate
differences in rate, they should be able to accomplish this at
35% �R. The limit of temporal pitch will then be revealed at
the baseline rate where peformance approaches chance level.
A potential advantage of this procedure is that, by mixing
several baseline rates within a test block in our procedure,
we can minimize the possibility that subjects will learn to
use non-pitch-related cues to perform the task, a potential
advantage over the conventional method of constant stimuli
�Fechner, 1966� and the traditional adaptive procedure �Lev-
itt, 1971�, in which the same standard is used on every trial.
The results revealed an unusual nonmonotonic function in
some subjects, with best performance at a baseline rate of
200–400 pps, inconsistent with previous reports on patients
implanted with Nucleus device �e.g., Shannon, 1983; Tong
et al., 1983; Townshend et al., 1987; Zeng, 2002�. This pat-
tern of results was verified when listeners were tested with a
different procedure that fixed the baseline rate and varied the
�R within a test block. To further investigate the perception
of temporal pitch, Experiment 2 measured rate discrimina-
tion with sinusoidually amplitude-modulated �SAM� stimuli
in the same group of listeners. Amplitude-modulation �AM�
rate discrimination was similar to that with equal-amplitude
pulse trains, suggesting that the nonmonotonic function ob-
served in some subjects was due neither to stimulus error nor
to some idiosyncratic responses to the pulse trains; rather, it
reflects a genuine limitation on the ability of these subjects to
perceive pitch at different rates. Experiment 3 investigated
the effect of place of stimulation on the limits of temporal
pitch. Results showed a lack of consistent electrode effect on
the rate discrimination performance and the shape of the rate
discrimination function across rates. Taken together, the de-
crease in performance at the lowest �100 pps� and highest
�500 pps� baseline rates may indicate the lower and upper
bounds of temporal pitch in some of our implant subjects.

Issues regarding the lower and upper limits of temporal pitch
are discussed in relation to evidence on the limits of tempo-
ral pitch in NH listeners.

II. EXPERIMENT 1: RATE DISCRIMINATION

A. Method

1. Subjects

Eight Med-El COMBI 40+ CI users �M1–M8; four
males� were recruited. Their ages ranged from 36 to 68 years
with a mean of 52.25 years. All subjects were implanted with
the standard long electrode array with a full insertion up to
30 mm into the cochlea. The electrode array contained 12
electrodes, spaced 2.4 mm apart. All of them, except for M5,
were postlingually deafened adults who had at least one year
of implant usage prior to the testing. Subject M5 became
severely hearing impaired at age three due to meningitis.
They were all regular hearing aid users prior to implantation.
Table I provides additional information regarding hearing
history, etiology of hearing loss, and the duration of implant
use for each subject.

2. Stimuli

The Med-El COMBI 40+ implant uses only monopolar
stimulation with a reference electrode positioned beneath the
temporal muscle. The electrical stimuli were 300-ms bipha-
sic pulse trains, and there was no interphase gap. Stimulation
rates were fixed at 100, 200, 300, 400, and 500 pps for the
five baseline rate conditions. The interstimulus interval was
400 ms. Electric stimuli were presented at subjects’ maximal
comfortable level �MCL�. Pulse phase durations were 26.7,
40, or 100 �s depending on the loudness growth function of
each subject. For some subjects �e.g., M1, M6, and M7�,
longer-duration pulses were used due to the fact that, at low
pulse rates, loudness did not reach the MCL at the device
compliance limit with the shorter pulse phase duration. The
pulse phase duration for each subject is indicated in Table I.
The signal rate was fixed at 35% higher than the baseline
rate, yielding 135, 270, 405, 540, and 675 pps for the base-
line rate conditions of 100, 200, 300, 400, and 500 pps, re-
spectively. The decision to use a 35% �R was based on the
rate discrimination results reported previously. For example,
Zeng �2002� reported that rate DLs �71% correct point� were
about 10–30 pps for a baseline of 100 pps, and about
100–300 pps for a baseline of 300 pps. Subjects should be
able to perform well above chance for at least some rates
within the block with this reasonably large �R. Additionally,
two subjects �M3 and M7� were tested with signal rates 20%
higher than the baseline rate. Before the experiment, all
stimuli were calibrated using a “detector box,” which repli-
cates the electronics of the implanted part of the COMBI
40+, and which was connected to a LeCroy LT344 digital
storage oscilloscope. Stimuli were controlled using a re-
search interface box �RIB� and associated software provided
by Med-El. Because of speed limitations associated with the
RIB software and hardware available at the time, the delay
between the button press after each trial and the start of the
next trial was approximately 2.5 s. This delay did not depend
on the pulse rates used in each trial.
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3. Procedure

Rate discrimination was performed on a single electrode
using a two-interval two-alternative force-choice �2I2AFC�
procedure, in which subjects were asked to choose the inter-
val that contained the higher pitched sound. Visual feedback
was provided after each trial. Percent correct discrimination
was measured as a function of the five baseline rates.

The standard and signal stimuli were loudness balanced
before the experiment, using the method described by
Landsberger and McKay �2005�. A pair of stimuli was pre-
sented to each subject. At the initial presentation, one of the
stimuli in the pair was fixed at MCL and the other was pre-
sented at a much quieter level. The subject adjusted the level
of the quieter sound until the loudness of the two stimuli was
the same. They were encouraged to raise the level of the
variable sound until it was slightly louder than the fixed
sound and then reduce the level until the loudness of the two
sounds was the same. First, all baseline rates were loudness
matched to the baseline rate of 300 pps �e.g., 300 versus
500 pps�. Then the signal rate was loudness matched to the
baseline rate for each of the baseline rate conditions �e.g.,
100 versus 135 pps�. It should be noted that, despite our
effort to minimize the use of loudness cues, we still cannot
completely rule out the use of such cues for some subjects.
In each block, all five different baseline rates were presented
in random order. Fifty trials were presented within each
block, with ten trials per baseline rate. A total of ten blocks
were presented to each subject, resulting in 100 trials per
data point. Electric pulses were delivered to the middle elec-
trode �El 7�, except for subject M1. On El 7, M1’s loudness
did not reach the MCL even for a long pulse phase duration
of 100 �s. Therefore, El 8 was used for this subject.

B. Results and discussion

Percent correct discrimination for each of the five base-
line rates was obtained for each subject �see Fig. 1�. A 95%

confidence interval was plotted for the individual data �see
the vertical bars�. On average, these subjects achieved 70%,
83%, 85%, 75%, and 71% correct for the baseline rate con-
ditions of 100, 200, 300, 400, and 500 pps, respectively. Av-
eraged across runs and subjects �the mean data in Fig. 1�, a
repeated-measures analysis of variance �ANOVA� revealed a
significant rate effect �F�4,28�=4.90, p�0.05� and a signifi-
cant quadratic trend �F�1,7�=20.22, p�0.005�, indicating a
nonmonotonic performance as a function of rate. Paired
t-tests with Bonferroni corrections were performed for each
subject to compare the performance between the lowest rate

TABLE I. Subject details.

Subject Device Age Gender Ear

Pulse phase
duration

��s� Etiology

Dur. profound/
severe HL

�yr�a

Dur. CI
use

�month� Strategy

M1 Med-El 56 M R 100 Progressive+viral 32 30 CIS�

M2 Med-El 56 F L 40 Progressive+radiotherapy 22 15 CIS�

M3 Med-El 47 F R 26.7 Congenital progressive 30 14 CIS�

M4 Med-El 68 M R 26.7 Otosclerosis 35 14 CIS�

M5 Med-El 50 M L 40 Meningitis 47 24 CIS�

M6 Med-El 48 F L 40 Unknown 6 18 CIS�

M7 Med-El 36 M R 40 Meningitis 21 30 CIS�

M8 Med-El 57 F R 26.7 Progressive+chemotherapy 36 15 CIS�

C1 CI24M 50 F L 45 Idiopathic or measles 44 69 SPEAK
C2 CI24M 64 M L 45 Congenital progressive 64 69 SPEAK
C3 CI24M 69 M R 45 Otosclerosis 44 66 ACE
C4 CI24M 76 M R 45 Otosclerosis+noise 51 54 SPEAK
C5 CI24M 67 M L 45 Progressive unknown 19 45 SPEAK
C6 CI24M 75 F L 45 Progressive unknown 7 48 SPEAK
C7 CI24M 59 F L 45 Chronic suppurative otitis media 9 84 SPEAK
C8 CI24R 62 M L 45 Sudden hearing loss 11 11 SPEAK

aYears of profound or severe hearing loss prior to implantation.

FIG. 1. Rate discrimination performance in eight Med-El C40+ users using
the mixed-block procedure. Solid circles: signal rates 35% higher than the
baseline rate. Open circles: signal rates 20% higher than the baseline rate.
Vertical bars represent 95% confidence intervals of the mean.
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of 100 pps and one of the three mid-frequency rates
�200–400 pps� that yielded the best discrimination score, as
well as between the mid-frequency rate �200 or 300 pps� and
the highest rate at 500 pps. Results revealed that five out of
the eight subjects �M1, M4, M5, M7, and M8� performed
significantly better at 200 or 300 pps compared to the lower
rate of 100 pps, and six subjects �M1, M2, M4, M5, M6, and
M8� performed significantly better in the mid-frequency
range compared to the highest rate of 500 pps. This pattern
of results differed from the common reports in the implant
literature of steadily decreasing performance with increas-
ing pulse rate �e.g., Shannon, 1983; Tong et al., 1983;
Townshend et al., 1987; van Hoesel and Clark, 1997; Zeng,
2002�. The only study on rate discrimination on Mel-El users
was by Baumann and Nobbe �2004�, but they did not test
rates below 200 pps. Second, all of our subjects performed
significantly higher than chance level �50% correct in a
2I2AFC task� at 300 pps and six out of the eight subjects
�except for M1 and M5� performed significantly above
chance at 500 pps reflected by the 95% confidence intervals
�the vertical bars� in Fig. 1. Although comparisons across
studies using different procedures and stimuli should be
made with some caution, this tentatively suggests that our
subjects had a rather higher upper limit of rate discrimination
than previously reported �e.g., Shannon, 1983; Tong et al.,
1983; Zeng, 2002�.

To summarize, most subjects showed an unusual non-
monotonic function with best performance at baseline rates
of 200–400 pps. One subject, M2, showed the typical low-
pass characteristic. However, performance for M2 ap-
proached ceiling at the low rates �100 and 200 pps�, which
may have concealed the actual discriminability differences
between the two rate conditions. Subject M3 showed a rela-
tively flat function with almost perfect performance at all
rates tested. The true pattern of performance from this sub-
ject is undetermined, also due to this ceiling effect.

Possible reasons for the unusual pattern of results are as
follows:

1. Stimulus error

Although our stimuli were calibrated on a digital storage
scope via a detector box, it is possible that in a real implant,
the stimuli delivered from the electrodes differed from that
programmed. To verify that no pulses were “dropped” by the
implant and that the input-output �I/O� function of the device
was as specified, we recorded the response to our stimuli in
our subjects using surface electrodes. Our recordings showed
that the frequencies of the recorded signals were identical to
the input stimuli, and the I/O function of the potentials was
proportional to the I/O function measured using the detector
box, down to the lowest level studied.

2. Test method

Our method of mixing various baseline rates within a
single block has not been used by other researchers. One
could attribute the unusual pattern of results reported in this

study to our novel test procedure �we refer this procedure as
“mixed-block” procedure�. For example, the baseline rate
changed from trial to trial, which may create an effect of
frequency uncertainty. On average, the change in baseline
rate between any two consecutive trials would have been
larger for the extreme than for the intermediate rates, and this
nonsensory factor may have affected the pattern of results
observed. It has been shown that auditory perception can be
affected by the edge effect and by the uncertainty of the
signal frequencies. For example, Braida et al. �1984� demon-
strated that intensity resolution changed near the extremes of
the experimental intensity range. Scharf et al. �1987� showed
that detection of a pure tone in noise improved when the
frequency of the signal was fixed compared to a condition
where the signal frequency was uncertain.

We carried out a follow-up experiment using the tradi-
tional method of constant stimuli to test if our mixed-block
procedure was responsible for the unusual pattern of results.
We tested four subjects �M2, M4, M5, and M7� with the
same test stimuli and 2I2AFC procedure, except that this
time the experiment was blocked with only one baseline rate
presented within each block. The signal rates were fixed at
10%, 20%, 35%, and 50% higher than the baseline rate. The
four signal rates were presented within one block in random
order. We refer this procedure as the “fixed-block” proce-
dure. Each subject was tested for a total of 16 blocks for each
baseline rate condition, resulting in 80 trials per data point on
the psychometric function.

Figure 2 shows individual rate discrimination perfor-
mance for each baseline rate. Results from the mixed-block
procedure are replotted on the same graph indicated by the
closed symbols to facilitate comparison. The main finding is
that the pattern of results was similar between the mixed-
block procedure and the fixed-block procedure for each sub-
ject. Subject M2, who exhibited a low-pass characteristic

FIG. 2. Percent correct rate discrimination as a function of the percentage
difference between signal and baseline rates �100 pps: open circles; 200 pps:
open inverted triangles; 300 pps: open upright triangles; and 500 pps: open
squares�. Results using the mixed-block procedure with �R at 35% are
indicated by the closed symbols. Vertical bars represent 95% confidence
intervals of the mean.
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with the mixed-block procedure, also showed the same char-
acteristic with the fixed-block procedure. The remaining
three subjects, who exhibited nonmonotonic functions with
the mixed-block procedure, also showed the same pattern
with the fixed-block procedure. However, all subjects per-
formed better at all baseline rate conditions with the fixed-
block procedure compared to the mixed-block procedure at
35% difference. Excluding the 200-pps performance for sub-
ject M5, the average difference in performance between pro-
cedures was less than ten percentage points. This small dif-
ference may be due to �1� a learning effect, because all
subjects were tested with the mixed-block procedure prior to
the fixed-block procedure and/or �2� the nonsensory factors
that we have mentioned previously. Regardless, we empha-
size that the patterns of results did not differ between test
procedures.

3. Device and/or patient differences

Our study is the first to measure rate discrimination at
100 pps with the Med-El device. Baumann and Nobbe
�2004� measured rate discrimination with Med-El implants
but only did so at 200 pps and higher rates, whereas most of
the previous studies on rate discrimination were performed
with users of the Nucleus device. To examine the device
differences that may have contributed to the unique patterns
of results, we tested eight Nucleus CI24 implant listeners
�C1–C8; five males� with the same mixed-block procedure.
These subjects were between 50 and 76 years of age with a
mean of 65.25 years. Detailed subject information is shown
in Table I. The mean duration of profound/severe hearing
loss was similar between the Med-El and CI24 implant users
�Med-El: 28.6 years; CI24: 31 years�. The ages of implanta-
tion were also similar between the two groups, ranging from
34 to 67 years of age in the Med-El group and from
44 to 71 years of age in the CI24 group. However, the mean
duration of implant use was longer for the CI24 subjects than
the Med-El subjects �Med-El: 20 months; CI24:
55.75 months�. Test stimuli were similar to those used in
Med-El subjects except that the biphasic pulse trains were
200 ms in duration with a fixed pulse phase duration of
45 �s. The stimulation electrode was also the middle elec-
trode �El 11� of the array. All subjects were presented with
10 blocks of trials, resulting in 100 trials per baseline rate,
except for C5 who only was tested with 5 blocks due to time
constraints.

Figure 3 shows the rate discrimination performance in
CI24 users. Four of the eight subjects �C2, C4, C6, and C8�
showed the classic low-pass function, in which performance
dropped off at a higher rate at 300 pps and was close to
chance at rates above 300 pps. However, two subjects �C1
and C7� showed a non-monotonic pattern, with performance
at 200 pps significantly higher than that at 100 pps �p
�0.05�. Note that the nonmonotonic trend is present in C5,
but did not reach statistical significance, possibly due to the
insufficient number of runs �only 50 trials per data point�.
One subject, C3 showed an unusual �“U” shape� pattern of
performance with the best rate discrimination at the lowest
rate of 100 pps, followed by the highest rates of 400 and
500 pps. Further measures with this subject, using different

stimulus durations, revealed that this pattern was highly re-
peatable. When averaged across subjects �solid symbols in
the bottom rightmost panel�, the performance function shows
a low-pass characteristic, with the discrimination perfor-
mance �65% correct� approaching chance level at 300 pps.
The mean data �35% �R� from eight Med-El subjects are
replotted on the same panel �open squares� to facilitate com-
parisons. A repeated-measures ANOVA performed on the
CI24 data revealed a significant rate effect �F�4,28�=11.80,
p�0.005�, but a linear trend �F�1,7�=27.79, p�0.005�, un-
like the quadratic trend observed in the Med-El group. A
mixed-design two-factor �device� rate� ANOVA on the data
revealed a significant interaction between device and rate
�F�4,56�=8.61, p�0.005�. Subsequent t-tests revealed sig-
nificantly better performance for the Med-El group at 300
pps �t�14�=3.15, p=0.007�, 400 pps �t�14�=2.84, p=0.013�,
and 500 pps �t�14�=2.56, p=0.023�, and better performance
for the CI24 group at 100 pps �t�14�=2.25, p=0.041�.

The reason for the different pattern of results between
these two groups of subjects is unclear. We should interpret
the group difference with caution. It is noted that the age
range, age of implantation, and the duration of severe/
profound hearing loss in both groups are roughly the same.
One difference is that the Med-El group was implanted more
recently �within the past 3–4 years�, while the CI24 group
was implanted in an earlier period �2–5 years before the
Med-El group�. Another is the fact that the two groups of
subjects experienced different speech-processing strategies
in everyday life, with the CI24 patients using SPEAK or
ACE, and the Med-El patients using CIS+. In our study, it
could not be determined whether differences in rate discrimi-
nation performance between the two groups were genuinely
due to the differences in the devices or other unknown dif-
ferences in the demography in our sample.

FIG. 3. Rate discrimination as a function of baseline rates in eight CI24
subjects �C1–C8�. The mean data from the eight Med-El subjects �see Fig.
1� are replotted in the bottom rightmost panel along with the mean data from
the eight CI24 subjects.
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III. EXPERIMENT 2: RATE DISCRIMINATION WITH
SINUSOIDUALLY AMPLITUDE-MODULATED STIMULI

A. Rationale

Pulse-rate discrimination on a single electrode �experi-
ment 1� is believed to be mediated by timing cues encoded in
the auditory nerve. In acoustic stimulation, a change in pitch
percept can be elicited using amplitude-modulated noise by
varying the rate of modulation up to about 500 Hz �Burns
and Viemesiter, 1976, 1981�. In electric stimulation, a tem-
porally coded pitch percept can also be elicited using a SAM
pulse train, where the perceived pitch corresponds to the tim-
ing interval between the peaks of the envelope �McKay
et al., 1994; McDermott and McKay, 1997�. Here, we further
investigated the limits of temporal pitch using SAM pulse
trains.

B. Methods

Five of the Med-El users took part. Each subject was
tested on both rate discrimination with unmodulated pulse
trains �same as experiment 1� and discrimination of modula-
tion rates of SAM stimuli. Prior to the experiment, the de-
tection threshold and the MCL of the unmodulated high-rate
pulse trains were measured for each subject. During the
threshold measurement, some subjects were able to hear an
artifactual percept consisting of a brief but very soft click
when stimulation was started. A threshold was subsequently
determined as the lowest level at which the subject heard a
longer-duration stimulus with a tonal quality instead of a
short click. For the SAM stimuli, the pulse rate of the carrier
was set at 5000 pps and the pulse phase duration at 26 �s.
The high-rate pulse train was then modulated with a sinusoid
having a starting phase of 3� /2, with maxima and minima
corresponding to the MCL and threshold �T� levels of an

unmodulated 5000-pps pulse train. The baseline modulator
frequencies were 100, 200, 300, 400, and 500 Hz.

The experimental procedure was also the same as ex-
periment 1. A total of ten blocks were presented to each
subject, resulting in 100 trials per data point. However, the
difference between the baseline rate and the signal rate dif-
fered in different subjects. To avoid the ceiling effect, sub-
jects M2, M3, and M7 were tested with the signal rate at
20% higher than the standard rate, smaller than the rate dif-
ference used in experiment 1. The remaining two subjects,
M6 and M8, were tested with �R at 35%. Note that we tested
subject M3 on two electrodes �apical El 3 and middle El 7�,
subject M2 on El 11, and subject M8 on El 9, a different
electrode than experiment 1. Subjects M6 and M7 were
tested on the middle electrode El 7. Subjects M2, M3, and
M8 performed the pulse rate and modulation rate discrimi-
nation tasks in two separate sessions within a month of each
other. Subjects M6 and M7 performed both tasks within the
same test session. Subject M6’s pulse-rate discrimination
�same test condition as in experiment 1� was re-measured in
this experiment to minimize any learning effect since the first
measurement was performed three months prior to this ex-
periment. Subjects M2, M6, and M7 were tested with pulse-
rate discrimination first, followed by AM-rate discrimination.
Subjects M3 �on both electrodes� and M8 were tested in the
reverse order.

C. Results and discussion

Figure 4 shows the percent correct rate discrimination as
a function of baseline rates in both tasks for each subject.
Modulation-rate discrimination and pulse-rate discrimination
performance were indicated by the closed circles and open
triangles, respectively. First, visual inspection of the data re-
vealed similar patterns of results between the SAM stimuli

FIG. 4. Rate discrimination with SAM pulse train �closed circles� and equal-amplitude pulse train �open triangles� in five subjects. Note that subject M3 was
tested on two different electrodes �El 3 and El 7�. Vertical bars represent 95% confidence intervals of the mean.
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and unmodulated pulse train stimuli for all subjects. Subject
M2 showed a low-pass characteristic for both psychometric
functions. Subjects M6, M7, and M8 showed nonmonotonic
functions, with the best performance at the same baseline
rate for both tasks �M6 at 200 pps, M7 and M8 at 300 pps�.
Subject M3 performed the worst for both tasks at the 300 pps
condition on El 3 and was close to ceiling at all rates on El 7.
Second, not only the patterns of results but also the overall
level of performance was similar for unmodulated and
modulated stimuli. Averaged across subjects and across runs
for each subject, differences in performance between the two
stimuli were within 1 percentage point for all rates, and the
difference was not significant at any rate �p�0.05�. The
comparison between AM-rate and pulse-rate discrimination
for individual subjects revealed significant differences in
only two subjects, M2 �F�1,9�=6.53, p�0.05� and M6
�F�1,9�=26.58, p�0.005�. Subject M2 showed slightly bet-
ter performance �ranging from 6 to 9 percentage points� with
equal-amplitude pulse train than with the AM stimuli. How-
ever, subject M6 showed consistently better AM-rate dis-
crimination �ranging from 6 to 20 percentage points� than
pulse-rate discrimination.

The similar patterns of results between equal-amplitude
and AM pulse trains suggest that the observed variations in
performance with baseline rate were not due to subjects
latching onto a loudness-difference cue, such as might have
been caused by imperfect loudness balancing at some rates.
However, our results differ from those reported by Baumann
and Nobbe �2004�, who reported that AM-rate discrimination
was significantly worse than pulse-rate discrimination ability
at rates above 200 pps. This discrepancy could be due either
to differences in procedure—for example, their use of an
adaptive procedure, an odd-man-out task, and level rove—or
to stimulus differences. In both studies the carrier was sinu-
soidally amplitude modulated on a linear scale between
threshold and MCL, and stimuli were generated and con-
trolled using the RIB software and hardware. However, as
noted in Sec. III B, it is possible to greatly underestimate
threshold using the RIB interface, due to an audible artifact
associated with playing each stimulus. If this had not been
controlled for in their study, then only the broad peaks of
each modulator may have been audible, thereby resulting in
a shallower envelope slope over the audible range of ampli-
tudes.

IV. EXPERIMENT 3: LIMITS OF TEMPORAL PITCH AT
DIFFERENT COCHLEAR LOCATIONS

A. Rationale

Two lines of evidence from NH listeners suggest that the
processing of pulse rate may depend on cochlear location,
and that the effects of location and rate may interact. First,
Krumbholz and colleagues �Krumbholz et al., 2000; Press-
nitzer et al., 2001� reported that the frequency of the lower
limit of temporal pitch increased with the frequency region
of the cochlea. Second, based on the evidence of the poor
frequency discrimination performance with transposed tones
presented in NH listeners �Oxenham et al., 2004�, it has been
suggested that the poor rate discrimination performance with

electric stimulation may be due to the mismatch between
place and rate of stimulation. If so, then apical electrodes
might show better rate discrimination at lower rates and the
limits of temporal pitch would increase as the stimulating
electrode progressively moved toward the basal locations.

B. Methods

Four Med-El implant users �M1, M3, M4, and M8� took
part. In addition to the middle electrode tested in experiment
1, all subjects were subsequently tested with two or three
electrodes: apical electrodes �El 3 or 4� were tested first fol-
lowed by basal electrodes �El 9 and/or El 11�. Stimuli and
test procedure were the same as in experiment 1. For each
subject, all test sessions for this experiment took place within
a 1 month time period.

C. Results and discussion

Figure 5 shows rate discrimination results on all the
electrodes tested for each subject. Rate discrimination results
on the middle electrode �El 7 or 8� are replotted from Fig. 1
�experiment 1�. In addition, results from subject M3 on elec-
trode 3 and from subject M8 on electrode 9 were the same as
those obtained in experiment 2. In general, subjects’ ability
to discriminate rate difference varied depending on the elec-
trode stimulated. However, there was no consistent pattern of
how the performance changed as the electrode position
moved from the apical location to the basal location. For
example, while subject M1 exhibited better rate discrimina-
tion at higher rates on the basal electrode than the apical and
middle electrodes, subjects M3 and M4 showed the opposite
pattern. The effect of pulse rate on performance also differed
across electrodes for subjects M1, M3, and M4. For subject
M1, the unusual peaky functions were obtained in El 4 and 8,
but a high-pass characteristic monotonically increasing func-
tion was obtained in El 11. Subject M4, on the other hand,

FIG. 5. Rate discrimination on different electrodes on four subjects. Note
that the signal rates are 35% higher than the baseline rates for subjects M1,
M4, and M8, but only 20% higher for subject M3. The smaller difference
between baseline rate and the signal rate used on M3 was to avoid the
ceiling effect. Vertical bars represent 95% confidence intervals of the mean.
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showed a low-pass monotonically decreasing function in El
3 and 11, but the middle electrode showed a peak at 300 pps.
It was noted that the performance at the highest rate in El 3
was significantly below the chance level of 50%, suggesting
a possible pitch reversal at this rate for this electrode. Subject
M8, however, did not show differences in performance
across electrodes. When averaged across runs and subjects, a
two-way repeated-measures ANOVA revealed a nonsignifi-
cant main effect of electrode �F�2,6�=2.82, p�0.1� and a
nonsignificant two-way interaction between rate and elec-
trode �F�8,24�=1.41, p�0.1�.

The lack of a consistent electrode effect on the rate dis-
crimination performance is similar to the findings of
Baumann and Nobbe �2004� and Zeng �2002�. This suggests
that either the limitation in rate processing at higher rates
does not result entirely from a mismatch between place and
rate of stimulation, or that good rate discrimination at high
rates requires a more accurate rate-place match than has been
achieved so far. With the Med-El device, which provides a
deeper insertion to the cochlea up to 30 mm from the base,
one might expect that rate discrimination at lower rates
would improve on the apical electrodes due to a better match
between rate and place. However, our results did not support
this hypothesis nor did they support the notion of an effect of
cochlear region on the lower and the upper limit of temporal
pitch.

V. GENERAL DISCUSSION

One of the major findings in our study is that most of the
Med-El subjects showed an unexpected nonmonotonic pat-
tern of rate discrimination performance, with the intermedi-
ate baseline rates �200–400 pps� producing better scores
than the lowest �100 pps� and the highest �500 pps� baseline
rates tested. Our follow-up studies and additional calibra-
tions ruled out the possibility that this pattern of results is
due to stimulus errors or to the use of a new test procedure.
It was also noted that this pattern of results was not entirely
specific to the Med-El subjects in our sample; although there
was a device� rate interaction, three out of the eight CI24
subjects showed better performance at 200 pps than at
100 pps. There is also some previous evidence in the litera-
ture which showed superior rate discrimination performance
as the baseline rate was increased above 100 pps. McKay
et al. �1994� measured rate pitch difference limens �PDLs�
on a group of Nucleus 22 subjects using a two-alternative
forced-choice procedure without level rove. The PDL was
defined as percentage rate change for which the two stimuli
were judged different in pitch 75% of the time. One of their
subjects, subject 6, showed 4%–5% PDL for baseline rates of
175 and 200 pps and 15% PDL for baseline rates of 100 and
150 pps. For this subject, the PDL was about 10 percentage
points lower in the mid-rate range �175–200 pps� than in the
low-rate range �100–150 pps�. The poorer performance at
100 pps compared to 200 and 300 pps in our study suggests
that for our CI listeners a lower limit of temporal pitch is at
about 100 pps. Some of our Med-El subjects �M1, M4, M7,
and M8� who exhibited very poor rate discrimination at
100 pps reported that 100 pps pulse trains sounded like a

“frog croak,” a description similar to the mixture of pitch and
flutter reported by NH listeners at the lower limit of temporal
pitch around 30 Hz �Krumbholz et al., 2000�. Still, it should
be noted that the 30 Hz limit in NH listeners is lower than
the lowest rate of 100 pps studied here. Despite the fact that
the lower limit increases with increasing the frequency re-
gion of the cochlea in NH listeners, Krumbholz et al. �2000�
argued that the lower limit of temporal pitch was determined
by the characteristics of a temporal pitch mechanism, rather
than by the effects of filtering in the peripheral auditory sys-
tem. The fact that some of our CI subjects showed deterio-
ration of rate discrimination performance at 100 pps across
electrodes further supports a central mechanism on the lower
limit of temporal pitch.

The relatively good performance of some of our Med-El
subjects at high rates ��300 pps� is somewhat surprising
given the commonly reported upper limit of rate discrimina-
tion of about 300 pps. Despite the fact that most CI listeners
have shown a lack of rate discrimination ability above
300 pps, exceptions have been reported previously. Two sub-
jects in a study by Hochmair-Desoyer et al. �1983� and one
of the five subjects �SR2� in a study by Wilson et al. �1997�
showed an ability to perceive temporal pitch for rates up to
500–1000 Hz. In addition, one subject �subject 5� in the
study of McKay et al. �1994� showed rate pitch DLs of about
2%, 8%, and 9% for baseline rates of 300, 400, and 500 pps,
respectively. It is unclear why these subjects were able to
perceive rate pitch at high rates. Our results are also consis-
tent with the perception of rate pitch reported in NH listen-
ers. Using alternating-phase harmonic complexes filtered
into the frequency region between 7800 and 10800 Hz,
Carlyon and Deeks �2002� reported that NH listeners could
detect an approximately 27% differences in pulse rate rela-
tive to a 712-pps baseline rate. Hence, the upper limit of
temporal pitch in the best CI subjects is roughly similar to
that observed in NH listeners. Temporal pitch perception at
high rates �up to 800–1000 Hz� is physiologically plausible
in the case of electrical stimulation. The response of the au-
ditory nerve to electrical stimulation is highly synchronized,
at least in recently deafened animals, and firing occurs on
every stimulation cycle up to rates of 800 Hz �van den
Honert and Stypulkowski, 1984; Hartmann and Klinke,
1990; Javel, 1990�, thus preserving periodicity information
of the stimulus. Although it is still unclear why discrimina-
tion performance at high rates can vary substantially across
subjects and electrodes, it is worth noting that the similarity
in the pattern of results obtained with “regular” pulse trains
and with amplitude-modulated high-rate pulse trains sug-
gests that the upper limit of temporal pitch is unlikely to
depend strongly on any particular pattern of auditory-nerve
response. Furthermore, the fact that the pattern of results was
similar for each subject for the two stimulus types, even
though that pattern differed significantly across subjects and
electrodes, suggests that limits on temporal pitch perception
depend more strongly on the particular subject and electrode
tested than on the details of the stimulus used.

Our findings on temporal pitch perception in CI listeners
have potential implications for CI speech processing design.
The current assumption is that since CI users cannot follow
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rate change above 300 pps, they will not benefit from a pro-
cessing strategy that encodes temporal fine structure of a
signal. First, unlike the results in the majority reports which
tested patients with the Nucleus devices, our results showed
that some CI listeners have relatively good temporal pitch
perception with rate DL �20% for rates up to 300 pps, and
some listeners even detect rate changes at higher rates above
300 pps. Second, the finding referred to above, in which the
pattern of results depends more on the subject than on the
stimulus, suggests that an approach in which signal-
processing strategies are matched to the temporal processing
capacity of each patient may be more fruitful than attempts
to modify the stimulus in order to improve temporal process-
ing. The better rate discrimination at high rates exhibited by
some subjects might possibly translate into better speech rec-
ognition performance in competing backgrounds if these
subjects can use temporal cues to better perceive differences
in voice pitch. A useful topic for future research is whether
good rate discrimination at high rates is a predictor of good
speech recognition in noise, once the effects of potential co-
variants such as duration of deafness have been excluded.
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The addition of low-frequency acoustic information to real or simulated electric stimulation
�so-called electric-acoustic stimulation or EAS� often results in large improvements in intelligibility,
particularly in competing backgrounds. This may reflect the availability of fundamental frequency
�F0� information in the acoustic region. The contributions of F0 and the amplitude envelope �as well
as voicing� of speech to simulated EAS was examined by replacing the low-frequency speech with
a tone that was modulated in frequency to track the F0 of the speech, in amplitude with the envelope
of the low-frequency speech, or both. A four-channel vocoder simulated electric hearing. Significant
benefit over vocoder alone was observed with the addition of a tone carrying F0 or envelope cues,
and both cues combined typically provided significantly more benefit than either alone. The
intelligibility improvement over vocoder was between 24 and 57 percentage points, and was
unaffected by the presence of a tone carrying these cues from a background talker. These results
confirm the importance of the F0 of target speech for EAS �in simulation�. They indicate that
significant benefit can be provided by a tone carrying F0 and amplitude envelope cues. The results
support a glimpsing account of EAS and argue against segregation.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068441�
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I. INTRODUCTION

Recently, individuals with residual hearing restricted to
the low frequencies �below about 500–750 Hz� have been
implanted with a relatively short electrode array designed to
preserve as much of the residual hearing as possible in the
apical region �Gantz et al., 2005; Gantz and Turner, 2003,
2004; Turner et al., 2004; von Ilberg et al., 1999�. These
individuals, in addition to full-insertion implant users who
have some residual hearing in the nonimplanted ear, have the
potential to combine the electric and acoustic sources of in-
formation. For both simulated and real implant processing,
the addition of low-frequency acoustic stimulation often en-
hances speech understanding, particularly when listening to
speech in the presence of competing speech �Dorman et al.,
2005; Kong et al., 2005; Turner et al., 2004�. The benefit of
this so-called electric-acoustic stimulation �EAS� occurs
even when the acoustic stimulation alone provides little or no
intelligibility �i.e., no words correctly identified�.

Although little is known about the auditory processing
or the acoustic cues underlying this effect, some �e.g., Chang
et al., 2006; Kong et al., 2005; Qin and Oxenham, 2006�
have suggested that listeners combine the relatively weak
pitch information conveyed by the electric stimulation with
the stronger pitch cue from the target talker’s fundamental
frequency �F0� or voice pitch in the low-frequency acoustic
region to segregate target and background. It has been
thought for some time that F0 aids in the segregation of
competing talkers �e.g., Assmann, 1999; Assmann and Sum-
merfield, 1990; Bird and Darwin, 1997; Brokx and Noot-
eboom, 1982; Culling and Darwin, 1993�. Recent reports
�Chang et al., 2006; Qin and Oxenham, 2006� have shown

indirectly that F0 is likely to play an important role indepen-
dent of any role that the first formant may play. For example,
the addition to vocoder stimulation of 300 Hz low-pass
speech, which itself should not contain much if any first
formant information �Hillenbrand et al., 1995� or yield any
intelligibility, improved speech intelligibility in a competing
background �Chang et al., 2006; Qin and Oxenham, 2006�.

However, the question remains of what low-frequency
cues are responsible for the EAS effect. Kong and Carlyon
�2007� simulated EAS conditions, and found that voicing and
amplitude envelope information provided benefit over vo-
coder alone. On the other hand, F0 cues provided no addi-
tional benefit at any SNR tested. They argued against F0 as a
cue for segregation, and suggested that, in addition to the
voicing cue, the amplitude envelope may help listeners by
indicating when to listen or “glimpse” the target.

While several papers have suggested F0 as a cue for
EAS, the supporting evidence has been relatively circum-
stantial. The primary goal of the present study was to evalu-
ate directly the importance of F0 for EAS. A secondary goal
was to evaluate the importance of the amplitude envelope of
the acoustic stimulus in the EAS effect, as well as the im-
portance of combining F0 and the amplitude envelope. To do
this, we replaced the target speech in the low-frequency re-
gion with a tone that was modulated either in frequency to
track the dynamic changes in the target talker’s F0, in am-
plitude with the amplitude envelope of the low-pass target
speech, or both in frequency and amplitude. There is evi-
dence �Faulkner et al., 1992� that this kind of processing can
provide an aid to lip reading for hearing-impaired listeners,
particularly those with limited frequency selectivity, though
it is unclear whether it can yield an EAS benefit.
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In addition to the theoretical importance of determining
the contribution to intelligibility by F0, there may be practi-
cal benefits as well: if EAS benefit can be demonstrated with
a low-frequency tone carrying F0 �and/or the amplitude en-
velope�, it is possible that hearing-impaired listeners with
especially elevated low-frequency thresholds could benefit
more from the tonal cue than from speech itself because the
entire cue could be made audible due to the concentration of
all the energy into a narrow frequency region, whereas only
a portion of the broader band speech might be.

II. EXPERIMENT 1

Experiment 1 examined the contribution of the dynamic
changes in F0 to the benefit in intelligibility from simulated
EAS by replacing the low-pass speech with a tone that was
modulated in frequency to track the changes in F0 that occur
across an utterance. Because we expected the amplitude en-
velope of the low-pass speech to contribute to intelligibility
as well, we included conditions in which a tone equal in
frequency to the mean F0 of the target talker was modulated
by the amplitude envelope of the low-pass target speech. An
additional set of conditions combined the F0 and the enve-
lope cues.

A. Method

1. Subjects

Data were collected from 25 �15 females, 10 males� flu-
ent speakers of English, who ranged in age from
26 to 38 years and who were compensated either monetarily
or with course credit for their time. All 25 listeners had pure-
tone air-conduction thresholds �20 dB HL �ANSI, 1996� at
octave and half-octave frequencies from 250 to 6000 Hz in
the right ear, which was used exclusively.

2. Stimuli

Prior to testing, the dynamic changes in the target talk-
er’s F0 were extracted from each sentence using the YIN
algorithm �de Cheveigné and Kawahara, 2002� with a 40 ms
window size and 10 ms step size. In addition, the onsets and
offsets of voicing in each utterance were extracted manually,
with 10 ms raised-cosine ramps applied to the transitions.

Target stimuli consisted of the IEEE sentences �IEEE,
1969� produced by a female talker with a mean F0 of
184 Hz. Backgrounds were the AZBIO sentences �Spahr and
Dorman, 2004� produced by a male �mean F0=92 Hz� or a
female �mean F0=224 Hz� talker, four-talker babble �Au-
ditec, 1997�, or generic speech-shaped noise �low passed at
800 Hz, using a first-order Butterworth filter�. The target
speech began 150 ms after the onset of the background and
ended 150 ms before the background offset. Two single-
talker background sentences were concatenated when neces-
sary. Prior to processing, the level of the broadband target
speech was adjusted to 70 dB SPL and the rms level of the
background stimuli was adjusted to achieve a +10 dB SNR,
which was shown in pilot testing to produce about 30% cor-
rect in vocoder-only test conditions. This allowed sufficient
room for improvement when a low-frequency cue was
added.

The information conveyed by electric stimulation was
simulated using a four-channel vocoder that employed sinu-
soidal carriers. The signal was bandpass filtered into four
frequency bands. The logarithmically spaced cutoff frequen-
cies of the contiguous vocoder bands were 750, 1234, 2031,
3342, and 5500 Hz. The envelope of each band was ex-
tracted by half-wave rectification and low-pass filtering
�sixth-order Butterworth, cutoff frequency of 400 Hz or half
the bandwidth, whichever was less�. This envelope was used
to modulate the amplitude of a tone at the arithmetic center
of the band �the frequencies of the carrier tones were 992,
1633, 2687, and 4421 Hz�. This thus simulates a 20 mm in-
sertion depth, appropriate for “hybrid” EAS in which the
electric and acoustic stimulation occur in the same ear.

The low-frequency region consisted of either target
speech low-pass filtered at 500 Hz �tenth-order Butterworth�
or a tone whose mean frequency equaled the mean F0 of the
target talker for each sentence �overall mean F0=184 Hz�.
The tone was unmodulated �except for the modulation due to
the onsets and offsets of voicing; this voicing cue was
present in all of the tone conditions� or modulated either in
frequency with the dynamic F0 changes in each target utter-
ance, in amplitude with the envelope of the 500 Hz low-pass
speech �obtained via half-wave rectification and low-pass fil-
tering at 16 Hz �second-order Butterworth�� or both in fre-
quency and amplitude. In all cases, the tone was audible only
when voicing occurred, and the level of the tone was ad-
justed to be equal in rms to that of the 500 Hz low-pass
speech. Note that, as was the case for the study by Kong and
Carlyon �2007�, the background was never present in the
low-frequency region. This was done because it allowed a
more sensitive measure of the contributions of each low-
frequency cue of interest.

All processing was done digitally via software routines
in MATLAB, and stimuli were presented monaurally using an
Echo Gina 3G sound card �16 bit precision, 44.1 kHz sam-
pling rate�, Tucker Davis PA5 attenuators, and Sennheiser
HD250 headphones.

3. Conditions

The output of the four-channel vocoder �target plus
background� was either presented alone �V�, combined with
the 500 Hz low-pass target speech �V /500� or combined
with a tone that was either unmodulated �except for voicing;
V /T�, modulated in frequency by the dynamic change in F0
�V /TF0�, modulated in amplitude by the envelope of the low-
pass speech �V /Tenv�, or modulated in both frequency and
amplitude �V /TF0-env�. In addition, the 500 Hz low-pass tar-
get speech and each of the tonal cues were presented in iso-
lation without the vocoder stimulation.

4. Procedure

Participants were seated in a double-walled sound booth
with one of two experimenters, who scored responses and
controlled stimulus presentation. One experimenter was
aware of the experimental details of each condition as it was
presented, and one was not.1 Responses were made verbally,
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and participants were instructed to repeat as much of the
target sentence as they could. No feedback was provided.

Participants first heard ten unprocessed broadband target
sentences presented in quiet, followed by ten sentences in
quiet processed with the four-channel vocoder, to familiarize
them with the target talker’s voice and with the vocoder pro-
cessing. Participants then heard 100 sentences of the target
talker at a SNR of +10 �babble background� processed
through the four-channel vocoder, combined with the low-
frequency tone modulated in both frequency and amplitude
�V /TF0-env�.

2

There were 50 keywords �ten sentences� per test condi-
tion, and the presentation order of the conditions was ran-
domized for each subject. No sentence was heard more than
once.

B. Results

Figure 1 shows the mean percent correct results. Each
curve represents performance in a different background, and
error bars represent �1 standard error. The different process-
ing conditions are represented along the x axis. Diamonds
represent performance when the respective low-frequency
cue was presented alone.

A two-factor repeated-measures analysis of variance,
with background and processing conditions as the main ef-
fects, revealed significant differences �p�0.001� within each
variable. A post hoc Tukey analysis using a Holm–
Bonferroni correction on the background variable showed all
pairwise differences to be significant except male and fe-
male, and male and babble. A Tukey analysis was conducted

on the different processing conditions as well; significant dif-
ferences �adjusted p�0.001� were found between each pair
of groups, except V /TF0 and V /Tenv. These effects are de-
scribed in more detail below.

The improvement in performance observed from the V
�vocoder-only� conditions to the V /500 �vocoder plus
500 Hz low-pass target speech� conditions was on average,
about 65 percentage points. This improvement demonstrates,
in simulation, the EAS effect of combining vocoder stimula-
tion with low-frequency speech, which itself provided only
about 20% intelligibility �diamond marker at V /500�. The
improvement in performance over V in the V /T �vocoder
plus tone carrying the voicing cue only� conditions averaged
about 11 percentage points across backgrounds. This effect
indicates that the voicing cue is informative under these con-
ditions. The effect of the dynamic changes in F0 on
intelligibility—above and beyond the effects of voicing—can
be seen by comparing scores for V /TF0 with those for V /T.
Across backgrounds, the improvement averaged about 13
percentage points. Similarly, the addition of a tone modu-
lated with the envelope of the low-pass target speech to the
vocoder �V /Tenv� produced about 11 percentage points of
improvement relative to V /T. Both of these differences were
statistically significant �p�0.001�. Finally, when the tone
was modulated in both frequency and amplitude and com-
bined with vocoder �V /TF0-env�, improvement over V /T av-
eraged about 20 percentage points. Note that the tonal cues
by themselves were not sufficient for any words to be re-
ported correctly �diamond markers at V /TF0, V /Tenv, and
V /TF0-env�.

For three of the four backgrounds �female talker, male
talker, and speech-shaped noise�, the contributions to intelli-
gibility of F0 and the amplitude envelope of low-pass speech
were statistically equivalent �adjusted p�0.42�, and each
cue was statistically more effective than the voicing cue
alone. In addition, in these three backgrounds, the combina-
tion of F0 and amplitude envelope cues provided significant
benefit over the amplitude envelope cue alone �adjusted p
�0.01�.

The amount of improvement in the V /TF0-env condition
relative to the V condition for each background is given at
the far right in Fig. 1. The largest improvement was seen in
the female background �38 percentage points; circles�, while
the amount of improvement was 24 percentage points in the
male background �squares�, and about 31 percentage points
in both the multitalker babble �triangles� and speech-shaped
noise backgrounds �pentagons�.

When the background was a male talker, nearly all of
the benefit over vocoder only provided in the tone conditions
was due to the voicing cue. Neither F0, nor the amplitude
envelope, nor the combination of the two cues provided sig-
nificantly more benefit than voicing alone �recall that the
voicing cue was present in all of the tone conditions�. It is
unclear why this pattern of results was obtained only when
the background was male.

C. Discussion

For three of the four backgrounds �female talker, babble,
and speech-shaped noise�, the pattern of results was similar:
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FIG. 1. Mean percent correct scores, �1 standard error. Each curve repre-
sents a different background, which was present in the vocoder region only.
Processing conditions are along the x axis. The output of the vocoder was
presented alone �V� or with different low-frequency cues, which included
500 Hz low-pass speech �V /500�, a tone with only voicing applied �V /T�, a
tone modulated in frequency by the fundamental of the target talker �V /TF0�,
a tone modulated in amplitude by the envelope of the low-pass speech
�V /Tenv�, and a tone modulated in both frequency and amplitude �V /TF0-env�.
Mean intelligibility provided by the low-frequency cues themselves is de-
picted by diamonds. Values to the right of the V /TF0-env data points are
percentage points of improvement over vocoder alone. Although the pro-
cessing variable, which is depicted along the x axis, is not a continuous
variable, the different levels of processing within each background are con-
nected with lines for clarity.
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F0 and the amplitude envelope of low-pass speech contrib-
uted equal, and somewhat independent and additive sources
of information. In addition, each cue alone provided signifi-
cant benefit over the voicing cue �recall that voicing was
present in all tonal conditions�, demonstrating that both F0
and the amplitude envelope are useful cues in simulated EAS
conditions. These findings contrast with a recent finding
�Kong and Carlyon, 2007� that showed no additional im-
provement in intelligibility due to the dynamic changes in F0
over the combined voicing and amplitude envelope cues.

On the other hand, performance with the male back-
ground showed a pattern of results that is more similar to that
found by Kong and Carlyon �2007�, in that nearly all of the
improvement observed in the tone conditions could be attrib-
uted to the voicing cue, and F0 contributed no further ben-
efit. It is unclear why this pattern of results is observed only
for the male background in the current experiment and thus
why the pattern of results here is generally different from
that in Kong and Carlyon �2007�. There are various proce-
dural differences �e.g., sentence materials, number of vo-
coder channels, and carrier type in the low-frequency region�
that may have contributed to the different pattern of results in
the two studies. This is the focus of follow-up experiments
currently under way.

1. Effects of background

Our results with speech-shaped noise are also inconsis-
tent with those reported in the literature. Turner et al. �2004�
showed an EAS benefit to speech intelligibility when low-
frequency speech was combined with both real and simu-
lated electric stimulations when the background was a com-
peting talker, but not speech-shaped noise. We show a benefit
under our simulated EAS conditions �compare V with
V /500� with both types of backgrounds. This discrepancy
may be due to our decision not to include the background in
the low-frequency region.

Previous studies �e.g., Stickney et al., 2004� have re-
ported that a competing talker produces poorer speech intel-
ligibility than speech-shaped noise in vocoder-alone process-
ing. We did not obtain similar results; however, in that
speech-shaped noise produced the most masking �compare
different backgrounds in the V processing condition�. Our
results can be explained by the generic nature of our speech-
shaped noise. Because it was simply low-pass filtered at
800 Hz with a first-order Butterworth filter, it had more en-
ergy in the frequency range encompassed by our vocoder
�750–5500 Hz� than the speech backgrounds we used, and
thus was a more effective masker.

2. Explaining the benefits of EAS

Our results show that the additional low-frequency voic-
ing, amplitude envelope, and F0 cues can more or less inde-
pendently contribute to speech intelligibility in simulated
EAS. F0 has been thought for some time to aid in segregat-
ing competing talkers �e.g., Assmann, 1999; Assmann and
Summerfield, 1990; Bird and Darwin, 1997; Brokx and
Nooteboom, 1982; Culling and Darwin, 1993�. Indeed, sev-
eral recent reports �e.g., Chang et al., 2006; Qin and Oxen-

ham, 2006; Kong et al., 2005� have suggested that F0 may
aid in segregation of target and background in simulated
EAS. However, the current results provide indirect evidence
that indicate that segregation is not responsible for the ben-
efits observed. For example, if the benefit due to F0 is ex-
plained by segregation, we might expect that the conditions
which contained the greatest F0 difference between target
and masker would yield the greatest benefit when target F0
information is added. However, the F0 difference between
target and background was greatest when the background
was male �F0 difference of 92 Hz�, yet the addition of target
F0 information had the least benefit with this background.
Thus, the results of experiment 1 are not consistent with the
segregation as an explanation for the benefits of F0 under
EAS conditions.

There are other ways F0 may provide benefit as well. F0
has been shown to be important for several linguistic cues,
including consonant voicing �Boothroyd et al., 1988; Holt
et al., 2001�, lexical boundaries �Spitzer et al., 2007�, and
contextual emphasis �Fry, 1955� as well as manner �Faulkner
and Rosen, 1999�. It is unclear, however, to what extent any
of these linguistic cues may have contributed to the simu-
lated EAS effects observed here.

The effects of both amplitude envelope and voicing
�which is a significant component of the amplitude envelope�
are not surprising. In general, it is plausible that envelope
information in the low-frequency region from either the tar-
get or the masker can improve speech intelligibility by pro-
viding an indication of when to listen, even at moments
when the overall SNR is poor, since at any given moment a
relatively favorable SNR is more likely when either the tar-
get level is relatively high or the masker level is relatively
low �recall that in the present experiment, the low-frequency
region did not contain the masker�. This glimpsing cue was
suggested by Kong and Carlyon �2007� as a possible expla-
nation for the benefit observed in EAS.

Glimpsing might also at least partly explain the effects
of F0. That is, F0 might provide an indication of when to
listen, much like that provided by the amplitude envelope
�Kong and Carlyon, 2007�. If F0 and envelope cues both
indicate a favorable time to listen, the two cues should be
correlated. We evaluated this by comparing the fluctuations
in amplitude with those in F0 across ten utterances. Only the
voiced segments of each sentence were used, and the F0
track was equated in rms with the envelope track. The lowest
r value obtained was 0.29, while the highest was 0.76, and
the mean r was 0.52. In general, during the voiced portioned
of the sentences we examined, as the amplitude envelope
increases, so does F0. This analysis thus suggests that in-
creases in F0 may indicate moments during an utterance in
which favorable SNRs are more likely. The fact that they are
not more highly correlated is consistent with the finding that
F0 and the amplitude envelope appear to provide at least
somewhat independent and additive benefit to vocoder alone.

We have clearly demonstrated a benefit in intelligibility
due to the presence of F0 in simulated EAS, at least in three
of four backgrounds tested. However, it is important to note
that as with Kong and Carlyon �2007�, the background was
never present in the low-frequency region in any of these
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conditions. While not ecologically valid, we chose this de-
sign because it allowed us a more sensitive measure of the
contributions of the cues of interest. However, it is important
to determine the effect that the background will have on the
improvement observed due to the tone. Experiment 2 ad-
dressed this issue by examining the improvement due to the
target tone in the low-frequency region with and without the
presence of a background tone.

III. EXPERIMENT 2

Experiment 2 was designed to examine the effects of
having background information in the low-frequency region.
We included conditions in which vocoder stimulation was
combined with a tone modulated with F0 and amplitude en-
velope information from the target talker, a tone carrying
these cues from the background talker, or two tones, one
carrying the information from the target and one from the
background. This allowed us to compare directly the effects
of the cues from each source. In addition, conditions in
which the vocoder was combined with target and background
low-pass speech were included as well, to allow for direct
comparison. Thus, we replicated and extended the conditions
from Experiment 1 to include conditions containing the low-
frequency stimulus representing the background �either low-
pass background speech or a tone tracking the F0 and ampli-
tude envelope of the background speech�.

A. Method

1. Subjects

Twelve normal-hearing listeners �11 females, 1 male�
ranging in age from 26 to 38 years were paid an hourly wage
for their services. The criteria for inclusion were identical to
those used for Experiment 1, although a different group of
listeners was recruited.

2. Stimuli

The processing and hardware were identical to those
used in experiment 1. Prior to conducting experiment 1, we
had extracted F0 and voicing data from a male �mean F0
=127� production of the CUNY sentences �Boothroyd et al.,
1985�, as well as from male �mean F0=90� and female
�mean F0=184; the target talker in experiment 1� produc-
tions of the IEEE sentences for earlier pilot experiments.
Because the design of experiment 2 called for F0 data from
the background as well as the target, we switched to CUNY
target sentences because we were then able to use the two
sets of IEEE sentences as background. A consequence of our
switch to the CUNY sentence set is that we were able to
extend our results from experiment 1 to high-context target
materials.

3. Conditions

A target sentence was combined with a background
�male or female talker� and processed through a four-channel
vocoder �see experiment 1�. The output of the vocoder was
presented either alone �V� or with a low-frequency cue. In
three conditions, the low-frequency cue consisted of 500 Hz

low-pass speech, and was either target �or signal �S�� speech
alone �V /S500�,3 background �B� speech alone �V /B500�, or
both target and background speech �V /SB500�. Three other
conditions combined the vocoder output with either a tone
that was modulated in frequency with the target talker’s F0
and amplitude with the envelope of the 500 Hz low-pass
target speech �V /SF0-env�, a tone modulated in the same way
using the background’s F0 and low-pass envelope
�V /BF0-env�, or both tones combined �V /SBF0-env�.

4. Procedure

The procedure, including the pretest exposure to the vo-
coder plus target tone condition, was identical to that used in
Experiment 1.

B. Results

Figure 2 shows the mean percent correct results. Circles
represent performance with a female background and squares
represent performance with a male background. Unfilled
symbols represent performance when speech was present in
the low-frequency region and filled symbols represent per-
formance when a tone or tones were present. The different
target/background combinations presented in the low-
frequency region are represented along the x axis. There was
either no stimulus �vocoder only; none�, target only �target�,
background only �background�, or both target and back-
ground �target+background�. Error bars represent �1 stan-
dard error.

A three-factor repeated-measures analysis of variance
was conducted, with background gender �male or female�,
low-frequency stimulus �none, target, background, or target
+background�, and low-frequency processing �tone or
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FIG. 2. Mean percent correct scores, �1 standard error. Squares and circles
indicate performance when the background was a male and a female, re-
spectively. Unfilled and filled symbols indicate performance when the low-
frequency cue was speech and a modulated tone, respectively. Different
low-frequency stimulus conditions are represented along the x axis, and are
no low-frequency stimulus �none�, target only �target�, background only
�background�, or target and background �target+background�. Although the
low-frequency stimulus variable, which is depicted along the x axis, is not a
continuous variable, the different levels of this variable within each back-
ground gender/low-frequency cue combination are connected with lines for
clarity.
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speech� conditions as the main effects. There were significant
differences within the stimulus and gender variables �p
�0.001�. Neither the three-way interaction nor any of the
two-way interactions were statistically significant �adjusted
p�0.42�, except the interaction between gender and low-
frequency stimulus �p=0.001�. This significant interaction is
likely due to the differences in performance observed in the
vocoder-only conditions �none�, which showed the male
background to be a more effective masker than the female
background. The processing variable was not significant �p
=0.22�. The lack of a significant difference for processing
indicates that a tone conveying both the F0 and the envelope
of the target speech provided as much benefit as the low-pass
speech itself, whether or not the background was present.

A post hoc Tukey analysis was conducted on group
means. Within the male background �squares�, the presence
of the target in the low-frequency region �speech or tone�
provided about 55 percentage points of improvement over
vocoder alone, regardless of whether the background was
present �target+background� or not �target�. This improve-
ment was statistically significant �adjusted p�0.001�. On the
other hand, the low-frequency cue �speech or tone� had no
statistically significant effect on intelligibility, regardless of
whether or not the target was present �target+background� or
not �background� �adjusted p�0.99�. Within the female
background �circles�, there were no statistically significant
changes in intelligibility due to either the target or the back-
ground, whether the low-frequency stimulus was speech or
tones. This effect was likely due to the overall high perfor-
mance with the female background, which may not have
allowed enough room to observe the improvements due to
the low-frequency cues.

C. Discussion

The results of Experiment 2 indicate that the EAS ben-
efits of target F0 and amplitude envelope information are not
effected by the presence of background F0 and amplitude
envelope information. This can be seen by comparing perfor-
mance in “target” with performance in “target+background.”
Indeed, the presence of the background in the low-frequency
region had no statistically significant effect on performance
in any of the comparisons we examined. In other words,
performance was equivalent whether the background was
present or not. Note, however, the female-background tone
condition in which performance declined by about 20 per-
centage points from vocoder only performance �compare
filled circles in “none” and “background”�.

1. Effects of gender

When the background was a female talker �circles�, the
amount of improvement due to the low-frequency target
stimulus �either speech or tone� was about 15 percentage
points. With the male background �squares�, which was a
much more effective masker in the vocoder-only condition,
the improvement in performance when a target stimulus was
present in the low-frequency region was about 55 percentage
points. At first glance, the difference in masking effective-
ness between the female and male backgrounds seems sur-

prising, given that several earlier studies have reported a lack
of such an effect for CI patients and normal-hearing subjects
listening in simulation �e.g., Qin and Oxenham, 2003; Stick-
ney et al., 2004�. This apparent discrepancy may be ex-
plained by our use of a sinusoidal vocoder, as most of the
studies that report no differences in masking based on gender
have used noise-excited vocoders. Consistent with this ex-
planation are recent results from Cullington and Zeng
�2008�. They used a sinusoidal vocoder and found that
speech reception thresholds of a male talker were about
10 dB better in the presence of a female background than in
the presence of a male background using a sinusoidal vo-
coder.

The background gender effect also contrasts with the
results from experiment 1, which showed about the same
amounts of masking for the male and female backgrounds.
This discrepancy is more difficult to explain. F0 separation
cannot account for the effects observed; the F0 difference
between the target and the male and female backgrounds
from experiment 1 are about 102 and 40 Hz, respectively,
while for experiment 2 they are 37 and 57 Hz, respectively.
Thus, if F0 separation were a critical factor, one would ex-
pect a larger background gender effect in experiment 1, but
this outcome was not observed. We have conducted a brief
pilot experiment4 to address this issue, which demonstrates
that with a sinusoidal vocoder, the ability of one talker to
mask another may not be accurately predicted by gender or
F0 difference. More work is clearly needed, and we are de-
veloping experiments to more fully characterize the relation-
ship between gender, F0 separation, and intelligibility under
vocoded conditions.

2. Effects of sentence materials

We have demonstrated that a tone carrying the F0 and
amplitude envelope cues from the target can provide signifi-
cant benefit in simulated EAS, and that the effects of a tone
carrying these same cues from a background talker were not
significant. In addition to the lack of an effect of low-
frequency background cues, experiment 2 provided several
other interesting results. First, the amount of benefit due to
the tone in experiment 1 was between 24 and 38 percentage
points, while in experiment 2 the amount of benefit was as
much as 57 percentage points. Second, a tone carrying F0
and the low-frequency amplitude envelope of the target
talker provided as much benefit as the low-pass target speech
�compare open and filled symbols in the same low-frequency
stimulus condition in Fig. 2�.

One possible explanation for the difference across ex-
periments 1 and 2 in the amounts of benefit provided by the
tone may be related to the amount of context in the target
sentences. The CUNY sentences �target materials in experi-
ment 2� are considered to have high context, whereas the
IEEE sentences �target materials in experiment 1� are con-
sidered to have low context �Duchnowski et al., 2000; Grant
and Walden, 1995�. It has been shown �e.g., Bell et al., 1992�
that the use of high-context sentence materials reduces the
dynamic range of intelligibility as compared to low-context
sentences, so that a given increase in the amount of informa-
tion provided yields a correspondingly greater change in per-
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cent correct. Another factor may have been the production
styles of the target talkers. The IEEE sentence sets were pro-
duced with a conversational style, while the CUNY sentence
set we used was produced at a slower rate, using a more
highly articulated speaking style. The differences in context
and speaking styles between the sentence materials may be
responsible for the difference in the amount of improvement
due to the tone observed between experiments 1 and 2.

IV. GENERAL DISCUSSION

The results of the present experiments demonstrate that
F0 can be an important cue under simulated EAS listening.
Both F0 and the amplitude envelope contributed significantly
to the EAS benefit, and when these two cues were combined,
a benefit of as much as 57 percentage points was observed
over vocoder only. When sentence context was high, the
presence of the tone provided as much benefit as low-pass
speech, and this benefit was not adversely affected by the
presence of a tone carrying the F0 and amplitude envelope of
the low-pass background speech.

The results from Experiment 2, in which the presence of
background F0 information provided no benefit to intelligi-
bility, do not support the argument that EAS benefit is due to
listeners’ improved ability to segregate target and back-
ground, as has been proposed �Chang et al., 2006; Qin and
Oxenham, 2006; Kong et al., 2005�. We would have ex-
pected the background to provide some benefit if segregation
were the explanation.

On the other hand, intelligibility has been shown to be
adversely affected when F0 is flattened �Assman, 1999;
Laures and Weismer, 1999� or inverted �Culling et al., 2003�.
These results have led these investigators to conclude that F0
may help indicate where to listen in an utterance by provid-
ing information about where content words are located. This
explanation is consistent with the glimpsing account of EAS
benefit suggested by Kong and Carlyon �2007�, and is a plau-
sible account of our results, although our experiments were
not designed specifically to test this.

The benefit provided by a tone carrying F0 and envelope
cues observed here in simulations of EAS holds promise for
implant listeners, particularly those with significantly el-
evated thresholds in the low-frequency region. These listen-
ers may not normally benefit from EAS because of their
inability to adequately hear a sufficient bandwidth of the
speech in the low-frequency region, even with amplification.
On the other hand, higher sensation levels �and consequently
the potential for some EAS benefit� may be achieved if the
low-frequency stimulus were a relatively narrowband tone,
modulated in frequency with F0 and in amplitude with the
amplitude envelope. It may be possible to construct a pro-
cessor that extracts F0 in real time, and then applies it �as
well as the amplitude envelope� to a tone in the low-
frequency acoustic region. Note that this approach is differ-
ent from previous attempts at exploiting F0 information with
electric stimulation. For example, Rosen and Ball �1986�
found little benefit from a single-channel implant that con-
veyed F0. The processor described here would present F0
information in the acoustic region, which would be com-

bined with multiple-channel electrical stimulation in the
higher frequency region. This approach is more similar to
that used by Faulkner et al. �1992�, who found that an F0-
modulated tone was helpful to profoundly hearing-impaired
listeners as an aid to lip reading. The processor described
here could greatly expand the population of cochlear implant
users who stand to benefit from EAS to include individuals
who have very little residual low-frequency hearing. Of
course, the efficacy of such a processor would depend on
whether the effects observed here in simulation emerge with
real implant patients. In that regard, Brown and Bacon
�2008� provided promising preliminary data collected on
EAS patients that showed that combining electric stimulation
with an acoustically presented tone modulated in frequency
and amplitude �as done here� can be an effective means of
achieving the benefits of EAS.

V. SUMMARY

A tone modulated either in frequency to track the F0 of
the target talker, or in amplitude with the amplitude envelope
of the target talker provides significant benefit in simulated
EAS.

A tone modulated in both frequency and amplitude
�TF0-env� generally provides more benefit than either cue
alone.

The presence of the tone �TF0-env�, under these simulated
conditions, resulted in improvements in intelligibility of be-
tween 23 and 57 percentage points over vocoder alone. In-
telligibility was not affected by the presence of a tone that
tracked the F0 and envelope of a background.
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1The experimenter who had knowledge of the conditions during testing ran
11 of the participants. The one who did not ran 14 participants. A two-
factor analysis of variance was conducted with experimenter as one factor,
and processing condition as the other �only the V and V /TF0-env conditions
were included, since any bias would presumably be between these condi-
tions�. The interaction term in this analysis was not significant, p=0.68,
indicating that bias in scoring by the knowledgeable experimenter was not
a significant factor in the pattern of results.

2Pilot experiments using multi-talker babble background �SNR of +10�
indicated that there was a learning effect in the V /TF0-env condition with a
performance asymptote at around 80 sentences �about 30 percentage
points of improvement was observed�, but no learning was observed in the
V condition �400 sentences of exposure yielded about 4 percentage points
of improvement�. This led to our decision to provide 100 sentences of
practice in the V /TF0-env condition prior to data collection. However, a
reviewer expressed concern that the improvements in performance ob-
served in the V /TF0-env condition, relative to the other tonal conditions,
may have been due to this practice. To address this, we compared the
learning effects of each of the four tonal conditions �V /T, V /TF0, V /Tenv,
and V /TF0-env� by exposing a separate set of subjects �three per group� to
one of the conditions for 100 sentences, then testing them on V, V /500,
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V /T, V /Tenv, V /TF0, and V /TF0-env. While we cannot perform inferential
statistics on these data due to the small sample size, we can report that
overall the pattern of results was similar to that observed in experiment 1
and, moreover, within each learning condition, mean performance was
always better in the V /TF0-env condition than in the condition in which
subjects received learning. Subjects who received learning in V /T aver-
aged 25 percent correct when tested in V /T, and 39 percent correct in
V /TF0-env. Subjects exposed to V /TF0 during learning scored 45 percent
correct in V /TF0 and 61 percent correct in V /TF0-env. And subjects exposed
to V /Tenv scored 17 percent correct in V /Tenv and 60 percent correct in
V /TF0-env. We therefore conclude that our results were not biased by pre-
senting 100 sentences of the V /TF0-env condition prior to testing.

3In experiment 1 we used T to refer to the tone in the low-frequency region
that carried the F0 and envelope information. In experiment 2, T could
refer to tones carrying information about the target, the background, or
both. Thus, we use S and B to differentiate the target or “signal” from the
background.

4Under vocoder-only conditions, we combined a female target �mean F0
=211� with either of two female backgrounds �mean F0s of 184 and 240�.
Thus, the mean F0 “distance” between the target and each background
talker was roughly equal �27 and 29 Hz�. We found that for the six par-
ticipants we tested, the background talker whose F0 was lower was a
much better masker than the talker with the higher mean F0. While cer-
tainly not conclusive, this result demonstrates that neither simple F0 dis-
tance nor gender categorization may be enough to predict the amount of
masking a particular background might yield with a particular target.
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The growth of the vocal tract �VT� is known to be non-uniform insofar as there are regional
differences in anatomic maturation. This study presents quantitative anatomic data on the growth of
the oral and pharyngeal portions of the VT from 605 imaging studies for individuals between birth
and 19 years. The oral �horizontal� portion of the VT was segmented into lip-thickness,
anterior-cavity-length, oropharyngeal-width, and VT-oral, and the pharyngeal �vertical� portion of
the VT into posterior-cavity-length, and nasopharyngeal-length. The data were analyzed to
determine growth trend, growth rate, and growth type �neural or somatic�. Findings indicate
differences in the growth trend of segments/variables analyzed, with significant sex differences for
all variables except anterior-cavity-length. While the growth trend of some variables displays
prepubertal sex differences at specific age ranges, the importance of such localized differences
appears to be masked by overall growth rate differences between males and females. Finally,
assessment of growth curve type indicates that most VT structures follow a combined/hybrid
�somatic and neural� growth curve with structures in the vertical plane having a predominantly
somatic growth pattern. These data on the non-uniform growth of the vocal tract reveal anatomic
differences that contribute to documented acoustic differences in prepubertal speech production.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075589�

PACS number�s�: 43.70.Aj, 43.70.Ep �AL� Pages: 1666–1678

I. INTRODUCTION

The development of speech in children is based in part
on the maturation of the macroanatomy of the vocal tract
�VT�, including increases in size, typically expressed as vo-
cal tract length �VTL�. During development from infancy to
adulthood, the length of the VT increases more than twofold,
from approximately 7 to 8 cm in infants to 15 to 18 cm in
adult females and males, respectively. Such growth has been
characterized to be non-uniform in that the oral and pharyn-
geal portions of the VT are thought to undergo different
growth patterns �Fant, 1960, 1975; Kent and Vorperian,
1995; Fitch and Giedd, 1999�. There is longstanding interest
in the relative or relational growth of the anterior �oral� por-

tion of the VT, which is in the horizontal plane, versus the
posterior �pharyngeal� portion of the VT, which is in the
vertical plane. This interest has been due, in part, to under-
standing the acoustic changes that result from changes in the
VT, particularly the differences in the formant frequencies
between males and females where the differences cannot be
explained by a simple scale factor inversely proportional to
the overall VTL �Fant, 1975�. Another reason of interest in
the differential growth of the oral and pharyngeal portions of
the VT has been from an evolutionary perspective. For ex-
ample, the hypothesis that the elongation of the pharyngeal
portion of the VT contributed to the emergence of speech in
humans �Lieberman, 1975�, and the hypothesis that the per-
manent shaping of the VT into two tubes—a horizontal oral
tube and a vertical pharyngeal tube—which permit the pro-
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duction of quantal vowels �Stevens, 1989�, evolved gradually
with increased vocalization complexity and frequency �Fitch,
2000, 2002�.

The inverse relation between VTL and formant frequen-
cies is well established. As VTL increases during the course
of development, formant frequencies decrease �Fant, 1960�.
By puberty, there are significant differences in VTL between
males and females �Fitch and Giedd, 1999�. However, the
acoustic differences between males and females are non-
uniform and thus cannot be explained solely by differences
in overall VTL. Fant �1960, 1975�, using radiographic data,
noted the longer pharynx in adult men compared to women
and children, and using a two-tube simplified model �front
tube/oral cavity length and back tube/pharyngeal cavity
length�, concluded that such anatomic differences in the oral
versus pharyngeal portions of the VT can account for the
observed differences in vowel formant frequencies between
males and females. Often, the resonant characteristics of
children and females are grouped together with the conten-
tion that they are similar. This assumption discounts the
documented acoustic differences between males and females
by the age of 4 years �e.g., Perry et al., 2001�, as well as the
documented developmental sex differences in the first, sec-
ond, and third formant frequencies �Vorperian and Kent,
2007�. Furthermore, acoustic studies indicate that formant
frequencies do not decrease during the first 2 years of life
�Robb et al., 1997; Gilbert et al., 1997; Kent and Murray,
1982�, a finding that appears to be inconsistent with acoustic
theory at first glance since there are documented increases in
VTL during this period �Vorperian et al., 1999, 2005�. How-
ever, it is evident in Fant’s writings �Fant, 1975� that al-
though he used simple tube models to make physiologic-
acoustic interpretations, he specified the importance of
dimensions other than tube length—specifically laryngeal
cavity—and indicated the need for more detailed anatomical
studies and calculations. Thus, ultimately it is necessary to
have a thorough multi-dimensional understanding of the ana-
tomic development of the acoustic resonator, or the VT, be-
tween males and females to help establish anatomic-acoustic
correlates during the course of development.

From an evolutionary perspective, the achievement of a
length ratio of 1 between the pharyngeal and oral portions of
the VT has been postulated to be an anatomic advantage for
the emergence of speech �Lieberman, 1975; Lieberman et al.
1992�. However, work on articulatory models has contended
otherwise and highlighted the importance of auditory feed-
back and neurocognition �Callan et al. 2000, Menard et al.,
2004, 2007; Boe et al., 2007�. Irrespective, interest in evolu-
tion persists and there is a continuing need for a thorough
understanding of the developmental anatomic changes in the
VT. Although there have been a select number of radio-
graphic and imaging studies on the anatomic development of
the VT �Arens et al., 2002, Fitch and Giedd, 1999; Lieber-
man et al., 2001; Vorperian et al. 1999, 2005�, there is a
paucity of detailed quantitative data on sex-specific anatomic
development of the VT and its component oral and pharyn-
geal cavities. As noted above, such information is important
for understanding the biologic basis of speech development,
and the complex anatomic-acoustic interactions or formant-

cavity affiliations. Furthermore, such information would be
useful in advancing non-uniform scaling factors for VT or
speaker normalization �Vorperian and Kent, 2007�. From an
anatomic perspective, development of the VT and its con-
stituent cavities can be understood in terms of the growth of
the hard and soft tissues that give form to the acoustic con-
duit. The complex structures of the human head have diverse
embryologic structures and tissues of origin �Sadler, 2006;
Larsen, 2001; Sperber, 1973� and can be grouped into differ-
ent schedules of growth and maturation. Scammon �1930�
described three general growth schedules of the head and
neck region: neural �brain and cranium�, somatic �hard and
soft tissues of the face�, and lymphatic �tonsils and adenoid�.
This heterogeneity of growth pattern is a major factor to be
considered in accounting for the development of the VT.

A primary goal of this study is to characterize the ana-
tomic growth trend and growth rate of the VT and its oral
and pharyngeal portions. Also, since different biological
structures have sex-specific differences in growth schedule
or growth curve type such as the male and female growth
charts used clinically to assess the growth of head circumfer-
ence and body stature �height and weight�, a secondary goal
of this study is to numerically quantify the sex-specific
growth curves of the VTL and its oral and pharyngeal por-
tions as neural or somatic, following Scammon �1930�. Dis-
tinguishing differences between the neural and somatic
growth curves lies in growth trend/rate and percent growth.
Structures with a neural growth curve display a very rapid
growth following birth to achieve about 80% of its adult size
during early childhood, followed by a slower steady growth
until adulthood. Head circumference, a measurement that is
mostly in the horizontal plane, follows such a growth curve.
The somatic growth curve also displays a very rapid growth
following birth, but size achieved during early childhood is
barely 25%–40% of adult size. This early phase is followed
by a regular and slow growth until maturity except for a brief
period of rapid growth during puberty. Body height and fa-
cial growth, measurements in the vertical plane, follow this
type of growth curve. Vorperian et al. �2005� related the
growth curve type of VT structures to the anatomic orienta-
tion of the various structures. They reported that structures in
the horizontal plane, such as the hard palate, appear to follow
a neural growth curve, structures in the vertical plane, such
as laryngeal descent, appear to follow a somatic growth
curve, and structures oriented in both planes, such as tongue
length and VTL, appear to have a hybrid, or a combined or
intermediate neural and somatic growth curve. Although Lie-
berman and McCarthy �1999� and Lieberman et al. �2001�
also reported differences in the growth type of the horizontal
versus the vertical portions of the VT, they concluded that
the growth of the VT has a predominantly skeletal or somatic
growth curve.

II. METHODS

A. Subjects

Using imaging studies performed for medical reasons
that are considered not to affect growth and development, a
total of 605 head or neck imaging studies �307 MRI and 298
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CT� were selected for making measurements where the VT
structures could be visualized. The imaging studies were
from 327 males and 278 females between the ages birth to 19
years. While developing/acquiring this imaging database,
significant effort was directed to select cases representative
of the age range with an equivalent number of males and
females per age/year. The weights of the majority of the
cases were at the 50th percentile reference growth curves for
boys and girls, with all cases falling between the 25th and
95th percentile growth curves as per the National Center of
Health Statistics growth charts �Centers for Disease Control
and Prevention �CDC�, 2000�.

B. Procedures

1. Image acquisition

The medical imaging studies used for making measure-
ments included both MRI and CT cases with subjects in the
supine position. The method for MRI image acquisition has
been described previously �Vorperian et al., 1999, 2005�. The
CT studies of the entire neck and face were obtained using
General Electric helical CT scanners. Most young pediatric
patients were sedated using either chloral hydrate 50 mg/kg
administered orally, or Propofol, Midazolam, Atropine, or
Fentanyl administered intramuscularly �1 mg/kg�, prior to
entering the scanner. Once in the scanner, the facial struc-
tures of all subjects were placed centrally in the head coil
using the laser lights of the GE scanners. The CT scans were
obtained using axial 1.25 mm thick slices. The images were
obtained from the thoracic inlet, inferiorly, to the top of the
orbits, superiorly with a 15–30 cm field of view. The field of
view for young pediatric subjects ranged from 15 to 25 cm
while those of older pediatric or adult subjects ranged from
25 to 30 cm. The images were reconstructed with a matrix
size of 512�512. In-plane image resolution is given by di-
viding the field of view by the matrix size. Resolution ranged
from 0.29 to 0.48 mm for pediatric patients and from 0.48 to
0.58 mm for adult patients. The axial CT scan data were
reconstructed using two different algorithms �standard and
bone plus� to provide two image sets, one optimized for soft
tissue detail �standard algorithm� and one optimized for bone
detail �bone algorithm�. The axial images were then used to
generate multiplanar reformatted images in the sagittal and
coronal planes with a 2–3 mm slice thickness. The images
were initially stored on a McKesson Horizon Rad Station
PACS system. Next, the images were set anonymous using a

General Electric Advantage Windows workstation. Then, the
entire study was saved in DICOM format for image analysis
and data acquisition.

2. Data acquisition

Data acquisition entailed making measurements of the
variables defined below from the midsagittal plane. Midsag-
ittal slice selection for CT studies entailed the use of both the
standard and bone algorithms of the same slice to meet the
same criteria as used and described previously for MRI stud-
ies �Vorperian et al., 1999, 2005� and entails the distinct
visualization of cerebral sulci extending to the corpus callo-
sum, also the visualization of the fourth ventricle, the full
length of the cerebral aqueduct of Sylvius, the pituitary
gland, part of the optic chiasm, the brainstem, and the cervi-
cal cord. Of note, image reconstruction using the software
EFILM �by Merge eFilm� was implemented if the slice was
not in true midline. Anatomic landmarks for making mea-
surements were placed on the midsagittal bone algorithm
slice by two researchers independently while visualizing
both the bone and standard algorithms of the selected mid-
sagittal slice. The two sets of landmarks were compared,
discrepancies resolved using the radiologist’s medical exper-
tise, and a final “master” set of landmarks was used for mak-
ing measurements �Chung et al., 2008�. Given the develop-
mental nature of this study, the use of this landmark
placement protocol was necessary as it improved measure-
ment accuracy between 82% and 100% �average 98%� as
measured by reduction in error variability. Of note, despite
the careful selection of imaging studies where VT structures
could be visualized, occasionally, not all anatomic landmarks
could be clearly seen. Rather than excluding the entire study
in such instances, all the measurements that could be secured
using placed landmarks were secured and included in data
analysis. The number of imaging studies/cases per variable
are listed in Table I. Measurements were made using the
image measurement software SIGMASCAN PRO by SYSTAT
�formerly SPSS and Jandel Scientific� which was calibrated
for each case/slice using the hash scale mark on the CT
image/slice.

3. Variables

The nine variables used in this study are illustrated in
Fig. 1 and are defined below. The data were acquired either
via direct distance measurements �centimeters� of the vari-

TABLE I. Summary of F-test for gender effect. The first two rows specify the number of male and female measurements available and included in the analysis
from imaging studies per variable, and number of outliers per variable. The remaining rows reflect the results of the F-test for global sex differences of fits
per variable and include the dfs, the F-values, and the p-values of the F-tests ��10−04�.

VTL VT-V PCL NPhL VT-H LTh ACL OPhW VT-O

n males/
outliers 274/4 277 /5 278/4 277/3 316/4 311/8 278/6 269/7 308 /4
n females/
outliers 222/7 226 /2 224/5 223/3 263 /3 270/2 224/3 222/3 261 /1
df 4,476 4,487 4,484 4,485 4,563 4,562 4,484 4,472 4,555
F-value 40.38 27.13 34.29 4.93 6.38 11.74 0.03 2.53 3.29
p-value �1.0�10−12 �1.0�10−12 �1.0�10−12 6.619�10−04 5.004�10−05 3.622�10−09 9.980�10−01 3.972�10−02 1.106�10−02

Significant Yes Yes Yes Yes Yes Yes No Yes Yes
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ables from the midsagittal slice or calculated from those di-
rect measurements. The variables included VTL, the curvi-
linear distance along the midline of the tract starting at the
glottis �level of true vocal folds� to the intersection with a
line drawn tangentially to the lips �curvilinear distance from
points J to D in Fig. 1�. Variables in the vertical plane in-
cluded vocal tract-vertical �VT-V�, the vertical distance from
the glottis to the palatal plane �the ANS-PNS plane which
extends from the anterior nasal spine to the posterior nasal
spine; vertical distance from point I to C in Fig. 1�. This
VT-V distance consisted of two segments: the posterior-
cavity length �PCL�, the vertical distance of a line drawn
from the glottis to the intersection with the end of the oral or
anterior-cavity length �ACL� �distance I-to-G in Fig. 1�; and
the nasopharyngeal-length �NPhL�, VT-V minus PCL �dis-
tance G-C in Fig. 1�. Also, variables in the horizontal plane
included vocal tract-horizontal �VT-H�, the horizontal dis-
tance from a line tangential to lips to the posterior pharyn-
geal wall �horizontal distance D-to-H in Fig. 1�. This VT-H
distance consisted of three segments: lip-thickness �LTh�, the

distance at the level of the stomion between two lines, the
first of which is drawn tangential to the anterior aspect and
the second to the posterior or buccal aspect of the maxillary
and mandibular lips �distance D-to-E in Fig. 1�; ACL, the
horizontal distance of a line drawn from the lingual incisor
�start of the hard palate� to the intersection with the vertical
line drawn from the glottis to the A-to-B palatal plane �dis-
tance F-to-G in Fig. 1�; and the oropharyngeal-width
�OPhW�, VT-H minus LTh minus ACL �distance G-to-H in
Fig. 1�. Another horizontal segment calculated included the
Vocal Tract-Oral �VT-O�, VT-H minus LTh �distance E-to-H
in Fig. 1�.

C. Statistical analysis

1. Pooling of CT and MRI data

To maximize the data available for analysis, it was de-
sirable to include the data from both CT and MRI studies. To
determine if measurements from the CT and MRI studies can
be pooled, data were secured from 28 cases that had both
MRI and CT studies in less than a 3 month interval and the
data were compared using paired t-tests. The measurement
discrepancy between CT and MRI were not significant at
alpha=0.01 for the variables used in this study. Therefore,
the CT and MRI data were combined for increased statistical
power.

2. Analysis of growth trend, rate, and type

The data �distance measurements as a function of age�
were plotted to identify growth trends and gender differences
�Figs. 2–10�. Following the removal of outliers from the
data, as specified in Table I, two sets of analyses were done.
The criterion used for outlier removal was measurements ex-
ceeding 2.576� which gives the probability of less than 0.01
for false removal of data. The first analysis was to character-
ize sex-specific growth curve trends and its growth rate for
each of the nine variables. Based on the model selection
framework, various polynomial model fits were performed
and the fourth degree model was determined to describe/fit

FIG. 1. Midsagittal CT image displaying the anatomic landmarks used for
making measurements. Measurements include VTL, the curvilinear line ex-
tending from points D-to-J. VT-V vertical distance from points I-to-C and
consisting of two segments PCL �points I-to-G� and NPhL �points G-to-C�.
VT-H horizontal distance from points D-to-H, consisting of three line seg-
ments: LTh �points D-to-E�, ACL �points F-to-G�, and OPhW �points
G-to-H�. Also, the segment VT-O �points E-to-H�.

FIG. 2. Left panel: VTL development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p�0.001�. The second Y-axis reflects the
percent growth of adult size for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. VTL is defined as the curvilinear distance
along the midline of the VT starting at the level of the glottis to the intersection with a line drawn tangentially to the lips. Right panel: Growth rate of VTL,
derived from the polynomial fit on left �cm/months�, for males �dashed black line� and females �solid gray line� as a function of age.
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the data best. Degree 1–3 models were too simplistic to
model complex growth patterns. In comparing degree 4 and
5 models, degree 4 was determined to be a better model
based on checking the significance of the sum of squared
residuals �Rao and Toutenburg, 1999�. Sex differences of the
fits were assessed using an F-test and the results are summa-
rized in Table I. The fits are plotted in the left panel of Figs.
2–10 and the p-values for sex differences are embedded in
each figure. The growth rate �cm/months�, plotted in the right
panel of Figs. 2–10, was computed by differentiating the
estimated model. The second analysis included an assess-
ment of growth curve type by regressing each variable’s
model fit to a neural �N� growth curve, a somatic �S� growth
curve, and both N and S growth fits. The head circumference
growth curve was used as the basic model for the neural
growth curve, and the body height growth curve was used as
the basic model for the somatic growth curve �Centers for
Disease Control and Prevention �CDC�, 2000; Nellhaus,
1968; Vorperian et al., 2007�. The numeric quantification re-

sults are summarized in Table II. Also, the percent growth to
reach adult size is displayed on the second y-axis in the left
panel of Figs. 2–10 with black outwards tick orientation for
males and gray inwards tick orientation for females.

III. RESULTS

A. Growth trend and growth rate

All available measurements of the nine variables from
the 605 cases between birth and age 19 years are plotted for
males and females in the left panel of Figs. 2 and 10, with
sex-specific fits—using the fourth degree polynomial
model—and a p-value reflecting the outcome of the F-test
for sex differences which were significant �p�0.05� for all
variables except ACL. Table I includes for each of the nine
variables the total number of male/female measurements
available for analysis, the number of outliers per variable for
each sex, the degrees of freedom �dfs�, the F-value, and the
p-value. The growth trend for all the variables displayed in

FIG. 3. Left panel: VT-V development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p�0.001�. The second Y-axis reflects the
percent growth of adult size for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. VT-V is defined as the vertical distance
from the glottis to the palatal plane. Right panel: Growth rate of VT-V, derived from the polynomial fit on left �cm/months�, for males �dashed black line� and
females �solid gray line� as a function of age.

FIG. 4. Left panel: PCL development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p�0.001�. The second Y-axis reflects the
percent growth of adult size for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. PCL is defined as the vertical distance
of a line drawn from the glottis to the intersection with the end of the oral or anterior-cavity length. Right panel: Growth rate of PCL for males �dashed black
line� and females �solid gray line� as a function of age.
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Figs. 2–10 �left panel� reflects an overall nonlinear growth
trend throughout the first 18 years of life, as noted by the
general increases in measurements for both males and fe-
males. Of note, the negative growth noted past age 17 for
select variables is mostly due to the nature of the data set,
which is cross-sectional rather than longitudinal, and the in-
sufficient number of measurements past age 17, which affect
the fit at extreme ages adversely—a boundary limitation of
regression fits/models. As noted above, the F-test for sex
differences was significant for all variables except ACL �p
=0.9�. While the visual display of the fits for most structures
shows large sex differences past age 12, there are some struc-
tures that show somewhat large sex differences at an earlier
age �such as PCL �Fig. 4� and NPhL �Fig. 5��. Furthermore,
during early childhood, the fits reflect slight sex differences
for most structures where typically females are smaller than
males except for OPhW �Fig. 9� and VT-O �Fig. 10� where
the female fit displays a slightly larger value than the male
fit. Also, during childhood, some sex differences appear to

emerge and then dissolve �e.g., OPhW �Fig. 9��. This appears
to be related to growth rate �Figs. 2–10, right panel� and also
growth type, as addressed below. Figures 2–10 �left panel�
also include a second Y-axis documenting the percent growth
to reach the mature adult size. The growth percentages on
this second y-axes indicate that some structures reach the
adult size sooner �e.g., VT-H �Fig. 6�� than others �e.g., VT-V
�Fig. 3��. Such findings have implication for growth type and
are further discussed below.

Figures 2–10 �right panel� show the growth rates �cm/
months� for each of the nine variables, where growth rate
decreases during approximately the first 8 years of life. This
is then followed by an increase in growth rate during ap-
proximately ages 8–14 years, and then a decrease in growth
rate after age 16 for most variables except for NPhL, OPhW,
and LTh in males �Figs. 5, 7, and 9, right panel� where there
is an apparent increase in growth rate after age 12 particu-
larly for NPhL and OPhW �Figs. 5 and 9�. As noted above,
the polynomial fits �left panel� reflect sexual dimorphism

FIG. 5. Left panel: NPhL development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p=0.008�. The second Y-axis reflects the
percent growth for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. NPhL is a calculated measurement of VT-V minus
PCL. Right panel: Growth rate of NPhL for males �dashed black line� and females �solid gray line� as a function of age.

FIG. 6. Left panel: VT-H development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p�0.0001�.The second Y-axis reflects the
percent growth for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. VT-H is defined as the horizontal distance from a line
tangential to lips to the posterior pharyngeal wall. Right panel: Growth rate of VT-H for males �dashed black line� and females �solid gray line� as a function
of age.
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emerging after age 12 for most variables; however, the fits
for some variable, such as PCL �Fig. 4�, NPhL �Fig. 5�, and
OPhW �Fig. 9� show prepubertal sex differences. Such dif-
ferences are also evident in the growth rate figures of those
variables, with more distinct demarcation of the age where
differences in growth rate emerge. Thus, the growth rate fig-
ures may serve to detect the emergence of differences in
growth trend. For example, while sex differences in VTL
�Fig. 2, left panel� become apparent after age 12, the growth
rate figure �Fig. 2, right panel� validates the emergence of
such differences by age 8.

B. Growth type: Neural or somatic

The assessment of growth type �neural, somatic, or hy-
brid�, as defined by Scammon �1930�, has to be based on
percent growth �as marked on the second Y-axes of the poly-
nomial fit �Figs. 2–10, left panel� and Table II which quan-
tifies numerically the regression of each fit with a neural

growth curve and a somatic growth curve. Table II �last col-
umn� shows that most of the variables have a hybrid or a
combined neural and somatic growth type except for LTh in
females and OPhW in males. As seen in Fig. 7 �left panel�,
LTh growth in females approaches the mature value by age
6, an indication of a predominantly neural growth curve.
Also, the numeric quantification in Table II indicates that for
each variable, males and females have different growth
types. For example OPhW is 61% neural for males and 75%
somatic for females. However, in general, structures in the
vertical plane appear to have a predominantly somatic
growth pattern.

IV. DISCUSSION

A. Current findings

This study quantifies the non-uniform growth of the oral
and pharyngeal portions of the VT structures in males and

FIG. 7. Left panel: LTh development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p�0.001�. The second Y-axis reflects the
percent growth for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. LTh defined as the distance between two lines, the first
of which is drawn tangential to the anterior aspect of the maxillary and mandibular lips and the second to the posterior or buccal aspect of the maxillary and
mandibular lips. Right panel: Growth rate of LTh for males �dashed black line� and females �solid gray line� as a function of age.

FIG. 8. Left panel: ACL development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are not significantly different �p=0.9�. The second Y-axis reflects the
percent growth for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. ACL is defined as the horizontal distance from the
beginning of the hard palate to the intersection with the vertical line drawn from the glottis to the palatal plane. Right panel: Growth rate of ACL for males
�dashed black line� and females �solid gray line� as a function of age
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females during approximately the first 2 decades of life.
While it has been known for decades that growth is non-
uniform, the data presented here are without precedent in
that they provide information on sex-specific anatomic de-
velopment of VTL and of segments within the oral and pha-
ryngeal portions of the VT. Furthermore, this quantification
is detailed in that it specifies the growth trend and growth
rate, as well as the growth type �neural versus somatic
growth curves as defined by Scammon, 1930� for each of
those various segments for males and females during the
course of development. These major findings are highlighted
and discussed in Secs. IV A 1 and IV A 2, followed by a
discussion on implications for speech acoustics and other
ramifications.

1. Growth trend and growth rate

For all nine variables, the growth trend is somewhat
rapid during the first few years of life with overall growth
continuing until maturity �Figs. 2–10, left panel�. However,
this rapid growth during the first 4–6 years of life differs for

structures in the oral versus the pharyngeal portions of the
VT. As seen on the second/right y-axes in Figs. 2–10, the
variables in the oral region, which are in the horizontal
plane, approximate the mature adult size sooner than the
variables in the pharyngeal region, which are in the vertical
plane. These findings were expected based on the reports by
Lieberman and McCarthy �1999�, Lieberman et al. �2001�,
and Vorperian et al. �2005� on growth types, and the impli-
cations are discussed further below in Sec. IV A 2. Also,
such differences in the growth schedule of structures in the
oral/horizontal versus pharyngeal/vertical portions of the VT
are to be expected given their diverse embryologic origins.
Specifically, the embryologic structure/tissue type for the
oral cavity is the stomodeum/neural crest-ectoderm, whereas
for the pharynx, it is the foregut/endoderm and splanchnic
mesoderm �Sadler, 2006�. Again, this issue is addressed fur-
ther in Sec. IV A 2. As for the negative growth trend past age
17, as noted in Sec. III, this is not an accurate representation

FIG. 9. Left panel: OPhW development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p�0.01�. The second Y-axis reflects percent
growth for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. OPhW is calculated using the measurements of VT-H minus
LTh minus ACL. Right panel: Growth rate of OPhW for males �dashed black line� and females �solid gray line� as a function of age.

FIG. 10. Left panel: VT-O development for males �black open circle� and females �shaded gray triangles� with growth curve using a fourth degree polynomial
fit for males �dashed black line� and females �solid gray line�. Male versus female fits are significantly different �p=0.03�. The second Y-axis reflects percent
growth for males �black, outwards tick orientation� and females �gray, inwards tick orientation�. VT-O is a calculated using the measurements VT-H minus
LTh. Right panel: Growth rate of VT-O for males �dashed black line� and females �solid gray line� as a function of age.
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of growth trend but a limitation of the model/regression fit at
the extreme age due to the nature of the cross-sectional data
set that has limited data points past age 17.

There are significant sex differences in the growth trend
of eight of the nine variables studied �ACL not significant�,
with the majority of the variables displaying distinct sexual
dimorphism after age 12 �Figs. 2–10, left panel�. However,
as noted in the Sec. III, there are some variables that display
prepubertal sexual dimorphism at much earlier ages such as
VT-H �Fig. 6� where differences are evident by age 4 and
persist until adulthood, and other variables such as VTL �Fig.
2�, PCL �Fig. 4�, NPhL �Fig. 5�, and OPhW �Fig. 9� where
sex differences are either localized to specific ages or fluctu-
ate during the course of development and appear to be re-
lated to growth rate differences between males and females.
This is discussed further in the following paragraph.

Since growth rate differences between males and fe-
males are evident �Figs. 2–10, right panel�, ideally the inter-
pretation of sex differences in growth trend fits �Figs. 2–10,
left panel� should be made in conjunction with growth rate
curves because differences in growth rate between males and
females can easily mask differences in growth trend. The
variables NPhL �Fig. 5� and OPhW �Fig. 9� demonstrate this
point clearly. Such an observation indicates that to assess
whether prepubertal sex differences are being masked by dif-
ferences in growth rate, it is necessary to implement more
localized or smaller age range comparisons between males
and females rather than comparisons across all ages �birth to
19� as was done in this study. In addition, it seems that such

localized age group comparison between males and females
should ideally use groups smaller than a 6 year span since
Vorperian et al. �2005� did not identify sexual dimorphism of
any VT structures between the ages of birth to approximately
6 years. However, Lieberman et al. �2001� have noted sex
differences in the growth of oropharyngeal-width �the dis-
tance from the posterior pharyngeal wall to the posterior
margin of oral cavity� with growth being slightly larger in
males between the ages of 1.75 and 4.75 years. It is reason-
able to expect the identification of prepubertal sexual dimor-
phism in VT structures given that the growth charts �height,
weight, and head circumference� used clinically are sex-
specific �Centers for Disease Control and Prevention �CDC�,
2000� and the knowledge that there is a strong correlation
between VTL and body size �both height and weight; Ben-
nett, 1981; Fitch and Giedd, 1999�. This issue is discussed
further under Sec. IV B.

Growth rate, past age 16 �Figs. 2–10, right panel�, de-
creases or levels off for all structures except for the variables
NPhL and OPhW in males where growth rate increases. This
warrants assessment of whether growth in the oro-naso-
pharyngeal portion persists beyond approximately the first 2
decades of life. This point is addressed further under Sec.
IV B.

2. Growth type: Neural or somatic

The distinguishing difference between the neural and so-
matic growth curves lies not only in growth trend but also
percent growth �Scammon, 1930�. As expected and discussed
above, structures in the oral region reached maturity sooner
than structures in the pharyngeal region implying a neural
growth type for VT structures in the oral/horizontal region
and somatic growth type for VT structures in the pharyngeal/
vertical region. Numeric quantification of growth type for the
nine variables studied, as summarized in Table II, supports
the following conclusions. Most of the nine variables studied
appear to follow either a predominantly somatic growth type
or a hybrid/combined somatic and neural growth curves for
both males and females. Structures in the vertical plane or
the pharyngeal region follow a predominantly somatic
growth type for both males and females. The numeric quan-
tification confirms findings reported by Lieberman and Mc-
Carthy �1999�, Lieberman et al. �2001�, and Vorperian et al.
�2005�. Structures in the horizontal plane or the oral region,
however, follow a hybrid somatic/neural or neural/somatic
growth type. The numeric quantification does not match the
expectations of a predominantly neural growth type except
for the variable LTh in females and OPhW in males. Inter-
estingly, this latter finding on OPhW is consistent with the
findings of Lieberman et al. �2001� of the growth of
oropharyngeal-width being slightly larger in males between
the ages of 1.75 and 4.75 years. The variables in the oral/
horizontal region also seem to display sex differences in
growth type; particularly distinct sex differences are noted
for the variables LTh and OPhW. For example, the variable
OPhW is predominantly neural �61%� in males with percent
growth of adult size at about 70% by age 6, whereas it is
predominantly somatic �75%� in females with percent
growth of adult size at about 50% by age 6. As noted above,

TABLE II. Numeric quantification in percent of the regression of sex-
specific polynomial model fit per variable with the neural and somatic
growth curves.

Variable Sex % somatic % neural Numeric quantification

VTL Female 88 12 Somatic/neural
Male 100 0 Somatic

VT-V Female 98 2 Somatic
Male 99 1 Somatic

PCL Female 100 0 Somatic
Male 97 3 Somatic

NPhL Female 89 11 Somatic/neural
Male 91 9 Somatic/neural

VT-H Female 60 40 Somatic/neural
Male 76 24 Somatic/neural

LTh Female 15 85 Neural/somatic
Male 90 10 Somatic/neural

ACL Female 61 39 Somatic/neural
Male 90 10 Somatic/neural

OPhW Female 75 25 Somatic/neural
Male 39 61 Neural/somatic

VT-O Female 61 39 Somatic/neural
Male 67 33 Somatic/neural
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such sex-specific differences in growth type have also been
reported by Lieberman et al. �2001� and further highlight the
need to take into account growth rate differences when mak-
ing interpretations of growth pattern and growth type. VTL,
which is a variable in both planes, follows a predominantly
somatic growth curve in females �88%� and a purely somatic
growth curve in males �100%�. Thus, multiple factors are at
play and ultimately determine the growth type of VT struc-
tures. While structure orientation was a useful general guide,
it is necessary to consider other factors, such as differences
in the growth rate between males and females and the em-
bryologic origin of the various VT structures—such as the
palate, mandible, and tongue—that border the oral and pha-
ryngeal cavities.

B. Acoustic implications

The growth trend, growth rate and growth type quanti-
fication from medical imaging studies, as specified above,
are part of the biological basis of speech development. The
noted sex-specific differences in the growth of the oral and
pharyngeal portions of the VT can have profound acoustic
implications. One important aspect is relating anatomic
growth patterns to developmental changes in speech acous-
tics, including male/female differences. A potential limitation
for the comparison of the two modalities is that the anatomic
data are from imaging studies with subjects in the supine
position at rest, whereas all developmental speech acoustic
data are from participants in the upright position. The gravi-
tational effect on airway patency is well documented when
subjects are in supine during quiet breathing where the pha-
ryngeal region volume is reportedly reduced in supine as
opposed to upright �e.g., Eckmann et al., 1996�. Also, differ-
ences in tongue behavior during speech production in upright
and supine have been reported by Stone et al. �2007� using
ultrasound imaging, as well as differences in both the soft
tissues and the rigid structures �mandible and larynx� during
vowel production in upright and supine have been reported
by Kitamura et al. �2005� using open-type MRI. However,
Stone et al. �2007� did not identify any significant phoneme
effects, and no differences in the first and second formant
values. Thus, it is reasonable to conclude that albeit postural
differences between the two modalities, it is a worthwhile
venture to hypothesize developmental anatomic-acoustic cor-
relates given the uniqueness of the developmental anatomic
data set of VT structures and its quantification that are pre-
sented in this paper.

Acoustic theory states that as the VT lengthens with age,
formant frequencies decrease �Fant, 1960�. Current findings
on VTL growth trend �Fig. 2, left panel� show a nonlinear
growth pattern with significant sex differences. Although the
test of sex differences utilized here is a global test �i.e., takes
into account all ages�, the polynomial model growth fits
show sex differences emerging at about age 12, confirming
previous reports on significant sexual dimorphism in VTL
after age 11 years �Fitch and Giedd, 1999� or 13.75 years
�Lieberman et al., 2001�. The fits also show a rapid increase
in VTL during early childhood that is about 2 cm during the
first 2 years of life, a finding that is consistent with previous

findings from a much smaller pool of imaging studies �Vor-
perian et al., 2005�. Such anatomic findings are not consis-
tent with two reports on acoustic data. The first acoustic
observation is that formant frequencies remain unchanged,
i.e., do not decrease, during the first 2 years of life �Buhr,
1980; Gilbert et al., 1997; Kent and Murray, 1982; Robb
et al., 1997�. The second acoustic observation is that acoustic
differences between males and females are present by age 4
�Perry et al., 2001�. Thus, the quest is to identify other de-
velopmental anatomic findings of VT structures that might
explain those two acoustic findings.

Regarding the first point that there are no reported de-
creases in formant frequencies despite increase in VTL, cur-
rent findings indicate that there is rapid growth of OPhW
which implicates volumetric changes/increases in the pha-
ryngeal region. Thus, it is possible to postulate that there is
an interplay between VTL and volume. As Fant �1975� has
noted, VT dimensions to consider in physiologic-acoustic in-
terpretations in addition to oral and pharyngeal tube lengths
include laryngeal cavity dimensions. Additional research to
quantify developmental changes in length versus volume in
the VT, particularly in the hypopharyngeal and laryngopha-
ryngeal regions during the first two years of life, is war-
ranted.

Regarding the second point of acoustic differences being
present by age 4 �Perry et al., 2001�, although the VTL
growth fits show slight differences between males and fe-
males until sexual dimorphism becomes apparent around age
12, the anatomic differences do not appear to be related to
the reported acoustic differences between males and females
that are present by age 4. However, it seems reasonable to
hypothesize that such male/female acoustic differences are
related to differences in the development of the oral and
pharyngeal portions of the VT. Visual inspection of the
growth fits of all the other VT variables examined in this
paper �Figs. 3–10, left panel� indicate anatomic sex differ-
ences of select variables, some localized to specific ages that
warrant a closer or localized examination in the future. Spe-
cifically, the variables LTh, PCL, and NPhL during the first 2
years of life; also, the variables OPhW and VT-O, from about
age 4 years to 12 years, which are larger in males than in
females, warrant detailed analysis of anatomic differences
between males and females.

While it is premature to establish anatomic-acoustic cor-
relates from the data presented here, additional localized as-
sessments of those variables in the midsagittal plane would
not only assist in deciphering anatomic-acoustic correlates
but also guide future research efforts in studying multidimen-
sional growth of the nasopharyngeal region �Vorperian et al.
2005; Vorperian and Kent, 2007�. The vowel acoustic space
development data summarized by Vorperian and Kent �2007�
indicate that the F1–F3 vowel quadrilateral dispersions is
greater than F1–F2 dispersion and that they appear to be
sensitive to age and speaker sex differences. According to
Fant’s �1975� two-tube model, the pharyngeal cavity length
is affiliated with the second formant, and the oral cavity
length is affiliated with the third formant. Indeed, if the noted
differences in VT-H growth, specifically the segments OPhW
and VT-O, are confirmed to be significantly different be-
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tween males and females, then this can explain, at least in
part, the documented prepubertal acoustic differences be-
tween males and females where there are no significant dif-
ferences in VTL, i.e., before age 11 �Fitch and Giedd, 1999�.
Of note, although the two-tube model is simplistic and ig-
nores cross modes in the transfer function of the VT, it is
nonetheless a model with a good first approximation and a
reasonable approach to begin establishing hypotheses on
anatomic-acoustic correlates that may be tested using various
more complex modeling approaches �e.g., Motoki, 2002;
Menard et al., 2004, 2007; Boe et al., 2007�.

A final acoustic observation is the noted decrease in for-
mant frequencies in the aging population which has been
attributed to the lengthening of the VT �Benjamin, 1997;
Endres et al., 1971; Linville and Fisher, 1985�. Xue and
Hao’s �2003� findings, using acoustic reflection technology,
reflected changes in VT volume but not VTL for both gen-
ders; also they noted increases in oral cavity length and vol-
ume, again for both genders. The assessment of anatomic
change in VT structures using imaging studies may help ad-
dress whether growth persists past age 18 where most VT
structures are presumed to have reached their mature size. In
particular, it will be worthwhile to study the growth trend of
structures in the oro-naso-pharyngeal region since current
findings reflect increases in the growth rate of NPhL and
OPhW in males past the age of presumed maturity.

C. Other ramifications

The quantification on the development of the oral and
pharyngeal portions of the VT presented here can be used in
a multitude of ways. For one, it can be used in developmen-
tal articulatory models including sex-specific developmental
models to test predictions on anatomic-acoustic correlates as
specified above. To date, modeling efforts have estimated or
approximated the growth of the VTL, oral cavity length, and
pharyngeal cavity length �e.g., Goldstein, 1980; Martland
et al., 1996; Callan et al. 2000; Menard et al. 2004, 2007;
Boe et al. 2007�. However, most of those modeling efforts
are not sex-specific, and some are based on assumptions of
growth types that appear not to be valid based on current
findings. For example, the predictions of Martland et al.
�1996� are based on the assumption that the growth of the
oral and the pharyngeal tracts follow the neural and somatic
growth types, respectively. However, present findings indi-
cate that while the assumption of somatic growth type of the
pharyngeal region is mostly valid, the assumption on the
growth of the oral region is not since present findings show
the growth of this region to follow a combined somatic/
neural growth type with apparent sex differences �females,
60/40% and males, 76/24% males�. One implication from
having detailed anatomic quantification on the non-uniform
growth of the VT is that the data can be used in establishing
scaling factors for normalization �age and sex differences in
the acoustic properties of speech�, a long standing issue in
acoustic phonetics and speech technology.

Another ramification is promoting our understanding of
the anatomic bases of motor adjustment during development,
including speech development. To date, the noted high de-

gree of variability, from acoustic and physiologic studies, in
children’s performance has been linked to the maturation of
the neuromuscular control or speech motor control �Eguchi
and Hirsh, 1969; Tingley and Allen, 1975, Smith et al., 1983;
Sharkey and Folkins, 1985; Smith, 1994; Kent, 1976, 1992;
Kent and Forner, 1980; Lee et al., 1999; Walsh and Smith,
2002; Wohlert and Smith, 2002�. However, it is important
not to discount the role of anatomic change in neuromuscular
control. For example, this study reflects a rapid growth rate
in the pharyngeal region during approximately the ages 8–14
particularly in males. It is within this age range, specifically
ages 10–14, that there are reports on high levels of childhood
asphyxiation by food, particularly in males, �Baker et al.,
1992�. Thus, it is reasonable to relate rapid anatomic growth
to limited neuromuscular control.

Furthermore, as Boe et al. �2007� pointed out, knowl-
edge of the size of the oral and pharyngeal cavities through-
out ontogeny not only help understand speech acquisition
processes in infants but also assist in understanding phylog-
eny and the evolution of speech. More recently, Fitch �2000,
2002� noted that many mammals dynamically create a two-
tube VT during loud vocalizations where the larynx is low-
ered into the pharyngeal cavity resulting in a long and well-
defined pharyngeal tube. He therefore hypothesized that the
evolution of the human speech apparatus with a descended
larynx arose gradually with increased vocalization complex-
ity and frequency. Undoubtedly, such a viewpoint places
more emphasis on understanding the growth of the oral cav-
ity and specially the pharyngeal cavity, and less emphasis on
the ratio of the horizontal and vertical parts of the VT.

V. CONCLUSION

This study quantifies the non-uniform growth of the VT
in terms of both regional differences �oral versus pharyngeal
portions of the VT� and sex differences in the growth of
those regions. The growth quantification of nine variables in
the oral and pharyngeal regions during approximately the
first 2 decades of life in males and females indicate that
structures in the oral region reach the mature size sooner than
those in the pharyngeal region. Structures in the oral region
follow a combined somatic and neural growth curve,
whereas structures in the pharyngeal region follow a pre-
dominantly somatic growth curve as defined by Scammon
�1930�. While findings confirm global sex differences for
most structures, the growth trend and growth rate figures
reflect not only postpubertal sexual dimorphisms for most
structures but also prepubertal sex differences at particular
ages for select structures. This warrants localized assessment
of sex differences as a means to explore the anatomic basis
of the observed acoustic differences between males and fe-
males during early childhood.
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Does harmonicity explain children’s cue weighting
of fricative-vowel syllables?a)

Susan Nittrouerb� and Joanna H. Lowenstein
Department of Otolaryngology-Head & Neck Surgery, Ohio State University, Cramblett Suite 4A, 456 West
10th Avenue, Columbus, Ohio 43210

�Received 18 June 2008; revised 3 December 2008; accepted 4 December 2008�

When labeling syllable-initial fricatives, children have been found to weight formant transitions
more and fricative-noise spectra less than adults, prompting the suggestion that children attend more
to the slow vocal-tract movements that create syllabic structure than to the rapid gestures more
closely aligned with individual phonetic segments. That explanation fits well with linguistic
theories, but an alternative explanation emerges from auditory science: Perhaps children attend to
formant transitions because they are found in voiced signal portions, and so formants share a
common harmonic structure. This work tested that hypothesis by using two kinds of stimuli lacking
harmonicity: sine-wave and whispered speech. Adults and children under 7 years of age were asked
to label fricative-vowel syllables in each of those conditions, as well as natural speech. Results
showed that children did not change their weighting strategies from those used with natural speech
when listening to sine-wave stimuli, but weighted formant transitions less when listening to
whispered stimuli. These findings showed that it is not the harmonicity principle that explains
children’s preference for formant transitions in phonetic decisions. It is further suggested that
children are unable to recover formant structure when those formants are not spectrally prominent
and/or are noisy. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3056561�

PACS number�s�: 43.71.An, 43.71.Ft �MSS� Pages: 1679–1692

I. INTRODUCTION

The primary focus of the study of human speech percep-
tion has traditionally been on the question of which signal
properties listeners use in making phonetic judgments. An
early example of this focus was a study published by Harris
�1958� demonstrating that adult, native speakers of English
base their decisions about the sibilant fricatives /s/ and /b/
primarily on the spectral structure of the noise itself, but base
their decisions about the weak fricatives /f/ and /�/ on the
pattern of formant transitions in the voiced syllable portion.
That experiment was done using natural, spliced speech
samples, but much of the work on human speech perception
has been conducted with synthetic speech. Typically a single
acoustic property was manipulated along a continuum span-
ning settings that evoke one phonetic judgment or another,
assessing how those settings affected the choice of which
phoneme was heard. The properties manipulated in such ex-
periments came to be known as “acoustic cues” �Repp,
1982�.

Although generally informative, one flaw in this ap-
proach was that acoustic evidence clearly showed, even then,
that the qualities of many discrete regions of the signal var-
ied as a function of surrounding phonetic structure. For ex-
ample, the noise spectrum of syllable-initial /s/ or /b/ differs
depending on the vowel that follows �Kunisaki and Fujisaki,
1977; Heinz and Stevens, 1961�. It was reasonable that the
effects of this sort of variation on phonetic decisions should

be examined, and so experimental paradigms were adjusted
to incorporate a second acoustic cue, manipulated in a di-
chotomous manner, that is, set to be appropriate for the pho-
neme represented at one end or the other of the acoustic
continuum formed by manipulating the first cue. For ex-
ample, Mann and Repp �1980� found that when voiced for-
mant transitions were set to be appropriate for either a pre-
ceding alveolar or palatal constriction, the /b/-/s/ phoneme
boundary on an acoustic continuum was shifted. This sort of
interaction was termed cue trading or trading relations. These
sorts of results showed that the relation between acoustic
cues and phonetic judgments is more complicated than at
first envisioned.

Later Nittrouer and Studdert-Kennedy �1987� set out to
explore whether or not children �3–7 years old� exhibit the
sort of cue trading reported by Mann and Repp �1980�. For
that purpose fricative-vowel syllables similar to those of
Mann and Repp �1980� were constructed with synthetic
noises spanning a spectral /b/-to-/s/ continuum, and vocalic
portions taken from natural speech samples with formant
transitions appropriate for either an initial /b/ or /s/. Within
this design the spectral structure of the fricative noise was
presumed to be the “primary” cue, defined as the one that
would be given the greatest perceptual weight in the fricative
decision. That designation followed from the work of Harris
�1958� showing that indeed adult listeners primarily base
their sibilant decisions on characteristics of the noise itself. It
was presumed that the role of formant transitions in this de-
cision would be secondary, and likely learned through years
of experience hearing the patterns of formant change arising
from the vocal tract moving from a fricative target to a vowel

a�
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target �Stevens, 1975�. The specific prediction was that the
youngest children would show a greatly attenuated trading of
cues, with a developmental increase in the magnitude of the
trade. In fact, precisely the opposite pattern of results was
obtained: The youngest listeners showed the greatest influ-
ence of formant transitions on fricative labeling, with a de-
velopmental decrease in effect. These findings were sup-
ported by subsequent research, which demonstrated that a
developmental change occurs in the relative amount of atten-
tion paid to these acoustic cues for children between roughly
3 and 7 years of age �Mayo et al., 2003; Nittrouer, 1992;
Nittrouer and Miller, 1997a, 1997b�. Figure 1, from Nittrouer
�1992�, illustrates this trend: Children’s labeling functions
are more separated as a function of whether formant transi-
tions are appropriate for a preceding /s/ or /b/ closure. This
pattern indicates that children’s responses were more
strongly based on vocalic formant transitions than were those
of adults. At the same time, children’s functions are shal-
lower than those of adults, indicating that they paid less at-
tention to the spectra of fricative noises in making their de-
cisions. This developmental change in the amount of
attention, or weight, given to separate acoustic cues came to
be known as the “developmental weighting shift” �e.g., Nit-
trouer, 1996; Nittrouer et al. 1993; Nittrouer and Miller,
1997a, 1997b�.

The finding that children weight acoustic cues differ-
ently from adults in their linguistic decision-making comple-

mented emerging evidence that speakers, and so listeners, of
different languages weight acoustic cues differently �e.g.,
Beddor and Strange, 1982; Crowther and Mann, 1992, 1994;
MacKain et al., 1981�. The way that the acoustic speech
signal is shaped by gestures of the vocal tract in order to
provide for the recognition of phonetic structure varies
across languages �e.g., Crowther and Mann, 1992; Flege and
Port, 1981; Lisker and Abramson, 1964�. A primary chore of
the child learning a language is to discover which properties
of the signal provide linguistically significant variation, and
so must be attended to, and which properties contain varia-
tion that is irrelevant to deriving meaning, and so may safely
be ignored. It is explicitly this language-related discovery
process that the developmental weighting shift seeks to cap-
ture. But while this notion may explain why weighting strat-
egies change through childhood, an unresolved question con-
cerns why children’s initial strategies are the way they are.
Why would initial weighting strategies be so dependent on
formant transitions within the voiced portion of the signal?
The answer to this question has theoretical and clinical im-
plications.

Several related explanations have been offered for why
children pay particular attention to formant transitions in
their phonetic decisions. In general it has been speculated
that these relatively slow modulations in spectral structure
�i.e., formant transitions� attract children’s attention early in
development precisely because they are dynamic. Research
into the development of visual perception shows that chil-
dren attend more to moving properties than to static proper-
ties in object recognition �Ruff, 1982; Spelke et al., 1989�. It
is reasonable that they would do the same in auditory per-
ception. Another possible explanation for children’s early
weighting strategies has a purely linguistic basis: It is com-
monly asserted that young children use more global process-
ing strategies than adults to recognize words and syllables
�e.g., Cole and Perfetti, 1980; Charles-Luce and Luce, 1990,
1995; Jusczyk, 1992; Nittrouer, 1996; Walley et al., 1986�.
Although exactly what the term “global processing strate-
gies” is referring to has not always been specified in these
accounts, it is reasonable to suggest that the term references
children’s enhanced attention to signal properties that are
syllabic in nature, rather than specific to individual pho-
nemes. The idea that children pay special attention to for-
mant transitions is compatible with the notion. Finally, it has
been suggested that these formant transitions reflect the gen-
eral movements of the vocal tract. In production, children
appear to master general articulatory placements and patterns
of movement between these targets before they learn how to
make precise constriction shapes �e.g., Goodell and Studdert-
Kennedy, 1993; MacNeilage and Davis, 1991; McGowan
and Nittrouer, 1988�. In sum, several hypotheses have been
offered to explain children’s preferential weighting of for-
mant transitions.

Yet another hypothesis for why children focus so
strongly on formant transitions emerges from the field of
general auditory perception. To appreciate this hypothesis, it
is necessary to first ask ourselves why variation across for-
mant frequencies would provide the listener with any infor-
mation at all. There is no reason to expect three disparate

FIG. 1. Labeling functions for adults �top� and 3 1
2-year-olds �bottom� from

Nittrouer �1992�. Center frequencies of the synthetic fricative noises are
shown on the abscissa, and percents responses are shown on the ordinate. A
separate function is plotted for each syllable type.
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spectral components, as these formant frequencies are, to co-
here, providing a single perceptual impression. So, why do
listeners hear these separate but co-occurring patterns as one
entity, providing information about the structure of the sig-
nal? Again, different explanations have been offered to an-
swer that question, with one set of explanations involving
strictly auditory principles. This set of explanations is best
exemplified by the work of Bregman �1990� on Auditory
Scene Analysis �ASA�. These principles suggest that separate
spectral components cohere if they have synchronous onsets
and offsets, or if they have the same harmonic structure, a
principle known as harmonicity. Because formant transitions
in fricative-vowel syllables come from the voiced portion of
the syllable they share a harmonic structure, and so the prin-
ciple of harmonicity may explain the coherence of formants
in speech perception.

Another kind of explanation for why formant transitions
may cohere perceptually is that they all arise from a single
vocal tract, a fact that is apparent to the listener. This posi-
tion is best explained and supported by Remez et al. �1994�
who methodically tested each principle of ASA and serially
rejected each as an explanation for why the various compo-
nents of the speech signal cohere. Of course, those experi-
ments were done with adult listeners. In this current study,
we entertained the possibility that children, being less expe-
rienced with speech, may require that signals strictly adhere
to ASA principles if they are to integrate separate spectral
portions and use them for speech perception. Perhaps chil-
dren’s greater weighting of formant transitions in fricative-
vowel syllables, compared to that of adults, arises from noth-
ing more than the fact that these signal portions adhere to
ASA principles. In the work reported here, the specific pos-
sibility examined was that children may attend strongly to
formant transitions in voiced signal portions because they
have a preference for signals that adhere to the harmonicity
principle.

To test this possibility, stimuli were needed that retained
formant transitions but eliminated harmonic structure. This
requirement necessitated that speech signals be processed in
some way, which is always a risky business. While there are
many ways to modify a speech signal to eliminate harmonic-
ity, each creates concomitant acoustic changes that may af-
fect perception in unpredictable ways. For that reason, two
processing algorithms were used in this study: Both dis-
rupted the principle of harmonicity, but each did so in differ-
ent ways. Sine-wave speech was used because it lacks har-
monic structure, yet preserves the dynamic information
provided by formant transitions. Whispered speech was used
because it also lacks harmonic structure and preserves for-
mant transitions. It is, in addition, familiar to young children,
and thus not as “artificial” as sine-wave speech might be
viewed as being.

Sine-wave speech uses three sinusoidal tones to replicate
the first three formants of speech. Since the stimuli consist of
sine waves, there are no harmonic relations between the
components. There is ample evidence that adult listeners can
understand sine-wave replicas of sentences when they have
been instructed that what they are listening to is speech
�Barker and Cooke, 1999; Remez et al. 1981; Remez et al.,

1994�, but results for children are mixed. A recent study by
Vouloumanos and Werker �2007� reported that 1- to 4-
day-old infants preferred natural speech stimuli to sine-wave
analogs of the same stimuli. Older children, however, have
been shown to comprehend sine-wave sentences as well as
adults �Nittrouer et al., 2009�. In that latter experiment adults
and 7-year-olds were asked to repeat four-word sentences
presented as sine-wave analogs or as 4- or 8-channel noise
vocoded analogs. The 7-year-olds performed similarly to
adults for the sine-wave stimuli, but much more poorly for
the noise vocoded stimuli. Serniclaes et al. �2001� presented
sine-wave analogs of stimuli from a /bÄ/-/dÄ/ continuum to
dyslexic and normal-reading 13-year-olds as a discrimination
task. The stimuli were first presented as nonspeech whistles,
and then presented as speech. When the sine-wave syllables
were presented as speech, both the dyslexics and normal
readers showed a phoneme boundary effect that was absent
when the sine-wave syllables were presented as nonspeech
whistles. Thus the evidence indicates that by 7 years of age,
at the latest, children treat sine-wave analogs as speech.

Whispering is something that most children are familiar
with. In whispered speech, turbulent noise produced by air
flow through partially adducted vocal folds is shaped by the
supralaryngeal vocal tract, resulting in speech that is very
understandable, but that lacks vocal fold vibrations �and thus
a fundamental�. Magnetic resonance imaging and endoscopic
studies of whispered vowels provide evidence that during
whispering the supraglottal structures shift downwards to in-
hibit vocal fold vibration �Matsuda and Kasuya, 1999;
Tsunoda et al., 1997�. Acoustic studies of whispered speech
have shown that formant frequencies, particularly F1, tend to
be higher in whispered than in voiced vowels �Kallail and
Emanuel, 1984a, 1984b�. Formant bandwidths appear
broader in whispered than in voiced speech, as well. In terms
of perception, Tartter �1989� found that untrained adults
could accurately label consonant-vowel syllables �which
consisted of the vowel �Ä� preceded by voiced and voiceless
labial, alveolar, and velar stops, nasals, liquids, and frica-
tives� 64% of the time, with the primary confusions being for
normally voiced consonants. Whispered vowels in �hVd�
context were identified correctly 82% of the time �Tartter,
1991�. In sum we would expect recognition of unvoiced
consonant-vowel syllables to be highly accurate for whis-
pered speech.

Although sine-wave analogs and whispered speech both
provide ways of examining speech perception when the har-
monicity principle is violated, they differ from each other in
ways that should provide useful insights beyond the central
question of this study. For example, sine waves have effec-
tive bandwidths of 1 Hz, and so the spacing between for-
mants is much greater than in natural speech: Sine-wave for-
mants are quite prominent. Whispered speech, on the other
hand, has broadened bandwidths, and so formants are not as
prominent as in natural speech. Investigators have worried in
the past that the broader auditory filters associated with hear-
ing loss might make it hard for listeners with hearing loss to
resolve individual formants, and so to understand speech
�Summerfield et al., 1981; Turner and Holte, 1987; Turner
and Van Tasell, 1984�. Although that work with adults

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 S. N. Nittrouer and J. H. Lowenstein: Harmonicity and cue weighting 1681



showed that it is generally not a problem, the possibility
exists that children might have a stronger need for more
spectrally prominent formants. Evidence for this situation
would be obtained if children showed no change from natu-
ral speech in their weighting of formant transitions when
presented with sine-wave stimuli, but had difficulty with
whispered speech.

Another difference between the two kinds of signals
used in this study was that when whispered vocalic portions
were appended to synthetic fricative noises, the result was
signals consisting completely of noise. Previous studies ex-
amining perceptual weighting strategies for fricative-vowel
stimuli not only found that children give more weight to
formant transitions than adults in their fricative decisions but
that there is a reciprocal decrease in the weight given to
fricative-noise spectra �Nittrouer and Miller, 1997a, 1997b;
Nittrouer, 1992; Nittrouer and Studdert-Kennedy, 1987�. It
may simply be that children are not as skilled at using infor-
mation in noisy signal portions as adults are.

We stand to improve our understanding of the nature of
perceptual development in general by exploring the ques-
tions asked by this work. In addition, understanding the basis
of children’s perceptual preference for dynamic signal com-
ponents in speech perception may affect what we do in fitting
auditory prostheses for children with hearing loss. Pediatric
audiologists worry that fitting children with hearing aids us-
ing the same algorithms as those used with adults is not
appropriate �e.g., Pittman et al., 2003�, and, in particular,
they worry about preserving children’s abilities to recognize
sibilants because of their importance in grammatical marking
�Stelmachowicz et al., 2007�. Therefore, it is appropriate to
ask why children show the perceptual weighting strategies
that they do, and what conditions support or harm their abili-
ties to use these strategies. Results showing either that chil-
dren require formants to be spectrally prominent or that they
avoid noisy signal components would provide useful infor-
mation for the future design and fitting of auditory prosthe-
ses.

In summary, the two experiments in this study were con-
ducted to test the hypothesis that children greatly weight
formant transitions because they share harmonic structure.
Two types of stimuli that lack harmonic structure were used:
sine-wave and whispered speech. If children were found to
pay less attention to formant transitions with both kinds of
nonharmonic stimuli, support would be provided for the hy-
pothesis that children attend especially to signal portions that
adhere to ASA principles. On the other hand, if children were
found to perform similarly with natural speech and both
kinds of nonharmonic stimuli, that finding would provide
evidence that children attend to these signal portions for
other reasons, likely the language-related reasons described
above. If children demonstrated modifications in their per-
ceptual weighting strategies for one, but not the other, pro-
cessed signal, we would have to conclude that it was some
concomitant change in signal structure that accounted for the
perceptual change, rather than the lack of harmonicity.

II. EXPERIMENT 1: VOICED AND SINE-WAVE
VOCALIC PORTIONS

The primary goal of this experiment was to test the hy-
pothesis that children’s strong weighting of formant transi-
tions in phonetic judgments of syllable-initial fricatives is
accounted for by the fact that voiced syllable portions adhere
to the harmonicity principle, whereas noise syllable portions
do not. Support for this hypothesis would be obtained if chil-
dren decreased the weight assigned to formant transitions
when the harmonicity principle was disrupted by creating
sine-wave analogs of the voiced syllable portions.

A. METHOD

1. Subjects

Twenty adults between the ages of 18 and 40 years, 20
7-year-olds, 22 5-year-olds, and 23 3-year-olds participated.
The mean age of 7-year-olds was 7 years, 1 months �7;1�,
with a range from 6;11 to 7;5. The mean age of 5-year-olds
was 5;1, with a range from 4;11 to 5;5. The mean age of
3-year-olds was 3;9, with a range of 3;5 to 3;11. None of the
listeners �or their parents, in the case of children� reported
any history of hearing or speech disorder, and they all
seemed typical to the experimenter doing the testing. None-
theless, objective criteria were used to document that they
were indeed typical. In particular, all listeners passed hearing
screenings consisting of the pure tones of 0.5, 1, 2, 4, and
6 kHz presented at 25 dB HL to each ear separately. Chil-
dren were given the Goldman Fristoe 2 Test of Articulation
�Goldman and Fristoe, 2000� to screen for speech problems
and were required to score at or better than the 30th percen-
tile for their age. An additional constraint on these scores
was that no child could exhibit errors in producing /b/ or /s/.
All children were free from significant histories of otitis me-
dia, defined as six or more episodes during the first three
years of life. Adults were given the reading subtest of the
Wide Range Achievement Test-Revised �Jastak and Wilkin-
son, 1984� as a way to screen for language problems and
were required to demonstrate at least an 11th-grade reading
level.

2. Equipment and materials

All testing took place in a soundproof booth, with the
computer that controlled the experiment in an adjacent room.
Hearing was screened with a Welch Allyn TM262 audiom-
eter using TDH-39 headphones. Stimuli and stories were
stored on a computer and presented through a Creative Labs
Soundblaster card, a Samson headphone amplifier, and AKG-
K141 headphones. Two drawings �on 8�8 in.2 cards� were
used to represent each response label in each experiment,
such as “Sue” �a girl� and a “shoe,” or “Sa” �a space alien�
and “Sha” �a king�. Gameboards with ten steps were also
used with children; they moved a marker to the next number
on the board after each block of test stimuli. Cartoon pictures
were used as reinforcement and were presented on a color
monitor after each block of stimuli. A bell sounded while the
pictures were being shown and served as additional rein-
forcement.

1682 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 S. N. Nittrouer and J. H. Lowenstein: Harmonicity and cue weighting



3. Stimuli

Thirty-six separate stimuli were created for each of the
VOICED and SINE-WAVE conditions: nine fricative noises
ranging along a continuum from one that is readily identified
as /b/ to one that is readily identified as /s/, combined with
each of four vocalic portions. These vocalic portions differed
in vowel quality �/Ä/ or /u/� and in whether formant transi-
tions at the start of the portion were appropriate for a pre-
ceding /b/ or /s/. Design of stimuli was based on stimuli that
have been used previously in several experiments �Nittrouer
1992, 1996; Nittrouer and Miller, 1997a�, and so we had
general notions of what to expect in responses from children
and adults. The VOICED stimuli in this experiment were
exactly those used in the earlier experiments. In these
stimuli, the fricative portions were single-pole, synthetic

noises, with the center frequency ranging from
2.2 to 3.8 kHz in nine 200 Hz steps. The vocalic portions of
these VOICED stimuli were taken from a male speaker say-
ing /su/, /sa/, /bu/, and /bÄ/. The recordings were sampled at
22.05 kHz and low-pass filtered below 11.025 kHz. Three
tokens of each syllable were used, and Fig. 2 shows spectro-
grams of one of each kind of vocalic portion. Table I displays
mean values for some phonetically relevant properties of the
vocalic portions. For all /u/ portions, F1 remained stable
throughout the vocalic portion, and F2 fell in frequency
through the entire portion to a mean ending frequency of
930 Hz. For all /Ä/ vocalic portions, F1 rose in frequency
over roughly the first 60 ms to a mean steady-state frequency
of 703 Hz, and F2 fell in frequency over the first 60–90 ms
to a mean steady-state frequency of 1309 Hz. For all stimuli,

FIG. 2. Spectrograms displaying examples of the natural vocalic portions used in the VOICED stimuli of experiments 1 and 2. The fricative label in
parentheses indicates the fricative context from which the vocalic portion was separated.
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F3 fell in frequency over roughly the first 100 ms to a mean
steady-state value of 2320 Hz for /u/ and 2365 Hz for /Ä/.

Natural vocalic portions were separated from the frica-
tive noises using a waveform editor, and recombined with
each of the synthetic fricative noises, yielding 36 kinds of
VOICED stimuli �9 noises�4 vocalic portions�, with 3 to-
kens of each. The center panel of Fig. 3 shows a spectrogram
of a representative VOICED /�b�Ä/ stimulus with the 3.0 kHz
noise. RMS amplitude was equal for the noise and vocalic
syllable portions.

The SINE-WAVE stimuli used the same synthetic frica-
tive noises as the VOICED stimuli. The vocalic portions
were created based on recordings of natural /su/, /sÄ/, /bu/,
and /bÄ/ from the male speaker. Three sine waves were used
to approximate the first three formants of each vowel and
were adjusted until they most closely resembled the natural
vowels in Fig. 2. The SINE-WAVE stimuli were all 250 ms
in length and were generated at a sampling rate of 22.05 kHz
and low-pass filtered at 11.025 kHz using TONE software
�Tice and Carrell, 1997�. The sine-wave vowels were com-
bined with each of the synthetic noises, resulting in 36 SINE-
WAVE stimuli �9 noises�4 sine-wave vowels�. The left

panel of Fig. 3 shows a spectrogram of a representative
SINE-WAVE /�b�Ä/ stimulus with the 3.0 kHz noise. RMS
amplitude was equal for the noise and sine-wave vocalic por-
tions.

4. Procedures

The screening tasks were presented first, followed by the
labeling task. Stimuli with each vowel �/u/ or /Ä/� and stimu-
lus type �VOICED or SINE-WAVE� were presented sepa-
rately, making four conditions. Adults, 7-year-olds, and
5-year-olds participated in two test sessions. For these listen-
ers order of presentation of conditions was randomized
across listeners, with the restrictions that conditions with the
same vowel or stimulus type were not presented in the same
session and that order of presentation of the VOICED and
SINE-WAVE conditions be different across sessions. For ex-
ample, if the first condition, randomly chosen, consisted of
VOICED /u/ stimuli, the second condition presented at that
session would necessarily consist of SINE-WAVE /Ä/
stimuli. At the next session the listener would be presented
with SINE-WAVE /u/, followed by VOICED /Ä/. The same
ordering procedures were followed for 3-year-olds, except
that they were spread out over four test sessions because
pilot testing had revealed that 3-year-olds were more likely
to complete testing if it was spread out like that.

During testing, stimuli were presented ten times each, in
blocks of 18. Because there were three tokens of each
VOICED stimulus, the program randomly selected one of the
tokens to present during the first block, and then repeated
this random selection during the next block without replace-
ment. After the first three blocks, this process was repeated
until testing was done. The listener’s task during testing was

TABLE I. Means across the three tokens for the phonetically relevant acous-
tic properties of the vocalic portions of the VOICED stimuli used in experi-
ments 1 and 2.

Portion
f0

�Hz�
Dur
�ms�

F1-onset
�Hz�

F2-onset
�Hz�

F3-onset
�Hz�

�s�Ä 93 333 457 1365 2457
���Ä 95 337 379 1532 2367
�s�u 99 347 320 1520 2496
���u 97 348 308 1706 2288

FIG. 3. Spectrograms displaying examples of the SINE-WAVE, VOICED, and WHISPERED /bÄ/ stimuli from experiments 1 and 2.
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to point to the picture representing their response choice, and
say the word that corresponded to that choice.

Children were introduced to the response labels �sa, sha,
sue, or shoe� before testing with brief, digitized stories ac-
companied by pictures. Each story was presented once with
natural speech for the VOICED condition. For the SINE-
WAVE condition, each story was presented twice, once with
natural speech and once with sine-wave speech. These sto-
ries served both to familiarize children with the response
labels and to provide experience listening to sine-wave
speech. During pilot testing it was found that presenting
these stories to adults did not affect their responding. Conse-
quently, we did not play them to adults.

All listeners heard 12 practice items �6 each of /sV/ and
/bV/� before testing, using the best exemplars of each cat-
egory �i.e., the syllable consisting of the lowest-frequency
fricative noise combined with a vocalic portion with /b/ for-
mant transitions or the syllable consisting of the highest-
frequency fricative noise combined with a vocalic portion
with /s/ formant transitions�. Each listener had to label 11 of
the 12 best exemplars correctly to proceed to testing. This
criterion ensured that all listeners could perform the required
task, and knew the response labels. 3-year-olds had one ad-
ditional familiarization task: Before hearing the practice
items, they were presented with completely natural tokens of
each syllable and had to label 11 of 12 correctly to proceed
to the next practice. This extra step ensured that 3-year-olds
recognized natural exemplars of these stimuli correctly.
When it came to testing, listeners were required to give at
least 80% accurate responses to the best exemplars, thereby
ensuring that data were included only from listeners who
maintained attention to the task.

To summarize, slightly different procedural steps were
followed for each group: Adults received practice with the
best exemplars, followed by testing. Children who were 5- or
7-years-old heard stories, followed by practice with the best
exemplars, and then testing. The 3-year-olds heard the sto-
ries, followed by practice with natural tokens, then practice
with the best exemplars, and finally testing.

For analysis purposes, partial correlation coefficients
were computed between the proportion of “s” responses and
the acoustic properties of formant transitions �appropriate for
/s/ or /b/� and fricative noise �step on the continuum�, across
vowels. These correlation coefficients served as weighting
coefficients, explaining the proportion of variance in re-
sponse labels associated with formant transitions and with
fricative-noise spectra �Nittrouer, 2002�.

B. Results

1. VOICED condition

Five 3-year-olds were dismissed because they did not
meet the criterion of getting 11 of the 12 syllables correct
during practice with completely natural tokens. All of the
remaining 18 3-year-olds were able to complete the
VOICED /u/ condition with 80% accurate responses on best
exemplars or better, but only 12 of them were able to com-
plete the VOICED /Ä/ condition.

Figure 4 displays the labeling functions for adults,

7-year-olds, 5-year-olds, and 3-year-olds for the VOICED
condition. Adults and 7-year-olds performed similarly.
3-year-olds and 5-year-olds showed greater separation in
functions based on whether the vocalic portion originally
started with /b/ or /s/, and generally shallower functions than
adults or 7-year-olds. These two age-related differences in
response patterns reflect greater weighting of formant transi-
tions and lesser weighting of fricative-noise spectra, respec-
tively, by the younger listeners �Nittrouer, 2002�. When Fig.
4 is compared to Fig. 1 it is seen that response patterns for
adults and 3-year-olds in this experiment are very similar to
what has been found in previous studies �Nittrouer, 1992,
1996; Nittrouer and Miller, 1997a, 1997b�.

Table II shows mean weighting coefficients for the
VOICED condition. The response patterns observed in Fig. 4
are apparent in these coefficients: 3- and 5-year-olds
weighted transitions more than adults or 7-year-olds, and
weighted the fricative noises less. When these weighting co-
efficients are compared to weighting coefficients derived
from responses of listeners hearing the same stimuli in the
past �e.g., Nittrouer and Miller, 1997b�, very similar results
are obtained: Weighting coefficients of formant transitions
for adults, 7-year-olds, and 4 1

2-year-olds were, respectively,
0.32, 0.36, and 0.46; for fricative noises weighting coeffi-
cient were 0.82, 0.77, and 0.68 �Nittrouer, 2002�. Thus, we
are assured that the listeners in this experiment are similar to
those in earlier experiments.

One-way analyses of variance �ANOVAs� with age as
the main effect and post hoc comparisons were done on
weighting coefficients for formant transitions and fricative
noises obtained in this experiment. Results are shown in
Table III. Here, and in the remainder of this paper, precise
statistical results are given only when ��0.10. Otherwise,
results are reported as not significant �ns�. These results show
significant overall age effects for both formant transitions
and fricative noises. The post hoc t-tests confirm that
3-year-olds and 5-year-olds weighted formant transitions
more and fricative noises less than 7-year-olds or adults. It is
also observed that the four age groups form a dichotomy in
response patterns, such that the two youngest groups did not
differ in weighting strategies from each other, and the two
oldest groups did not differ from each other.

2. SINE-WAVE condition

Three-year-olds found the SINE-WAVE condition very
difficult: Only 8 out of 18 of them �44%� responded to the
SINE-WAVE practice items and best exemplars during test-
ing at levels accurate enough to have their data included in
analyses. When less than half of the listeners in a group are

TABLE II. Mean weighting coefficients in the VOICED condition of ex-
periment 1. Standard deviations are in parentheses.

Adults 7-year-olds 5-year-olds 3-year-olds

Transition 0.30 0.32 0.48 0.50
�0.17� �0.15� �0.19� �0.15�

Noise 0.82 0.81 0.71 0.66
�0.11� �0.11� �0.14� �0.13�
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able to perform a task, their performance on that task cannot
be taken as representative of the group as a whole. Therefore,
data from the 3-year-olds were not analyzed for this condi-
tion. On the other hand, 80% of 7-year-olds and 75% of

5-year-olds were able to complete the SINE-WAVE condi-
tion. Data from these listeners were analyzed.

Table IV shows mean weighting coefficients for the
SINE-WAVE condition. In comparing the numbers shown on
Table IV to those on Table II, the greatest difference appears
for adults: They seem to have weighted the fricative noises
similarly, but to have weighted formant transitions less in
this condition than in the VOICED condition. To a lesser
extent it appears as if 5-year-olds weighted fricative noises
less in this SINE-WAVE condition than in the VOICED con-
dition.

ANOVAS, with post hoc t-tests, were done on weighting
coefficients for formant transitions and fricative noises sepa-
rately, and results are shown in Table V. There was a signifi-
cant age effect for both transitions and fricative noises. The
post hoc t-tests confirm that 5-year-olds continued to weight
formant transitions more and fricative noises less in their

FIG. 4. Labeling functions for the VOICED condition of experiment 1 for adults, 7-year-olds, 5-year-olds, and 3-year-olds. See legend for Fig. 1 for more
details.

TABLE III. Results of ANOVAs and post hoc t tests done on weighting
coefficients in the VOICED condition of experiment 1. Bonferroni signifi-
cance levels indicate that the contrast is significant at the level shown when
corrections are made for multiple tests.

df F or t p Bonferroni significance

Transition
Age effect 3,76 8.11 �0.001
Adults vs 7-year-olds 76 0.38 ns
Adults vs 5-year-olds 76 3.53 �0.001 0.01
Adults vs 3-year-olds 76 3.80 �0.001 0.01
7- vs 5-year-olds 76 3.14 0.002 0.05
7- vs 3-year-olds 76 3.46 0.001 0.01
5- vs 3-year-olds 76 0.46 ns

Noise
Age effect 3,76 7.61 �0.001
Adults vs 7-year-olds 76 −0.21 ns
Adults vs 5-year-olds 76 −2.79 0.007 0.05
Adults vs 3-year-olds 76 −3.98 �0.001 0.001
7- vs 5-year-olds 76 −2.58 0.02 0.10
7- vs 3-year-olds 76 −3.78 �0.001 0.01
5- vs 3-year-olds 76 −1.35 ns

TABLE IV. Mean weighting coefficients in the SINE-WAVE condition of
experiment 1. Standard deviations are in parentheses.

Adults 7-year-olds 5-year-olds

Transition 0.21 0.31 0.50
�0.10� �0.16� �0.19�

Noise 0.85 0.80 0.65
�0.06� �0.12� �0.20�
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fricative decisions than 7-year-olds or adults. These older
two groups performed similarly to each other, as they had for
the VOICED stimuli.

3. Across-conditions comparison

Of course, the major focus of this experiment was to
examine whether listeners, particularly children, modify their
weighting strategies when stimuli lack harmonicity. For that
purpose, weighting coefficients obtained for the VOICED
and SINE-WAVE stimuli were compared for each group
separately, using matched t-tests. Results are shown in Table
VI. These tests confirm that 7-year-olds assigned similar
weighting coefficients to both properties in each condition.
The tests further confirm that adults weighted formant tran-
sitions less in the SINE-WAVE than in the VOICED condi-
tion. Results for 5-year-olds revealed that they weighted fri-
cative noises slightly less in the SINE-WAVE than in the
VOICED condition, but the difference fell just short of sta-
tistical significance.

C. Discussion

The purpose of this experiment was to test the hypoth-
esis that listeners would change their perceptual weighting
strategies when sine-wave replicas replaced natural vocalic
portions, consequently eliminating the harmonicity of the
stimuli. In particular, we wanted to examine whether chil-

dren would show diminished weighting of formant transi-
tions. Clearly that was not found: 7-year-olds’ weighting of
the two acoustic cues examined were consistent across test-
ing with these stimulus types, and 5-year-olds decreased the
weight they assigned to the fricative noises only �not to the
formant transitions� in the SINE-WAVE condition, compared
to the VOICED condition. Consequently, no support was
garnered for the hypothesis that children weight formant
transitions strongly in their phonetic decisions regarding
syllable-initial fricatives because they adhere to the harmo-
nicity principle. In fact, it is interesting that adults were the
only listeners to decrease the amount of weight they gave to
formant transitions in making these decisions when the vo-
calic portions were sine waves.

The results reported here were obtained in spite of the
fact that sine-wave stimuli are very unnatural in quality. Re-
gardless, children showed similar weighting of formant tran-
sitions for both sets of stimuli.

III. EXPERIMENT 2: VOICED AND WHISPERED
VOCALIC PORTIONS

As with experiment 1, the purpose of this second experi-
ment was to test the hypothesis that children’s strong weight-
ing of formant transitions in judgments of syllable-initial fri-
catives is explained by the fact that voiced syllable portions,
where formant transitions reside, adhere to the harmonicity
principle. Unlike experiment 1, removing harmonicity from
vocalic syllable portions in this second experiment meant
creating syllables that consisted entirely of noise. This was
accomplished by presenting stimuli with whispered vocalic
portions. This modification to the speech signal meant that
the stimuli were more natural in quality than were the sine
waves of experiment 1, but it also meant that formant band-
widths were broader and stimuli consisted entirely of noise.

A. Method

1. Subjects

Twenty adults between the ages of 18 and 40 years, 20
7-year-olds, and 20 5-year-olds participated. The mean age
of 7-year-olds was 7;3, with a range from 7;1 to 7;5. The
mean age of 5-year-olds was 5;2, with a range from 4;11 to
5;5. All listeners met the same criteria as in experiment 1.
3-year-olds were not tested in this second experiment both
because they had performed similarly to 5-year-olds in the
VOICED condition of experiment 1 and because they did so
poorly with the stimuli that were not VOICED in that experi-
ment. It seemed neither necessary nor advisable to include
them.

2. Equipment and stimuli

The same equipment and VOICED stimuli were used as
in experiment 1.

The WHISPERED stimuli used the same synthetic fri-
cative noises as the VOICED and SINE-WAVE stimuli. In
these stimuli, however, natural whispered vocalic portions
were combined with those synthetic noises. These portions
were taken from a male speaker whispering /su/, /sÄ/, /bu/,
and /bÄ/. The recordings were sampled at 22.05 kHz and low-

TABLE V. Results of ANOVAs and post hoc t-tests done on weighting
coefficients in the SINE-WAVE condition of experiment 1. Bonferroni sig-
nificance levels indicate that the contrast is significant at the level shown
when corrections are made for multiple tests.

df F or t p Bonferroni significance

Transition
Age effect 2,59 20 �0.001
Adults vs 7-year-olds 59 2.16 ns
Adults vs 5-year-olds 59 6.21 �0.001 0.001
7- vs 5-year-olds 59 4.00 �0.001 0.001

Noise
Age effect 2,59 12.50 �0.001
Adults vs 7-year-olds 59 −1.03 ns
Adults vs 5-year-olds 59 −4.73 �0.001 0.001
7- vs 5-year-olds 59 −3.68 �0.001 0.01

TABLE VI. Results of matched t-tests done on within-group weighting
coefficients across the VOICED and SINE-WAVE conditions for experiment
1.

df t p

Transition
Adults 19 2.16 0.04
7-year-olds 19 0.16 ns
5-year-olds 21 −0.80 ns

Noise
Adults 19 −1.18 ns
7-year-olds 19 0.16 ns
5-year-olds 21 1.89 0.07
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pass filtered below 11.025 kHz. Three tokens of each vocalic
portion were used. Table VII presents mean values for dura-
tion and formant-frequency onsets for each whispered vo-
calic portion. For /�b�u/ and /�s�u/, F1 remained stable
throughout the vocalic portion, F2 fell through the entire
portion to a mean ending frequency of 1572 Hz, and F3 fell
over roughly the first 100 ms to a mean steady-state fre-
quency of 2469 Hz. For /�b�Ä/ and /�s�Ä/, F1 rose over the
first 60–90 ms to a steady-state frequency of 969 Hz, and F2
fell to a mean steady-state frequency of 1314 Hz. For /�s�Ä/,
F3 remained fairly stable through the entire vocalic portion;
for /bÄ/, F3 rose over the first 100 ms to a mean steady-state
frequency of 2756 Hz. Compared to the voiced vocalic por-
tions, formant frequencies were generally higher in these
whispered portions, which matches the findings of �Kallail
and Emmanuel 1984a, 1984b�. A WHISPERED /�b�Ä/ stimu-
lus with a 3.0 kHz fricative noise is shown on the right-hand
side of Fig. 3. It is apparent from this spectrogram that the
formants were much less prominent in the whispered stimuli,
compared to the sine wave and natural stimuli. Furthermore,
in this token, where the frequency of F1 is high, F1 does not
appear attenuated. However, in /u/ tokens, where F1 fre-
quency is lower, F1 is greatly attenuated. This is shown in
Fig. 5, where a whispered /�b�u/ is displayed next to a voiced
/�b�u/. This figure also more clearly shows that a subglottal

resonance was present at roughly 1500 Hz in the whispered
tokens, making the measurement of F2 frequency tricky.

One issue that arose in creating the WHISPERED
stimuli concerned the amplitude ratio of the fricative noise
and vocalic syllable portions. In natural speech, whispered
vocalic portions are much lower in amplitude than the frica-
tive noises. When we tried to combine fricative and whis-
pered portions with equal amplitudes, as we had done for the
other stimuli, the two syllable portions did not cohere per-
ceptually. Instead, it was necessary to combine them with the
whispered vocalic portion 6 dB lower than the fricative-
noise portion.

3. Procedures

The same procedures were used as in experiment 1.

B. Results

1. VOICED condition

Table VIII shows mean weighting coefficients for the
VOICED condition. As in experiment 1, there appear to be
differences in cue weightings for 5-year-olds compared to
listeners in the two older groups: It appears that 5-year-olds
weighted formant transitions more and fricative noises less
than adults or 7-year-olds did. To examine these apparent
findings, one-way ANOVAs, with age as the main effect,
were done on weighting coefficients for transitions and fri-
cative noises, separately, for results from the VOICED con-
dition in experiment 2. Results are shown in Table IX. There
was a significant main effect of age for both formant transi-
tions and fricative noises. Post hoc t tests confirmed that

TABLE VII. Means across the three tokens for the phonetically relevant
acoustic properties of the vocalic portions of the WHISPERED stimuli used
in experiment 2.

Portion
Dur
�ms�

F1-onset
�Hz�

F2-onset
�Hz�

F3-onset
�Hz�

�s�Ä 375 718 1617 2770
�b�Ä 405 574 1680 2656
�s�u 387 517 1769 2727
�b�u 341 445 2010 2627

FIG. 5. Spectrograms displaying representative tokens of voiced and whis-
pered /bu/.

TABLE VIII. Mean weighting coefficients in the VOICED condition of
experiment 2. Standard deviations are in parentheses.

Adults 7-year-olds 5-year-olds

Transition 0.37 0.37 0.51
�0.19� �0.17� �0.12�

Noise 0.78 0.78 0.65
�0.12� �0.14� �0.14�

TABLE IX. Results of ANOVAs and post hoc t-tests done on weighting
coefficients in the VOICED condition of experiment 2. Bonferroni signifi-
cance levels indicate that the contrast is significant at the level shown when
corrections are made for multiple tests.

df F or t p Bonferroni significance

Transition
Age effect 2,57 4.85 0.011
Adults vs 7-year-olds 57 0.02 ns
Adults vs 5-year-olds 57 2.71 0.009 0.05
7- vs 5-year-olds 57 2.69 0.009 0.05

Noise
Age effect 2,57 6.23 0.004
Adults vs 7-year-olds 57 −0.01 ns
Adults vs 5-year-olds 57 −3.06 0.003 0.01
7- vs 5-year-olds 57 −3.05 0.004 0.05
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5-year-olds weighted formant transitions more and fricative
noises less than did 7-year-olds or adults.

Next we examined if there were any differences between
the VOICED conditions in experiments 1 and 2. To accom-
plish that goal two-group t-tests were performed for each age
group separately. There was no significant difference in
weighting of formant transitions or of fricative noises across
experiments for any age group. Consequently we may con-
clude that the listeners in this experiment were similar to
those in experiment 1 in terms of their perceptual weighting
strategies.

2. WHISPERED condition

75% of 7-year-olds and 50% of 5-year-olds were able to
complete the WHISPERED condition with 80% accurate re-
sponses on best exemplars during testing. These percentages
were lower than the 80% of 7-year-olds and 75% of
5-year-olds who were able to complete the SINE-WAVE
condition in experiment 1. Apparently whispered speech was
more difficult than sine-wave speech for children to recog-
nize.

Table X presents mean weighting coefficients for the
WHISPERED condition. When these coefficients are com-
pared to those in Table VIII, for the VOICED condition, it is
apparent that adults performed similarly across the two con-
ditions. Both 7- and 5-year-olds, however, showed greatly
diminished weighting of the formant transitions; the weights
they assigned to fricative noises appear similar across condi-
tions.

ANOVAs were done on weighting coefficients for tran-
sitions and fricative noises separately, and results are shown
in Table XI. The main effect of age for transition was sig-
nificant. Post hoc t-tests revealed that for the first time
7-year-olds performed differently from adults, having greatly
decreased the weights they assigned to formant transitions in
these WHISPERED stimuli. Now 7-year-olds weighted for-
mant transitions less than adults. 5-year-olds similarly de-
creased the weights they assigned to formant transitions, but
in this case that change brought them inline with the weights
used by adults.

Although no great changes in weighting coefficients for
fricative noises were observed, the small shifts across groups
led to changes from previous conditions in statistical out-
comes. In particular, adults’ slight decrease and 5-year-olds’
slight increase in weighting coefficients meant that there was
no statistically significant difference between these groups.
As before, there was a significant difference between 7- and
5-year-olds.

3. Across-conditions comparison

As in experiment 1, the most relevant analysis for the
main hypothesis being tested was the one for each group
separately, across stimulus conditions. Matched t-tests were
done comparing performance of each group across the
VOICED and WHISPERED conditions in this second ex-
periment, and the results are shown in Table XII. Here we
see a significant effect of stimulus type for the weights as-
signed to formant transitions for both groups of children, but
not for adults. In fact, the magnitude of change in those
weights across conditions is remarkably similar for 7- and
5-year-olds. For example, if we compute effect sizes for the
changes in weights using Cohen’s d �Cohen, 1988�, we find
d=0.91 for 7-year-olds and d=0.90 for 5-year-olds. Clearly
these young listeners had difficulty recovering and/or using
these noisy formant transitions in their phonetic decisions.

The slight changes in weights assigned to fricative
noises across conditions were not statistically significant for
any group.

C. Discussion

The purpose of this experiment was to test the hypoth-
esis that listeners would change their perceptual weighting
strategies when whispered vocalic portions replaced natural
vocalic portions, consequently eliminating the harmonicity
of the stimuli. In particular, we wanted to examine whether

TABLE X. Mean weighting coefficients in the WHISPERED condition of
experiment 2. Standard deviations are in parentheses.

Adults 7-year-olds 5-year-olds

Transition 0.35 0.21 0.35
�0.26� �0.18� �0.22�

Noise 0.75 0.81 0.69
�0.15� �0.12� �0.18�

TABLE XI. Results of ANOVAs and post hoc t-tests done on weighting
coefficients in the WHISPERED condition of experiment 2. Bonferroni sig-
nificance levels indicate that the contrast is significant at the level shown
when corrections are made for multiple tests.

df F or t p Bonferroni significance

Transition
Age effect 2,57 3.29 0.044
Adults vs 7 year-olds 57 −2.21 0.032 0.10
Adults vs 5-year-olds 57 0.03 ns
7- vs 5-year-olds 57 2.24 0.029 0.10

Noise
Age effect 2,57 4.21 0.02
Adults vs 7-year-olds 57 1.50 ns
Adults vs 5-year-olds 57 −1.40 ns
7- vs 5-year-olds 57 −2.90 0.005 0.05

TABLE XII. Results of matched t-tests done on within-group weighting
coefficients across the VOICED and WHISPERED conditions for experi-
ment 2.

df t p

Transition
Adults 19 0.36 ns
7-year-olds 19 3.62 0.002
5-year-olds 19 4.31 �0.001

Noise
Adults 19 0.93 ns
7-year-olds 19 −0.97 ns
5-year-olds 19 −1.21 ns
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children would show diminished weighting of formant tran-
sitions when these whispered vocalic portions were used.

Adults performed similarly in the VOICED and WHIS-
PERED conditions, while children performed differently in
the two conditions. In stark contrast to what was found in
experiment 1, where harmonicity was disrupted by using
sine-wave speech, children were found to greatly diminish
the weights they assigned to formant transitions in this ex-
periment with whispered speech. Of course, a lack of harmo-
nicity could not readily explain this observed shift in chil-
dren’s weighting strategies: Stimuli in experiment 1 similarly
lacked harmonicity, and children’s weighting strategies were
not affected. That being the case, the question arose as to
what could explain these observed changes in perceptual
weighting.

This second experiment showed that children greatly re-
duced the weights they assigned to formant transitions when
whispered vocalic portions were used in stimulus construc-
tion. Either children were unable to recover the patterns of
global spectral change in these noisy signals or they chose
not to tune their perceptual attention to these signal compo-
nents. Whatever the reason might be, whispered speech is
very natural, so the difficulty could not have been due to a
lack of naturalness. We suspect that instead the difficulty was
due to the broadened formant structure of whispered speech.
As Figs. 3 and 5 illustrate, whispering results in formants
that are less prominent than in voiced speech; energy is
spread more evenly across the spectrum. This lack of promi-
nence for formants could make it difficult for children to
recover the dynamic spectral patterns associated with chang-
ing vocal-tract cavity shapes and sizes. In some sense, listen-
ing to whispered speech is like listening to speech through
the widened auditory filters of hearing loss. Turner and Van
Tassell �1984� reported that adult listeners did not encounter
difficulty listening to speech under such conditions. Our re-
sults for adults with normal hearing listening to whispered
speech match those results for adults with hearing loss: They
did not modify their weighting strategies for the whispered
stimuli. In fact, it is interesting that adults in this current
study actually decreased their weighting of formant transi-
tions when sine-wave replicas of the vocalic portions were
used in stimulus construction. This finding suggests that
adults might be hindered slightly by processing algorithms
that emphasize the spectral prominences of formants. A study
by Hillenbrand and Houde �2002� in which adult listeners
showed slightly poorer consonant and vowel recognition for
spectrally enhanced speech signals supports that suggestion,
although a different study by Summerfield et al. �1981� did
not find that adults were hindered in their speech recognition
when formants were made more spectrally prominent.

But regardless of whether adults are hindered or not by
algorithms that enhance the spectral prominences �i.e., for-
mants� of speech, it is clear that they are not hurt by broad-
ened bandwidths. Our results for children, on the other hand,
suggest quite a different situation: Children did encounter
difficulty when the formants were not spectrally prominent,
as occurred with the whispered stimuli. This finding matches
other results coming from this laboratory. In particular, Nit-
trouer et al. �2009� found that 7-year-old children were

poorer at recognizing noise vocoded sentences than adults,
but were similarly skilled at recognizing the same sentences
when they were presented as sine waves. Even more so than
whispered stimuli, noise vocoded speech broadens the band-
widths of the spectral prominences. If children with normal
hearing and typical speech development demonstrate these
constraints in their processing of such signals, it is reason-
able to expect that children with hearing loss would also
have difficulty processing signals with reduced spectral
prominences. Perhaps children with hearing loss would ben-
efit from algorithms that track formants in the signal and
shape the spectral output to make those formants more
prominent.

Of course, signals in this second experiment, as well as
those in Nittrouer et al. �2009�, shared another attribute. In
both cases they were constructed entirely of noise. That
means that possibly the shift away from weighting formant
transitions strongly demonstrated by this experiment and by
the poor sentence recognition found in Nittrouer et al. �2009�
for noisy stimuli might be attributable to children failing to
attend to noise components in speech signals. The current
study cannot really separate the contributions made to chil-
dren’s results of broadened bandwidths and noisy signals.
Future investigations will need to examine that distinction.

IV. GENERAL DISCUSSION

Previous research has revealed that adults and children
assign different weights to the various components of the
acoustic speech signal. Adults, it seems, are quite attentive to
the spectrotemporal details of the signal. These are properties
that arise from precise timing relations among articulatory
actions, or exact constriction shapes. In the production of a
fricative, for example, many variables come into play: the
place of the constriction in the vocal tract must be accurate;
the degree of constriction between articulatory structures
must be tight enough that turbulence noise is generated, but
not so tight that stopping is introduced; the length and shape
of the constriction must be right; and any secondary cavities
that help mold the acoustic output, such as a sublingual cav-
ity in the case of English /b/, must be created �Perkell et al.,
1979�. Learning to produce speech with all these parameters
properly implemented takes time, as apparently does learn-
ing to pay attention to their acoustic consequences so that
phonetic structure may be accurately and efficiently recov-
ered.

Unlike adults, research into children’s speech perception
and word recognition has uncovered consistent evidence that
children pay particular attention to global spectral patterns
within the acoustic signal �i.e., ongoing change in formant
frequencies�, rather than to the details that capture adults’
attention. Previously it was hypothesized that this perceptual
strategy is preferred early in life because these global, recur-
rent patterns of structure help children isolate linguistically
significant stretches, such as words �e.g., Jusczyk, 1993; Nit-
trouer et al., 2009; Studdert-Kennedy, 1987�. However, care-
ful scientific inquiry dictates that all alternative explanations
be explored before accepting just one. It may be that the
enhanced weighting observed in children’s speech perception
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for global changes in formant frequencies have to do with
nonlinguistic considerations. In the study reported here we
explored the possibility that children’s preferential weighting
of formant transitions in decisions of syllable-initial frica-
tives may actually be explained by the fact that the portion of
formant transitions involved in stimulus design in early ex-
periments was always voiced, while the fricative noises were
always just that—noise. Perhaps children attend to signal
portions that adhere to principles of ASA, especially the har-
monicity principle. At least that was the hypothesis tested.

Results of these experiments led us to reject that hypoth-
esis: When the principle of harmonicity was disrupted in the
stimuli by using sine-wave replicas of the vocalic portions,
children assigned the same weights to formant transitions as
they did for stimuli with natural vocalic portions. Conse-
quently, the assertion that children rely on the slowly modu-
lating formants in the speech signal, which arise from fluid
changes in vocal-tract cavity shapes and sizes, remains sup-
portable. But that was not the end of this story. It was also
found that children experience difficulty attending to formant
transitions when those transitions are not spectrally promi-
nent and consist only of noise. It was suggested that if the
fact that the whispered stimuli lacked spectrally prominent
formants explained the lion’s share of difficulty encountered
by children it would mean that children have more difficulty
than adults perceiving speech under the condition of senso-
rineural hearing loss.

In summary, the two experiments reported here were
designed to investigate whether listeners, particularly chil-
dren, would show decreased weighting of formant transitions
when vocalic portions failed to provide common harmonic
structure across the formants. Children were not found to
decrease their weightings of formant transitions in the first
experiment, and the suggestion was made that results of the
second experiment may be explained by difficulty on the part
of children in recovering formant transitions when formants
are not spectrally prominent and/or consist only of noise.
Future research will need to test the veracity of that sugges-
tion.
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Three experiments, in which Japanese listeners detected Japanese words embedded in nonsense
sequences, examined the perceptual consequences of vowel devoicing in that language. Since
vowelless sequences disrupt speech segmentation �Norris et al. �1997�. Cognit. Psychol. 34, 191–
243�, devoicing is potentially problematic for perception. Words in initial position in nonsense
sequences were detected more easily when followed by a sequence containing a vowel than by a
vowelless segment �with or without further context�, and vowelless segments that were potential
devoicing environments were no easier than those not allowing devoicing. Thus asa, “morning,”
was easier in asau or asazu than in all of asap, asapdo, asaf, or asafte, despite the fact that the /f/
in the latter two is a possible realization of fu, with devoiced �u�. Japanese listeners thus do not treat
devoicing contexts as if they always contain vowels. Words in final position in nonsense sequences,
however, produced a different pattern: here, preceding vowelless contexts allowing devoicing
impeded word detection less strongly �so, sake was detected less accurately, but not less rapidly, in
nyaksake—possibly arising from nyakusake—than in nyagusake�. This is consistent with listeners
treating consonant sequences as potential realizations of parts of existing lexical candidates
wherever possible. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075556�

PACS number�s�: 43.71.Es �PEI� Pages: 1693–1703

I. INTRODUCTION

In spoken Japanese, the high vowels /i/ and /u/ are de-
voiced when they follow a voiceless consonant and precede
either another voiceless consonant or �in the case of frica-
tives and affricates� a pause, and do not bear accent �Vance,
1987�. Thus sashimi “sashimi” �raw fish dish� and sashiki
“cutting” begin with the same two-mora sequence; in writ-
ing, it is the same in both words. But in sashiki the /i/ of the
medial mora, occurring before /k/, is devoiced, even in care-
ful speech. The /i/ in sashimi, occurring before /m/, never
devoices. Although devoicing is not obligatory, analyses of
the Corpus of Spontaneous Japanese �Maekawa, 2003� show
that it is highly probable �over 98% in some environments;
Kondo, 2005; Maekawa and Kikuchi, 2005�.

The effect of this devoicing is the creation of sequences
of consonants not separated by the periodic articulation
normally associated with vowels. Otherwise, though, Japa-
nese phonology drastically restricts the occurrence of conso-
nant sequences. Japanese has no consonant clusters, and al-
lows only a very restricted range of simple syllable codas:
nasals �Hondo; Unzen� or geminate consonants �Hokkaido;

Sapporo—these are all place names�. Loan-words that con-
tain consonant sequences or un-Japanese codas are adapted
by vowel insertion; e.g., glove becomes gurabu and express
becomes ekisupuresu. This process of vowel insertion is so
fundamental to Japanese phonology that in perceptual tasks
Japanese listeners respond to nonsense VCCV strings such as
ebzo as if they were VCVCV ebuzo �Dupoux et al., 1999�.

Japanese is not unusual in preferring consonants and
vowels to alternate; such a preference appears across lan-
guages, and has a good perceptual foundation. It has long
been known that a following vowel facilitates consonant
identification �Liberman et al., 1954; van Son and Pols,
1995�. In line with this, the deletion of vowels, even where it
occurs regularly in casual speech, makes words harder to
recognize: for example, lexical decision responses can be
slower for words with deleted vowels �e.g., s’maine for se-
maine; Racine and Grosjean, 2000�. In contrast, insertion of
a vowel into a consonant cluster �e.g., fillum for film� makes
recognition easier, in part because the consonants in the clus-
ter indeed become easier to identify if separated �van Don-
selaar et al., 1999�.

Vowel devoicing in Japanese could thus be perceptually
disadvantageous. Further, it could complicate the parsing of
continuous speech into its component words. All speech in-
put is potentially consistent with alternative interpretations;
legacy contains leg embedded within it, but leg itself con-
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tains egg, and whenever we hear the longer word spoken, we
also receive input consistent with the shorter word or words.
There are many powerful and efficient techniques which lis-
teners can apply to reduce interference from unwanted em-
bedded words that are accidentally present in the speech
stream �and so might be activated by speech input�. In the
above example, for instance, interference from egg in recog-
nition of leg is negligible. The process which achieves this is
called the possible word constraint �PWC� �Norris et al.,
1997�; it exploits the widespread rule that a vowel alone can
be a word, but a consonant in general cannot.

The effect of the PWC can be seen in word-spotting
�Cutler and Norris, 1988; McQueen, 1996�, a psycholinguis-
tic task for investigating segmentation of speech. In word-
spotting, listeners detect any real word embedded in spoken
nonwords. The task has exposed language-particular seg-
mentation effects such as use of stress information in English
�Cutler and Norris, 1988�, of syllables in French �Dumay
et al., 2002�, and of vowel harmony in Finnish �Suomi et al.,
1997�, it has shown effects of native-language sequence con-
straints on segmentation in a second language �Weber and
Cutler, 2006�, it has confirmed that word onsets contribute
relatively more in spoken-word recognition than offsets �Mc-
Queen, 1998�, and it has revealed listeners’ sensitivity to the
likelihood of a word boundary in a given string of phonemes
�McQueen, 1998; van der Lugt, 2001; Warner et al., 2005�.

It is very difficult to spot a word if accepting it leaves a
vowelless residue of the input. Thus egg in fegg or sugar in
sugarth are detected less easily than egg in maffegg or sugar
in sugarthig �Norris et al., 1997�. The residues maff and thig
are syllables, so although they are, in fact, not words, they
might have been; f and th, however, as single consonants, are
impossible word candidates in English. This finding appears
in English �Norris et al., 1997, 2001�, in Dutch �McQueen
and Cutler, 1998�, in Japanese �McQueen et al., 2001�, in
Sesotho �Cutler et al., 2002a�, in French �Spinelli et al.,
2003�, and in Cantonese �Yip, 2004�. These languages vary
widely in the surface constraints on what may be a syllable
of the language and what may be a stand-alone word, but the
PWC difference between possible and impossible residues
remains effectively constant. The PWC has thus been held
�Norris et al., 2001; Cutler et al., 2002a� to express a univer-
sal constraint on syllabic viability: Across languages, vowels
alone can be syllables, but consonants cannot. Syllables can
be words; thus, because consonants alone cannot be syl-
lables, they also cannot be words, though vowels can be �eye,
awe�. Applying the PWC radically reduces the effects of em-
bedding in speech �Cutler et al., 2002b�, which makes it
potentially very useful in everyday listening.

The Japanese experiment of McQueen et al. �2001� al-
lowed a comparison between possible residues �with a
vowel� and impossible residues �without a vowel� with the
length in number of segments controlled; residues were a
single vowel versus a single consonant. This was possible
because Japanese allows sequences of vowels. Thus spotting
of uni “sea urchin” was compared in puni versus iuni, and of
hiru “noon” in hiruk versus hirua. Spotting the word was
always hardest when the single-consonant residue remained,
just as in the other languages. This shows that the findings

from other languages could not have been due to length dif-
ferences between impossible versus possible residues, and
that Japanese listeners, like listeners with other native lan-
guages, are sensitive to the different viabilities of vowels
versus consonants as residues in speech segmentation. Al-
though vowels can be inserted into non-Japanese input �loan-
words or nonwords such as those presented by Dupoux et al.,
1999�, detection of real Japanese words is seriously hindered
when the adjacent context contains no vowel.

The sequences created by the process of devoicing in
Japanese thus have the potential to make speech segmenta-
tion and word recognition harder. Recall, however, that de-
voicing generally occurs only for /i/ and /u/ and only in
voiceless contexts. It is possible that a single voiceless con-
sonant that is heard often in devoicing environments will not
hinder segmentation �and disrupt embedded word detection
in consequence�, because it is interpreted not as a vowelless
consonant but as equivalent to a �devoiced� syllable. The test
of the PWC by McQueen et al. �2001� in Japanese deliber-
ately excluded potential devoicing contexts. In the present
study, we focus specifically on these cases.

It is important to test both preceding contexts �which
disrupt word onsets� and following contexts �which disrupt
word offsets�. In the PWC studies �Norris et al., 1997; Mc-
Queen et al., 2001�, as in other studies �e.g., McQueen,
1998�, preceding contexts exercised the strongest effects.
Thus we here test both context positions. We begin with
following contexts: in Experiment 1 we compare impossible
single-consonant codas, which in the study of McQueen
et al. �2001� made word-spotting difficult, with single-vowel
contexts, which made word-spotting easy, and both of these
with single-consonant devoicing environments. For instance,
we compare how difficult it is to spot asa “morning” in asap,
asau, or asaf; the stop /p/ could not occur at the end of a
Japanese word, but /f/ is a voiceless fricative and so could
occur followed by an underlying devoiced vowel. This com-
parison allows us to determine whether the devoiced case
will pattern more like an impossible consonant or more like
a possible vowel context.

Note that in the impossible coda case, what is being
presented to listeners is an illegal sequence of the language.
Phonotactic legality may affect both how sequences are per-
ceived by listeners and how they are uttered by speakers. It
was important, therefore, to rule out such speaker-related ef-
fects in our listening experiment. We did this by conducting
two versions of the experiment, in one of which �Experiment
1B� the final consonants were produced as �illegal� codas,
while in the other �Experiment 1C� they were produced as
�legal� onsets of CV syllables, from which the final vowel
was then digitally removed prior to the experiment. If
speaker-related legality affects listener responses to the final
consonants, Experiments 1B and 1C will return different re-
sponse patterns. Since this comparison meant that the tokens
of the embedded target words differed across contexts, a con-
trol lexical decision experiment first tested whether the ver-
sions differed in how recognizable they were �Experiment
1A�.
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II. EXPERIMENT 1

A. Method

1. Materials and design

Thirty vowel-initial two-mora target words �e.g., asa�
were selected. Most had been used in the study of McQueen
et al. �2001�, where they had been chosen to contain as few
embedded words as possible. These words were placed in
five following contexts: �i� a single vowel �e.g., asau�, �ii� a
possible-devoicing consonant �e.g., asaf�, �iii� the same con-
sonant followed by a high vowel ��u� or �i�, e.g., asafu�, �iv�
an impossible-devoicing consonant �e.g., asap�, and �v� the
same consonant followed by �u� �e.g., asapu�. The devoicing
contexts were fricatives or affricates; the impossible contexts
were voiced stops, /t/ or /p/ �in native Japanese words, /t/
cannot precede /i/ or /u/ and a single /p/ cannot occur inter-
vocalically�. Appendix A lists the phonemes of Japanese, and
Table I lists all target-bearing items. We further constructed
84 fillers. Four were words with following CV contexts
which should be easy to spot �e.g., biruta with biru “build-
ing”�. Eighty were not words and contained no embedded
bimoraic words; 30 of these were matched to target-bearing
items, with 10 each preceding a vowel �e.g., dozao�, a

possible-devoicing consonant �e.g., zanuf� or an impossible
consonant �e.g., bugep�. The remaining 50 fillers were all
bimoraic �C�VCV nonwords. There were also 12 practice
items �four with targets�, modeled on the experimental items.

All materials were recorded by a phonetically trained
native speaker of Tokyo dialect �the second author� in a
sound-damped booth to digital audio tape, sampling at 48
kHz. Stops produced in final position were released and the
targets’ default accent patterns were preserved within the re-
corded items. The materials were transferred to computer
�down-sampled to 16 kHz, 16 bits�, examined, and labeled
and the duration of each target word was measured using the
XWAVES speech editor. Target-bearing items in contexts �i�,
�ii�, and �iv� were used in Experiment 1B. The final vowels
from contexts �iii� and �v� were digitally removed, cutting at
a zero-crossing at the point at which no auditory trace of the
final vowel remained. The resulting consonant-final items,
plus those with vowel contexts �i�, were used in Experiment
1C. A timing pulse was aligned with the onset of each target-
bearing item. For the control Experiment 1A, the entire con-
text was removed from each version of each target word, and
from each of the 30 fillers matched to target-bearing items, to

TABLE I. Materials for Experiments 1 and 2.

Target
noun

English
gloss

Experiment 1 Experiment 2

V context

Possible
devoicing
C context

Impossible
devoicing
C context

CV
context

Possible
devoicing

CCV context

Impossible
devoicing

CCV context

ase sweat asea ases�u� asep�u� aseka aseska asepge
ani brother aniu anits�u� anit�u� anigu anitsse anitmo
uso lie usoa usoch�i� usop�u� usota usochsi usopzu
chizu map chizua chizuf�u� chizut�u� chizuya chizufte chizutba
haru spring harua haruts�u� harup�u� harupa harutspu harupbu
yuzu citron yuzua yuzuch�i� yuzut�u� yuzupa yuzushpi yuzutge
saru monkey sarua saruts�u� sarup�u� saruza sarutsse sarupze
motsu giblets motsua motsuch�i� motsug�u� motsugu motsuchka motsugda
nasu eggplant nasua nasuch�i� nasub�u� nasuza nasushte nasubda
hiru noon hirua hiruch�i� hiruk�u� hiruha hiruchhe hirukbe
aki autumn akia akich�i� akib�u� akiha akichka akibzo
ibo wart iboi iboch�i� ibop�u� ibogi ibochta ibopzo
uzu whirlpool uzua uzus�u� uzut�u� uzupa uzuspe uzutme
kinu silk kinua kinuf�u� kinup�u� kinuza kinufko kinupgo
kuzu trash kuzua kuzus�u� kuzut�u� kuzuga kuzuska kuzutge
naya shed nayau nayaf�u� nayat�u� nayapu nayafpe nayatma
mitsu honey mitsua mitsuch�i� mitsud�u� mitsupa mitsufpo mitsudba
kazu number kazua kazus�u� kazup�u� kazuha kazusko kazupgo
rusu absence rusua rusus�u� rusug�u� rusuha rususke rusugde
yoru night yorua yoruts�u� yorup�u� yoruza yorucha yorupba
asa morning asau asaf�u� asap�u� asazu asafte asapdo
usu mortar usua usuf�u� usud�u� usuza usufsha usudba
uni sea urchin unia units�u� unip�u� unika unitska unipge
eki station ekia ekich�i� ekid�u� ekipa ekichpi ekidbi
matsu pine tree matsua matsush�i� matsud�u� matsuha matsuchta matsudbi
moya mist moyau moyach�i� moyap�u� moyazu moyachse moyapzu
gasu gas gasua gasuch�i� gasub�u� gasupa gasushpu gasubgo
mesu surgical knife mesua mesuch�i� mesud�u� mesuza mesutsso mesudzo
risu squirrel risua risuf�u� risud�u� risupa risufte risudge
tsuru crane tsurua tsuruch�i� tsurut�u� tsuruna tsurushta tsurutbe
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give nonwords such as doza, zanu, and buge.
For Experiment 1B three counter-balanced lists were

made, with ten targets in each of the three context conditions
per list �vowel, possible-devoicing consonant, impossible
consonant�; all targets appeared once on each list. These
target-bearing items were mixed in pseudo-random order
with all 84 fillers; there was always at least one filler be-
tween any pair of target-bearing items. The same lists were
used in Experiment 1C �but with the different versions of the
consonant-final target-bearing items�. The design of Experi-
ment 1A was similar, except that the 30 target words were
rotated over five lists, with six words from each of the origi-
nal five recorded contexts per list.

2. Participants

One hundred and thirty undergraduate members of Dok-
kyo University received course credits for participating in
the study: 40 in Experiment 1A and 45 each in Experiments
1B and 1C. All were native Japanese speakers from the To-
kyo area.

3. Procedure

In Experiment 1A, listeners were told that they would
hear a list of words and fillers, and were asked to respond by
pressing a button as rapidly as possible whenever they heard
a real word, and then to say in a low voice what that word
was into a microphone. In Experiments 1B and 1C, listeners
were told that they would hear a list of nonsense words,
some of which would contain real words embedded at their
onset. Examples of bimoraic words in the three context con-
ditions were provided. Listeners were asked to press a button
as fast as possible if they spotted any real word and then to
say what that word was. No prior information was provided
as to the identity of the target words. In all experiments
participants were tested in separate sound-attenuating carrels
in a quiet room, either individually or in pairs. Prior testing
ensured that listeners tested in pairs could not hear each oth-
er’s spoken responses. The spoken responses were recorded.
Participants were asked to press the button with their pre-
ferred hand. Each listener heard a practice list, and then one
of the experimental lists �eight participants per list in Experi-
ment 1A; 15 per list in Experiments 1B and 1C�.

The experiments were run from a Sony TCD D10 DAT
player and a computer running NESU experiment control
software. The computer clock was started by each timing
pulse and stopped by each button-press; responses were
logged on the computer.

B. Results

In all experiments analyses of variance �ANOVAs� with
participants �F1� and items �F2� as repeated measure were
conducted on both reaction time �RT� and error data. Target
durations were subtracted from the raw RTs prior to analysis,
to obtain RTs from target offset.

Two control participants �Experiment 1A� who detected
no words in one condition of the experiment were excluded
from the analyses. No word-spotting participants �Experi-
ments 1B and 1C� had to be excluded for this reason. Lis-

teners’ spoken responses were analyzed first. On a few trials
�2.4% in Experiment 1A, 0.4% in Experiment 1B, and 0.2%
in Experiment 1C�, listeners misidentified target words. The
button-press responses on these trials were treated as errors.
Seven items �haru, motsu, hiru, ibo, kuzu, naya, mesu� were
excluded from the final analyses because those items were
missed by all participants in at least one condition in at least
one of the three subexperiments. Mean RTs and error rates
for each condition in Experiments 1B and 1C are shown in
Tables II and III, respectively, along with the relevant control
data from Experiment 1A �N.B. the control results for the
vowel-context condition are therefore the same across
tables�.

1. Lexical decision control „Experiment 1A…

The RT ANOVA revealed a main effect of context �i.e.,
the five different contexts from which the target words had
been excised�: F1�4,132�=6.41, p�0.005; F2�4,88�=3.42,
p�0.05. The sets of three conditions corresponding to Ex-

TABLE II. Experiments 1A �control lexical decision� and 1B �word-
spotting�: Mean correct RTs �in milliseconds, from target word offset� and
mean error rates �in percent� by context condition �asa=morning; items in
the consonant-context conditions were recorded with no following context�.

Context

Vowel

Possible
devoicing
consonant

Impossible
devoicing
consonant

Lexical decision �Experiment 1A�
Mean RT 565 677 655
Mean error 22% 25% 26%
Example asa�u� asa�f� asa�p�

Word-spotting �Experiment 1B�
Mean RT 734 800 756
Mean error 21% 26% 36%
Example asau asaf asap

TABLE III. Experiments 1A �control lexical decision� and 1C �word-
spotting�: Mean correct RTs �in milliseconds, from target word offset� and
mean error rates �in percent� by context condition �asa=morning; items in
the consonant-context conditions were recorded with following vowels, but
those vowels were removed prior to the experiment�.

Context

Vowel

Possible
devoicing
consonant

Impossible
devoicing
consonant

Lexical decision �Experiment 1A�
Mean RT 565 618 606
Mean error 22% 28% 27%
Example asa�u� asa�f�u�� asa�p�u��

Word-spotting �Experiment 1C�
Mean RT 712 825 762
Mean error 15% 23% 31%
Example asau asaf�u� asap�u�
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periments 1B and 1C, respectively, were compared in pair-
wise t-tests. These showed the main effect of context to be
due to responses in the vowel-context condition �e.g., to asa
excised from asau� being faster than in the other four condi-
tions. For the contexts tested in Experiment 1B and 1C, RTs
were shorter to words from vowel contexts than to words
from both possible-devoicing contexts �1B: t1�37�=3.49, p
�0.005, t2�22�=3.37, p�0.005; 1C: t1�37�=2.21, p�0.05,
t2�22�=1.31, p�0.2� and impossible contexts �1B: t1�37�
=4.24, p�0.001, t2�22�=2.22, p�0.05; 1C: t1�37�=1.65,
p=0.11, t2�22�=2.09, p�0.05�, though note that the Experi-
ment 1C results were not statistically significant across both
participants and items. There were no significant differences
between any consonant-context conditions. The overall mean
error rate �25%� was relatively low given that these items
had all been excised from context; the error ANOVAs
showed no effects of context �F1 and F2�1�. The RT ef-
fects, however, indicate that the target words for the word-
spotting experiments were, irrespective of context, not
equally easy to recognize. In all by-item �F2� analyses of the
word-spotting data, therefore, the lexical decision data were
entered in analyses of covariance �ANCOVAs� as covariates
�control RTs in the RT analyses and control error rates in the
error analyses�. The by-participant analyses were standard
ANOVAs.

2. Word spotting: Consonants recorded without
following context „Experiment 1B…

In the overall analyses, there were effects of context in
RTs �F1�2,84�=3.46, p�0.05; F2�2,43�=2.18, p=0.125�
and, more strongly, in errors �F1�2,84�=15.53, p�0.001;
F2�2,43�=3.93, p�0.05�. Pairwise comparisons of the con-
text conditions showed that participants spotted words more
rapidly in vowel contexts �e.g., asa in asau� than in possible-
devoicing contexts �asa in asaf�: F1�1,44�=6.33, p�0.05;
F2�1,21�=6.58, p�0.05, and spotted words more accurately
in vowel contexts than in impossible-devoicing consonantal
contexts �asa in asap�: F1�1,44�=21.22, p�0.001;
F2�1,21�=7.70, p�0.05. No other pairwise comparisons of
either RTs or errors were significant by both F1 and F2.
There were thus no statistically reliable differences between
the two-consonant-context conditions, and word-spotting in
both of these contexts was more difficult than in vowel con-
texts �observed for the possible-devoicing contexts primarily
in RTs, for the impossible-devoicing contexts primarily in
errors�.

3. Word spotting: Consonants recorded with
following context „Experiment 1C…

The overall by-participant ANOVAs and by-item AN-
COVAs revealed significant effects of context in RTs
�F1�2,84�=10.30, p�0.001; F2�2,43�=3.97, p�0.05�
and errors �F1�2,84�=21.30, p�0.001; F2�2,43�=4.66,
p�0.05�. Word-spotting performance in the vowel con-
texts was faster �F1�1,44�=20.66, p�0.001; F2�1,21�
=7.59, p�0.05� and more accurate �F1�1,44�=9.40, p
�0.005; F2�1,21�=5.82, p�0.05� than in the possible-
devoicing consonantal contexts. Word-spotting performance

in the vowel contexts was also more accurate �F1�1,44�
=27.15, p�0.001; F2�1,21�=11.19, p�0.005� than in the
impossible-devoicing consonantal contexts. No other pair-
wise comparison was significant by both participants and
items. Although there were thus small differences across Ex-
periments 1B and 1C, the major pattern in the data was the
same in both.1 Finally, 2�2 ANOVAs combining the
consonant-context data of Experiments 1B and 1C tested this
directly; for both RTs and errors, the experiment by context
interaction was insignificant �F1 and F2�1�.

C. Discussion

The answer to the question posed in Sec. I is thus very
clear: the results for the devoicing case are like those for
single-consonant contexts, and not like those for vowel con-
texts. As in McQueen et al. �2001�, vowel contexts made
detection of embedded words easy, and all single-consonant
contexts made detection hard. Differences of acoustic good-
ness could not underlie the results, since such differences
were factored out by covarying the control lexical decision
data. The difficulty of single-consonant contexts was con-
stant even though some of the consonants, namely, those in
the possible-devoicing condition, can effectively occur in fi-
nal position when the vowel they precede is devoiced; word-
spotting in this condition was as hard as in the condition
where the consonants were impossible codas. The way in
which the consonant contexts were produced �intentionally,
or by excision of a vowel� did not influence performance.

Nonetheless, since Japanese allows no obstruent codas,
all the consonant-final items in Experiment 1 were, as we
have noted, illegal. In Experiment 2, we provided the devoic-
ing cases with a potentially legal environment, thus provid-
ing a clearer and much more ecologically valid test of our
hypothesis. A consonant sequence consisting of voiceless
consonants �such as �bk� in a natural utterance of sashiki� is
the canonical environment for devoicing in natural speech.
We provided such environments by extending the contexts
appended to the target words: each vowel context became
CV, and each consonant context became CCV. For example,
asa now occurred in asazu �which we predict to be very
easy�, asapdo �which we predict to be very hard�, and asafte.
The voiceless �f� and �t� in sequence could arise from devoic-
ing in natural speech; in Experiment 2 we can assess whether
this two-consonant sequence makes word-spotting hard too,
or whether the potential for devoicing renders it easy.

III. EXPERIMENT 2

A. Method

1. Materials and procedure

For the 30 two-mora target words of Experiment 1, three
new following contexts were constructed: a CV mora �e.g.,
asazu�, a CCV in which devoicing was possible �fricative or
affricate plus voiceless C plus V, e.g., asafte�, and a CCV in
which devoicing was impossible �the second C was voiced,
e.g., asapdo�. Fillers were also constructed as for Experiment
1, with again 30 matched to target-bearing items �e.g.,
dozago, zanufte, bugepga�; 50 fillers were trimoraic
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�C�VCVCV non-words. The materials were recorded and
measured as in Experiment 1. Experiment 2A was a lexical
decision control, with truncation applied as in Experiment
1A. In Experiment 2A, the procedure was as for Experiment
1A, and in Experiment 2B as for Experiments 1B/C.

2. Participants

Sixty-nine Dokkyo University undergraduates partici-
pated, for course credit: 24 in Experiment 2A, and 45 in
Experiment 2B. None had taken part in Experiment 1.

B. Results

All participants �eight per list� in the lexical decision
control experiment �Experiment 2A� were included in the
analyses. Three word-spotting participants �Experiment 2B�
were excluded �one listener missed all targets in one condi-
tion; the other two, excluded to balance the sets, were the
most erroneous on each of the other two lists�. This left 14
participants per list. The button-press responses on 17 trials
�2.1%� in Experiment 2A and one trial �0.1%� in Experiment
2B were accompanied by incorrect spoken responses and
thus treated as errors. The data from six items were excluded
from the final analysis �haru, motsu, hiru, mitsu, matsu,
moya�: Five words because all participants missed them in at
least one condition in one of the subexperiments, the sixth
because it had been recorded incorrectly in one condition.
Table IV shows mean RTs and error rates.

1. Lexical decision control „Experiment 2A…

The effect of the context from which words had been
excised was significant by participants �F1�2,42�=4.73, p
�0.05� but not by items �F2�2,46�=1.34, p�0.2� in the RT
analysis. Errors �overall mean 28%� were again reasonable
for excised words; the context effect in errors was significant
in both analyses �F1�2,42�=16.75, p�0.001; F2�2,46�
=4.20, p�0.05�. No pairwise comparison was significant by
both participants and items for RTs. Error rates, however,
were lower for words taken from CV contexts �e.g., asa from
asazu� than for words from CCV contexts where devoicing
was possible �asa from asafte; t1�23�=3.91, p�0.005;

t2�23�=2.94, p�0.01�, and, less robustly, for words from
CCV contexts where devoicing was impossible �asa from
asapdo; t1�23�=2.16, p�0.05; t2�23�=1.76, p�0.1�. The
difference between the two CCV contexts was not signifi-
cant. As in Experiment 1, these results suggest that the target
words differed across contexts in how easy they were to
recognize. These control data were therefore again used as
covariates in by-item ANCOVAs of the word-spotting data.
The by-participant analyses of the word-spotting data were
again ANOVAs.

2. Word spotting „Experiment 2B…

There was a main effect of context in RTs �F1�2,78�
=17.96, p�0.001; F2�2,45�=11.44, p�0.001� but not in
errors �F1�2,78�=24.76, p�0.001; F2�2,45�=1.95, p
�0.15�. Pairwise comparisons on the RT data showed that
participants spotted words faster in CV contexts than in ei-
ther type of CCV context �possible-devoicing environment:
F1�1,41�=25.14, p�0.001; F2�1,22�=18.98, p�0.001;
impossible environment: F1�1,41�=28.05, p�0.001;
F2�1,22�=14.81, p�0.005�. There was no latency differ-
ence between the two CCV context conditions �F1 and F2
�1�. No pairwise comparisons on the error data were sig-
nificant by both participants and items. Word spotting was
thus easier in CV contexts than in CCV contexts, with no
effect of whether the CCV sequence was or was not a
possible-devoicing environment.

C. Discussion

Again, the contexts which were potential devoicing en-
vironments made it very hard for listeners to spot the words
embedded in the nonwords they heard. The results were very
similar to those of Experiment 1; providing a potentially le-
gal and hence more natural environment for devoicing to
occur did not increase the acceptability of consonant se-
quences in Japanese speech segmentation. Both asapdo and
asafte consist of three full morae �a, sa, and do or te� plus a
single consonant ��p�, �f��; it makes no difference that �f�
before te could possibly have arisen from fu, whereas �p�
before do cannot have arisen from pu. Vowelless sequences,
it seems, are not treated as if they might be hiding a vowel;
just as in other languages, such sequences are impossible
word candidates and hence they resist being segmented from
the adjacent speech stream.

Experiments 1 and 2 allow us to dispense with the pos-
sibility that Japanese listeners always treat sequences of
voiceless consonants as if they contained a vowel; clearly,
they do not. But results with following contexts, which po-
tentially combine with word offsets, do not force us to con-
clude that devoicing will always disrupt the segmentation of
normal Japanese speech. It is still necessary to assess devoic-
ing in preceding contexts, which potentially combine with
word onsets and thus exercise a more powerful effect in
word segmentation. Preceding contexts are processed before
targets, thus affecting target recognition differently than fol-
lowing contexts; their effect can be so strong that a target
word is not even recognized at all �as occurred in the study

TABLE IV. Experiments 2A �control lexical decision� and 2B �word-
spotting�: Mean correct RTs �in milliseconds, from target word offset� and
mean error rates �in percent� by context condition �asa=morning�.

Context

Consonant+vowel

Possible
devoicing
consonant

cluster+vowel

Impossible
devoicing
consonant

cluster+vowel

Lexical decision �Experiment 2A�
Mean RT 606 653 653
Mean error 18% 36% 29%
Example asa�zu� asa�fte� asa�pdo�

Word-spotting �Experiment 2B�
Mean RT 715 841 846
Mean error 20% 38% 29%
Example asazu asafte asapdo
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of McQueen et al., 2001, for example�. In our third experi-
ment, we therefore examined devoicing sequences attached
as preceding context to an embedded word.

Again we compared the devoicing sequences to other
sequences which the previous findings had indicated as hard
or as easy. We used two types of item: VCV words such as
asa, preceded by clearly easy CCVCV versus hard CCVC
contexts �see McQueen et al., 2001�, and CVCV words such
as sake “salmon,” preceded by clearly easy CCVCV contexts
and potential devoicing CCVC contexts. Thus detection of
asa was compared in myojiasa �easy, because the context
consists of two full morae: myo, ji� versus myochasa �hard,
because the context is a mora myo plus a vowelless affri-
cate�. The prohibition of devoicing before vowels �or any
voiced segment� means that these vowel-initial words can
never be preceded by devoicing; they are therefore the base-
line against which we can compare the voiceless-initial
words like sake. Detection of sake was compared in nya-
gusake �easy: nya, gu� versus nyaksake �hard: nya, �k�, but
potentially a rendition of nyakusake with devoicing�. The
results of McQueen et al. �2001� lead us to expect a large
difference between easy and hard contexts for the VCV
words like asa; the crucial question is whether there is also a
large difference between easy and hard contexts for CVCV
words like sake.

If there is an equivalently large difference in the sake
case, we will have to conclude that devoicing indeed makes
Japanese speech segmentation more difficult. The vowelless
affricate in myochasa can never be licensed as a possible
word, because devoicing cannot occur before vowels. Thus if
the context effect for CVCV words is as large as for VCV
words, we would have to conclude that the vowelless stop in
nyaksake likewise cannot be a possible word.

On the other hand, if the context effect for CVCV words
is significantly less than for VCV words �i.e., if sake is as
easy or almost as easy to spot in nyaksake as in nyagusake�,
we may conclude that Japanese listeners interpret /ks/ �and
like sequences� as containing an underlying vowel, and
hence licensed as a possible word. Sequences such as /ks/
will often have been heard; the Japanese lexicon contains
many words in which the first mora allows vowel devoicing,
including words beginning kusa- �e.g., kusabi “wedge” and
kusari “chain”�, which will be pronounced with a devoiced
first vowel, so effectively with an initial /ks/. If such experi-
ence licenses the devoiced sequence /ks/ in nyaksake as a
possible word, it should not interfere with segmentation.

IV. EXPERIMENT 3

A. Method

1. Materials and procedure

Fifty-two high-frequency two-mora target words were
selected: 26 VCV words �e.g., asa� and 26 CVCV words
beginning with voiceless consonants �e.g., sake�. CCVC
�e.g., bya+C� and CCVCV �e.g., bya+CV� nonsense se-
quences were constructed as preceding contexts for both
types of target. For the CVCV targets, the CCVC contexts
created possible-devoicing environments between the con-
text and target word onset �e.g., nyaksake is a potentially

devoiced rendition of nyakusake�. This was not the case for
the CCVC contexts followed by the vowel-initial VCV tar-
gets, because devoicing cannot occur before vowels.

We further constructed 106 nonsense fillers with no em-
bedded bimoraic words in offset position. Of these, 52 were
matched to target-bearing items: 26 ending with CVCV after
either a CCVC or CCVCV sequence like those in the target-
bearing items �e.g., chaksomi and kyagukeni�, and 26 ending
with VCV sequence after a CCVC or CCVCV �e.g., gyopagi
and myoguige�. The remaining 54 fillers were all trimoraic
CVCVCV nonwords. There were 24 practice items modeled
on the experimental materials, including eight with embed-
ded target words �four CVCV, four VCV�.

The materials were recorded as in Experiments 1 and 2,
by the same speaker. The accent pattern of the targets was
preserved in the way the items were recorded. The items
with CVCV targets in CCVC contexts were recorded with
the potential underlying vowel fully devoiced �e.g., the �u� in
nyak(u)sake was not realized�. The target-bearing stimuli
were then digitally cross-spliced, cutting at zero-crossings
and using auditory criteria to determine the excision points.
Tokens of the CVCV targets recorded in the CCVCV context
�e.g., sake from nyagusake) were spliced onto a CCVC con-
text sequence �e.g., nyak from nyaksake� and onto a CCVCV
sequence from a second recording of a CCVCV item �e.g.,
nyagu from a different token of nyagusake than that used for
the target token�. A similar cross-splicing procedure was
used for the VCV targets �e.g., the asa in the final experi-
mental stimuli came from a recording of myojiasa�. All
target-bearing stimuli were thus cross-spliced from two re-
cordings, and the target word realization in all contexts was
constant. Six items with VCV targets could not be cross-
spliced without audible discontinuities and were therefore
excluded �along with six matched fillers� from the experi-
ment. There was no detectable trace of splicing in the re-
maining items �all listed in Tables V and VI�.

Two counter-balanced lists were constructed, with 13
CVCV and 10 VCV targets in each context condition per list,
and with all 46 targets appearing once per list. As in the
earlier experiments, target-bearing and filler items were pre-
sented in pseudo-random order. The procedure was as in Ex-
periments 1B/C and 2B.

2. Participants

Thirty-two undergraduates �16 per list� from the same
population took part in return for course credits. None had
participated in Experiments 1 or 2.

B. Results and discussion

No participants were excluded from the analyses, but
one item was. This word �soro, “solo,” from the CVCV set�
was missed by all participants in the devoiced vowel context
and by all but one participant in the surface vowel context.
No incorrect spoken responses were recorded. Mean word-
spotting RTs and error rates are shown in Table VII. Note
that since the materials in this experiment were controlled by
the cross-splicing, control lexical decision data, as required
for Experiments 1 and 2, are here unnecessary.
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The most striking result is in the error rates. As in Mc-
Queen et al. �2001�, Japanese listeners found it almost im-
possible to spot VCV target words in a CCVC context where
the initial vowel of the target was not aligned with a mora
boundary �e.g., asa in myochasa�. Error ANOVAs revealed
main effects of target type �VCV words were harder to spot
than CVCV words: F1�1,30�=107.84, p�0.001; F2�1,43�
=19.00, p�0.001� and context type �words were harder to
spot in CCVC contexts than in CCVCV contexts:
F1�1,30�=302.30, p�0.001; F2�1,43�=134.72, p�0.001�,
and these two factors interacted �F1�1,30�=90.97, p
�0.001; F2�1,43�=54.76, p�0.001�. Pairwise comparisons
showed that the context effect was significant for both types
of target: CVCV words �sake� were harder to spot in CCVC
contexts �possible devoicing environments, e.g., nyaksake�
than in CCVCV contexts �e.g., nyagusake�, F1�1,30�
=15.13, p�0.001, F2�1,24�=9.90, p�0.005; as already
noted, VCV targets �asa� were much harder to spot in CCVC
contexts �e.g., myochasa� than in CCVCV contexts �e.g.,
myojiasa�: F1�1,30�=368.79, p�0.001, F2�1,19�=163.75,
p�0.001.

Given the high error rates for the VCV control words,
the context effect in RTs was analyzed only for the CVCV
words. CVCV targets �e.g., sake� were detected equally rap-
idly in the two contexts �F1 and F2�1�; there was in this
case no increased difficulty for devoicing �nyak-� over vowel

�nyagu-� contexts. Within the CCVCV contexts, the VCV
words were spotted as quickly as the CVCV words �F1 and
F2�1�.

The results for the VCV baseline condition show that the
listeners here were behaving exactly as the listeners in the
study of McQueen et al. �2001�. Preceding context without a
vowel �e.g., a single affricate� makes segmentation and
hence word-spotting hard. The crucial results are for the
CVCV words. Here the devoicing contexts were clearly less
problematic for listeners than they had proven to be in Ex-
periments 1 and 2. Although the error rate was raised by a
vowelless context, it was not raised to the heights observed
for the VCV words �or by McQueen et al., 2001�. And in the
RTs, no delay of word-spotting as a function of context could
be observed at all. This striking finding suggests that Japa-
nese listeners are indeed sensitive to the potential presence of
a devoiced vowel in voiceless obstruent sequences such as
/ks/.

TABLE VI. Materials for Experiment 3: VCV targets.

Target English gloss
Voiceless

consonant+vowel
Voiced

consonant+vowel

ase sweat gyasase gyazuase
aka red myachaka myajuaka
ani brother gyachani gyajuani
eki station nyaheki nyabueki
aki autumn shochaki shojuaki
ama nun ryochama ryojiama
aji horse mackerel chochaji chojuaji
ibo wart nyahibo nyabuibo
umi sea shochumi shojiumi
aku badness nyoshaku nyojuaku
asa morning myochasa myojiasa
ato mark kyachato kyajuato
ane sister shasane shazuane
uni sea urchin byachuni byajiuni
ego ego gyosego gyozuego
oku inside myahoku myabuoku
ine rice plant chuchine chujuine
imi meaning kyochimi kyojuimi
obi a sash ryuhobi ryubuobi
ima now gyuchima gyujuima

TABLE VII. Experiment 3: Mean correct RTs �in milliseconds, from target
word offset� and mean error rates �in percent� by context condition �sake
=salmon; asa=morning; no reliable estimate could be computed of the
mean RT for VCV targets in CCVC contexts�.

Context

Target type CCVC CCVCV

CVCV
Mean RT 739 755
Mean error 43% 29%
Example nyaksake nyagusake

VCV
Mean RT ¯ 750
Mean error 93% 29%
Example myochasa myojiasa

TABLE V. Materials for Experiment 3: CVCV targets.

Target
English

gloss

Voiceless
consonant+devoiced

vowel
Voiced

consonant+vowel

Many word candidates
kachi value gyats�u�kachi gyazukachi
kado corner kyah�u�kado kyabukado
kako past nyach�i�kako nyajikako
kashu singer byas�u�kashu byazukashu
kata shoulder shof�u�kata shobukata
kare he byos�u�kare byozukare
saru monkey gyuk�u�saru gyugusaru
kumo cloud nyos�u�kumo nyozukumo
tsuru crane nyosh�i�tsuru myojitsuru
kazu number shas�u�kazu shazukazu
sake salmon nyak�u�sake nyagusake
kaba hippopotamus nyach�i�kaba nyajikaba
kage shadow shos�u�kage shozukage
kechi stinginess byaf�u�kechi byabukechi

Few word candidates
fugu blowfish byas�u�fugu byazufugu
hamu ham nyak�u�hamu nyaguhamu
haru spring gyash�u�haru gyajuharu
hage baldness chosh�u�hage chojuhage
hada skin nyots�u�hada nyozuhada
kamo duck myosh�u�kamo myojukamo
sora sky kyof�u�sora kyobusora
shuwa sign language nyok�i�shuwa nyogishuwa
shugo subject pyach�i�shugo pyajishugo
chibi kid ryosh�u�chibi ryojuchibi
sobo grandmother myak�u�sobo myagusobo
soro solo myok�u�soro myogusoro
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We conducted two further analyses of the data, neither
of which explained away this finding. We first examined the
phonetic structure of the devoicing contexts we had tested.
Maekawa and Kikuchi’s �2005� analyses of the corpus of
spontaneous Japanese showed devoicing to vary as a func-
tion of the surrounding consonants. The manner of articula-
tion of the following consonant has the strongest effect: the
likelihood of the vowel being devoiced is far greater before a
stop or affricate than before a fricative, both for /i/ and for /u/
and across all types of preceding consonants. According to
Kondo �2005�, devoicing is virtually obligatory in the most
favored environments, and is only inhibited for potential se-
quences of devoiced syllables. If listeners are sensitive to
these probabilities, they may find the most likely cases least
difficult. Accordingly, we divided the CVCV items into two
sets, varying in frequency of devoicing occurrence. One set
contained 11 words beginning with fricatives �in Maekawa
and Kikuchi’s �2005� data, devoiced in about 61% of cases�,
while the other set had 14 targets beginning with stops and
affricates �about 96% devoiced�. An analysis of the error data
including this factor revealed a significant context effect
�F1�1,30�=17.92, p�0.001; F2�1,23�=9.73, p�0.005�:
CCVC contexts made word-spotting harder than CCVCV
contexts. But there was no effect of devoicing probability
�F1 and F2�1� and no interaction of this factor with the
context effect �F1 and F2�1�. The context effect was
present both where devoicing is very likely �F1�1,30�
=6.60, p�0.05; F2�1,13�=6.74, p=0.05�, and where it is
less likely �F1�1,30�=13.48, p�0.001; F2�1,10�=3.74, p
�0.1�. Thus this factor appeared not to have affected our
results.

The second analysis examined the potential lexical sup-
port for devoiced vowels in our sequences. From Sugito
�1995� we computed the number of words consistent with the
bimoraic sequence linking CCVC context and each CVCV
target word �e.g., kusa given the target sake in nyaksake, if
the devoiced �u� were realized�. The materials formed two
sets �see Table V�, one of 14 items where relatively many
words ��10� either matched the sequence or had onsets the
same as the sequence �e.g., kusa in nyaksake� and one of 11
items �minus soro� with few words ��5� matching the se-
quence �e.g., shuha given the target haru “spring” in the
CCVC+target sequence gyashharu�. The mean number of
competitors for the former set was 13.6, for the latter 2.0.
ANOVAs on the error data for the CVCV words split in this
way revealed a main effect of word set size by participants
but not by items �F1�1,30�=6.52, p�0.05; F2�1,23�=1.10,
p�0.3�: Targets in the many-words set were spotted more
accurately, across context conditions, than those in the few-
words set. There was also still a main effect of context
�F1�1,30�=22.06, p�0.001; F2�1,23�=10.16, p�0.005�.
In the by-participant analysis only, the context effect varied
with word set size: Words were harder to spot in CCVC than
in CCVCV contexts, but more so when fewer lexically con-
sistent words were available �F1�1,30�=6.97, p�0.05; F2
�1�. As pairwise comparisons confirmed, the context effect
was less robust in the many-words set �F1�1,30�=2.50,
p�0.1; F2�1,13�=4.52, p=0.05� than in the few-words set
�F1�1,30�=32.91, p�0.001; F2�1,10�=5.20, p�0.05�.

This suggests that greater lexical support may strengthen li-
censing of devoicing environments, but is not the sole ratio-
nale for it.

V. GENERAL DISCUSSION

Our first conclusion must be that vowel devoicing in
Japanese certainly does not make speech processing easier.
The basic perceptual difficulty of consonant sequences holds
as much for Japanese listeners as for listeners to any other
language: consonants are easier to process if they are adja-
cent to vowels. The differences in phonological functionality
of vowels and consonants likewise hold as strongly for Japa-
nese as for other languages: a vowel can stand alone as a
syllable and hence as a word, but a consonant in general
cannot. Finally, the role of this vowel-consonant asymmetry
in segmenting continuous speech is also parallel for Japanese
and for other listeners.

Research on spoken-word recognition has amassed
abundant evidence that speech input concurrently activates
many word candidates which it fully or partially supports;
because all languages construct very large vocabularies from
relatively few phonemes, words in all languages exhibit a
great deal of embedding and overlap, so that many such can-
didates will be unintended competitors which need to be re-
jected if the real message is to be recognized. Many mecha-
nisms exist to deal with this competition �see McQueen,
2007, for a review�. The PWC, which allows competitors to
be rejected if accepting them would strand a vowelless resi-
due of the input, enables English listeners to suppress un-
wanted activation of egg when they hear leg or legacy, and
by the same token it enables Japanese listeners to suppress
unwanted activation of asa when they hear kasa “umbrella.”
The operation of the PWC runs parallel in English �Norris
et al., 1997, 2001� and Japanese �McQueen et al., 2001�. Our
new experiments have shown that the widespread phenom-
enon of devoicing in spoken Japanese does not modulate the
power of this effect at all. Even consonants which could
accompany a devoiced vowel made recognition of an adja-
cent word hard, to effectively the same extent as consonants
which could not have preceded devoicing. Though recogni-
tion of asa was relatively easy before a vowel, it was hard
before a vowelless consonant, even one which might have
supported devoicing �e.g., the voiceless fricative /f/�.

These segmentation effects operate upon words acti-
vated by speech input. The equivalence of the vowelless en-
vironments which do support devoicing and those which do
not implies that during prelexical processing vowels are not
automatically restored or inserted into either environment. In
this our results match with those from a recent study by
Mash et al. �2006�, who tested the effect of vowel devoicing
on the compensation for coarticulation which shifts identifi-
cation of a /t-k/ continuum following /s/ versus /b/ �Mann and
Repp, 1981�. Japanese has no cluster onsets and no coda
obstruents, so such sequences are not lexically possible, but
/sk/, /st/, /bk/, and /bt/ sequences can indeed arise from de-
voicing. The necessary environments for compensation for
coarticulation thus exist in practice. But if the underlying
vowel had been perceptually restored at the prelexical level,
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there would be no such compensation because the conso-
nants would not be sequential, but would be interrupted by a
vowel. Mash et al. �2006� found, however, that Japanese
listeners performing /t/-/k/ categorization in nonwords pro-
duced more /k/ responses in rusko than in rushko—exactly
the compensation effect that Mann and Repp �1981� had
found. This suggests, in agreement with our own findings,
that the vowels are not there in any sense which would affect
prelexical processing of the auditory signal.

Our second conclusion, however, is that devoiced vow-
els will not in practice cause word recognition difficulty. In
real speech, vowel devoicing will be encountered in known
words. By presenting nonwords in an experiment, we can
show that vowelless sequences are not automatically fur-
nished with vowels. But in normal listening, listeners are
rarely presented with nonwords. The results of Experiment 3
suggest that vowelless sequences arising by devoicing,
though nominally illegal in Japanese phonology, will be ef-
fectively licensed as possible words. This may be especially
so when stored lexical representations are activated—words
with a devoiced initial syllable �e.g., sukiyaki, “sukiyaki”
beginning /sk/� activate the intended lexical candidates. In
Experiment 3, spotting sake was as fast in nyaksake as in
nyagusake, and the error difference was much smaller than
for the corresponding VCV targets. This may have been be-
cause the /ksa/ sequence was consistent with words begin-
ning kusa-, i.e., with words which would be pronounced with
initial /ksa/. Note that these candidates would, of course,
compete for recognition with sake, but because sake was
fully supported by the input while the other candidates were
not, sake would win this competition. The competition of-
fered by /ksa/ would presumably be no lesser or greater than
the competition offered by the voiced-consonant context;
/gusa/ would also have activated competitors, such as gusaku
“rubbish.” Note also that, in contrast to Experiments 1 and 2,
the potentially devoiced sequences in Experiment 3 preceded
the target words. There was thus time for words consistent
with those sequences to be retrieved, and hence for the vow-
elless sequences to be licensed. This result contrasts particu-
larly strongly with that for the VCV words which support no
such licensed candidates; here the finding of McQueen et al.
�2001� was replicated, in that the preceding context effec-
tively blocked access to the embedded words completely.
Words such as asa embedded in contexts such as myochasa
were just as hard to detect as items in McQueen et al. �2001�
such as uni in gyabuni; in both cases the PWC operated
effectively to inhibit a parse of the input which would leave
a vowelless residue ��tb�, �b��. That this did not happen with
sake in nyaksake thus constitutes powerful evidence of how
listeners cope with the effects of devoicing in practice. In
Experiments 1 and 2, where the potentially devoiced se-
quences followed the target words, no comparably licensed
interpretation was available while the targets were being
heard, so the underlying equivalence of a consonantal se-
quence arising from devoicing and any other �illegal� conso-
nantal sequence emerged; the PWC again played its univer-
sal role, and segmentation was interfered with.

Other word recognition evidence from Japanese also
suggests that devoiced forms effectively activate lexical rep-
resentations. Ogasawara and Warner �2009� found that lexi-
cal decisions were faster for words such as hashika
“measles” if the potentially devoiced vowel was reduced
than if it was fully articulated. Further, although in non-
devoicing environments phoneme detection responses were
slower to reduced /i/ than to fully articulated /i/, in a devoic-
ing environment the shorter, less clear, reduced vowel was
responded to no more slowly than the longer, clearer full
vowel. The lack of disadvantage for the acoustically less
clear vowels in Ogasawara and Warner’s phoneme detection
study strongly suggests that the responses were not based on
prelexical processing alone, but drew on lexical evidence �as
the phoneme detection task allows; Norris et al., 2000� to
support the vowel interpretation.

Thus Japanese listeners appear not to restore devoiced
vowels prelexically; the spoken forms with devoicing are
perfectly functional in word recognition. Encountering a
completely new word with a devoiced vowel could, of
course, produce segmentation difficulty. Moreover, another
indirect effect of devoicing might cause recognition delay.
Consider that an important source of information for word
recognition in Japanese is word accent pattern; whether a
syllable is accented or not is perceived from only a fraction
of the vowel �Cutler and Otake, 1999�, and the accent pattern
of a spoken fragment allows rapid rejection of alternative
words with different accent �Sekiguchi and Nakajima, 1999�.
If a vowel is devoiced, the pitch information necessary for
this efficient use of accent is no longer available, and this has
been held to be the reason why devoicing is disfavored in
accented syllables �Vance, 1987�. However, devoicing of ac-
cented syllables does indeed occur, and indeed is becoming
more common �Sugito, 1982; Kitahara, 1998�. For a single
devoiced syllable, accentedness may be accurately appre-
hended from compensatory pitch modification in an immedi-
ately following syllable �Sugito, 1982; Sugito and Hirose,
1988; Maekawa, 1990�. If, however, one of a sequence of
devoiced syllables is accented, listeners can tell that there
was an accented syllable �i.e., they accurately distinguish
unaccented sequences from sequences containing an accent�,
but they cannot reliably tell on which syllable the accent fell
�Maekawa, 1990�. Thus, as well as possibly delaying seg-
mentation, devoicing could also interfere with word recogni-
tion via disruption of accent information.

Our results thus indicate that although devoiced se-
quences may effectively access lexical representations, with-
out any prelexical restoration of vowels being necessary, the
cross-linguistically observed disadvantage for vowelless se-
quences in speech segmentation holds in Japanese as
strongly as it does in other languages.
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APPENDIX A: PHONEMES OF JAPANESE

Vowels: /a,e,i,o,u/; Stops: /p,t,k,b,d,+/; flap: /U/; nasals:
/m,n,J/; approximants: /w,j/; affricates: /c/; fricatives: /s,z,h/
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ronment was voiced �e.g., gasub� versus voiceless �e.g., asap� appeared in
either Experiment 1B or 1C. The sub-group of items in which the
impossible-devoicing context contained �t� or �d� were somewhat harder
than items containing other consonants in this context, in both Experi-
ments 1B and 1C, but the context effects were the same across sub-groups
�no context by consonant interactions were significant�.
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Psychoacoustic research suggests that multiple auditory channels process incoming sounds over
temporal windows of different durations, resulting in multiple auditory representations being
available to higher-level processes. The current experiments investigate the size of the temporal
window used in vowel quality perception using an acoustic priming paradigm with nonspeech and
speech primes of varying duration. In experiment 1, identification of vowel targets was facilitated by
acoustically matched nonspeech primes. The magnitude of this effect was greatest for the shortest
�25 and 50 ms� primes, remained level at medium �100 and 150 ms� duration primes, and declined
significantly at longer prime durations, suggesting that the auditory stages of vowel quality
perception integrate sensory input over a relatively short temporal window. In experiment 2, the
same vowel targets were primed by speech stimuli, consisting of vowels using the same duration
values as those in experiment 1. A different pattern of results emerged with the greatest priming
effects found for primes of around 150 ms and less priming at the shorter and longer durations,
indicating that longer-scale temporal processes operate at higher levels of analysis. © 2009
Acoustical Society of America. �DOI: 10.1121/1.3077219�

PACS number�s�: 43.71.Es, 43.71.Rt, 43.66.Lj �AJ� Pages: 1704–1711

I. INTRODUCTION

Most models of speech perception assume a form of
hierarchical processing, in which the acoustic input under-
goes a number of transformations as it is mapped onto lexi-
cal form �cf. McClelland and Elman, 1986; Blumstein,
1995�. The early stages of this process, which appear to in-
volve the extraction of relatively simple auditory features
�see Versnel and Shamma, 1998 for one possibility�, are
likely to play a critical role in speech perception, transform-
ing the sensory input in a way that both shapes and facilitates
higher-level phonetic perception. The current study examines
one important aspect of this auditory processing: the size of
the temporal window of auditory analysis in the early stages
of vowel quality perception �i.e., the identification of a vow-
el’s phonetic category, which can be contrasted with the per-
ception of other information encoded in a vowel such as
pitch, affect, or prosody�.

Temporal integration—the summation of acoustic en-
ergy over time—is fundamental to virtually all models of
auditory function �cf. Viemeister and Wakefield, 1991�.
Mathematically, this process is often modeled as a “leaky
integrator” whose level of activation is increased by new
acoustic stimulation �within a particular frequency band�,
then decays exponentially. The rate of decay can be charac-
terized by a time constant in the exponential decay function
or by the length of the window within which activity decays
to a certain percentage of its original value. The size of this
temporal window is of considerable interest in psychoacous-
tics, since it characterizes the temporal resolution of the au-
ditory system.

In attempts to measure the size of this window with
behavioral data, different perceptual tasks have yielded
vastly different estimates. Studies of gap detection �Plomp,
1964; Penner, 1977; Fitzgibbons, 1983; Shailer and Moore,

1983, 1987�, the perception of temporal order �Hirsh,
1959; Pisoni, 1977�, the detection of temporal modulation
�Viemeister, 1979�, and asynchronous masking �Penner and
Cudahy, 1973; Moore et al., 1988� have all pointed to a
relatively short temporal window of, at most, a few tens of
milliseconds for auditory processing. On the other hand,
studies of the effect of stimulus duration on hearing thresh-
olds �Plomp and Bouman, 1959; Zwislocki, 1960� or overall
loudness �Lifshitz, 1933; Munson, 1947� have pointed to in-
tegration over much longer windows of a few hundred mil-
liseconds. Although other explanations have been proposed
�cf. Penner, 1978; Viemeister and Wakefield, 1991�, this dis-
crepancy has generally been taken to indicate the existence
of at least two distinct temporal windows, which comprise
separate channels for auditory processing. Poeppel �2003�
suggested a short window of 20–40 ms and a long window
of 150–250 ms. Incoming sounds are presumably analyzed
simultaneously in both channels—different kinds of sounds
cannot be directed to different channels, since the sounds can
only be identified after the initial auditory processing has
taken place. The outputs of these channels then map onto
higher-level perceptual mechanisms for speech perception,
timbre analysis, and so on.

In the case of speech perception, many of the acoustic
cues to consonants involve rapid spectral changes, and it is
generally assumed that the processing of these spectral
changes depends on input from a short-window channel �cf.
Zatorre et al., 2002; Poeppel, 2003�. Vowels, on the other
hand, are encoded by relatively stable spectral patterns.
Spectral motion is still important, both in the form of conso-
nantal formant transitions �cf. Strange, 1989� and vowel-
intrinsic diphthongization �Nearey and Assmann, 1986;
Assmann and Katz, 2000�, but these cues are not essential,
and synthetic stimuli with steady-state vowels can easily be
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perceived as vowels �Delattre et al., 1952�. Because of this,
some authors suggested that vowel quality perception de-
pends on input from a long temporal window channel �Sam-
son and Zatorre, 1994; Johnsrude et al., 1997; Poeppel,
2003�.

The suggestion that vowel quality perception takes input
from a long-window auditory channel has not been empiri-
cally studied in great depth, but is tentatively supported by
neuroimaging results. Since current neuroimaging methods
lack the spatial resolution to isolate specific populations of
neurons, this research has focused on potential differences
between the two hemispheres in the computational mecha-
nisms involved in auditory processing. Left-hemisphere au-
ditory areas have been found to respond best to rapid acous-
tic changes, while right-hemisphere areas respond best to
steady-state or slowly-changing stimuli �Belin et al., 1998;
Giraud et al., 2000; Zatorre and Belin, 2001; Poeppel et al.,
2004; Zaehle et al., 2004; Boemio et al., 2005; Jamison
et al., 2006�. Similarly, the response to the rapidly-changing
segmental content of speech is left-lateralized, while the re-
sponse to the slowly-changing prosodic content is right-
lateralized �Hesling et al., 2005; Wartenburger et al., 2007�.
Further evidence for such hemispheric asymmetries in tem-
poral processing comes from electro- and magnetoencepha-
lographic studies showing stimulus-induced changes in
rhythmic activity at frequencies related to the suggested
short and long temporal integration windows �Luo et al.,
2005; Luo and Poeppel, 2007; Giraud et al., 2007�.

Poeppel �2003� suggested that these hemispheric differ-
ences can be explained by an asymmetric distribution of neu-
rons with long and short temporal windows across the two
hemispheres. Although both types of neurons are bilaterally
distributed, long-window �150–250 ms� cells are proposed
to be more abundant in the right hemisphere, while short-
window �20–40 ms� cells are proposed to be more abundant
in the left, creating an overall difference in temporal reso-
lution between the two hemispheres. Differences in window
length could also affect spectral resolution, since longer tem-
poral windows allow for a more detailed spectral analysis.
Thus, Poeppel �2003� proposed that the right-lateralized,
long-window channel has a high spectral resolution, while
the left-lateralized, short-window channel has a low spectral
resolution.

Using Poeppel’s �2003� framework, hemispheric asym-
metries in auditory processing might offer evidence of the
temporal window involved in the perception of vowel qual-
ity. A left-hemisphere advantage would suggest a short tem-
poral window, while a right-hemisphere advantage would
suggest a long window. Obleser et al. �2007� found bilateral
activation during the perception of vowels, with what ap-
peared to be a right-hemisphere preference, although this lat-
erality was not tested statistically. In another functional neu-
roimaging study, Britton et al. �2009� studied the processing
of vowels and pure tones at durations of 75, 150, and
300 ms. For both vowels and tones at the longer stimulus
durations, more activation was found in the right hemisphere
than the left. These findings are consistent with suggestions

that vowel quality perception draws its input from a right-
lateralized auditory channel with a long temporal integration
window.

Behavioral findings, however, seem to contradict the
neuroimaging results, suggesting that the perception of
vowel quality is based on auditory processing over a short
temporal window. Holt et al. �2000�, applying a method de-
veloped by Lotto and Kluender �1998�, found a shift in the
boundary between 60 ms tokens of the vowels ��� and �#� in
a continuum of synthetic stimuli varying only in F2 when
these stimuli were flanked by 70 ms pure tones at the onset
F2 frequencies of �d� and �b�. The direction of this shift was
contrastive, meaning that vowels were less likely to be iden-
tified as belonging to the category whose F2 frequencies
were closer to those of the flanking tones. The authors used
these results to argue that perceptual compensation for coar-
ticulation could be explained by a general auditory contrast
mechanism rather than the speech-specific mechanism pro-
posed by Mann �1980�. In the context of the current study,
however, their findings suggest that the auditory input for
vowel quality perception has a high enough temporal reso-
lution to resolve 60–70 ms stimuli, which in turn suggests a
relatively short temporal integration window.

Additionally, a series of studies by Chistovich �1985�
suggests that the auditory processing of vowels for phonetic
perception involves low spectral resolution, a feature that has
been linked to the short-window channel �Poeppel, 2003�.
Previous studies had observed that two formants, in close
proximity, combine to form a single perceived spectral peak
�Fant, 1956; Carlson et al., 1970�, a phenomenon with im-
portant implications for vowel quality perception �cf.
Stevens, 1972, 1989�. Chistovich and Lublinskaja �1979� and
Chistovich and Sheikin �1979� showed that the range at
which such mergers occurred was around 3–3.5 bark �ex-
pressed in the critical-band rate frequency scale of Zwicker
�1961� and Zwicker and Terhardt �1980�. This 3–3.5 bark
critical distance is large relative to the frequency resolution
of the peripheral auditory system. Thus, Chistovich �1985�
suggested that the auditory analysis of vowel spectra might
involve a relatively wide-band spectral integration, which
would result in a lower spectral resolution.

Low spectral resolution may not at first appear to be
advantageous for vowel quality perception, since the primary
determinant of vowel quality is a spectral cue, the pattern of
formant frequencies �Delattre et al., 1952�. Formants, how-
ever, occur on a relatively large spectral scale. Finer levels of
spectral detail provide information mainly about harmonics
of the fundamental frequency of phonation �F0�. This sug-
gests that the perception of vowel quality can be accom-
plished at a relatively low spectral resolution. Indeed, in-
creasing spectral resolution to the point where individual
harmonics can be resolved might impede the extraction of
formants, since the spectral peaks resulting from individual
harmonics might be mistaken for formants. Consistent with
this is evidence showing that vowel identification becomes
less accurate as F0 increases and individual harmonics be-
come more prominent �Ryalls and Lieberman, 1982; Diehl
et al., 1996�. Thus, the optimal resolution for vowel quality
perception may be found in the low-spectral-, high-temporal-
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resolution channel rather than the high-spectral-, low-
temporal-resolution channel �but cf. Cheveigné and Kawa-
hara, 1999; Hillenbrand and Houde, 2003�.

A number of behavioral methods could be used to ex-
perimentally test the temporal resolution of vowel quality
perception. Past research has investigated vowel perception
by measuring the temporal limits of forward and backward
masking. Results have shown backward masking effects of
vowel maskers on very short vowel targets, but the maxi-
mum temporal intervals for these effects ranged from 80 ms
�Pisoni, 1972� to 250 ms �Massaro, 1972�. Moreover, these
studies found backward masking effects on vowel percep-
tion, but not forward masking, and there were large indi-
vidual differences, all of which suggests that these effects
were caused by higher-level interference effects on decision
processes rather than low-level auditory integration effects
�LaRiviere et al., 1975; Dorman et al., 1977�.

Another approach would be to test the accuracy and la-
tency with which subjects can identify gated vowels of vary-
ing duration. The results of gating studies, however, are hard
to interpret in the context of basic auditory processes. Be-
cause duration is itself a secondary cue to vowel quality �cf.
Joos, 1948; Peterson and Lehiste, 1960�, gating results would
be influenced by higher-level processes, which map auditory
information onto linguistic representations in order for the
subject to ultimately make a phonetic category decision. As a
consequence, higher-level linguistic factors could influence
the perceptual results. Ultimately, studies that rely solely on
the manipulation of speech stimuli will always be influenced
by the effects of such manipulations on higher-level process-
ing, making it difficult to isolate low-level auditory process-
ing mechanisms.

An alternative approach uses the effects of nonspeech
sounds on speech perception. Lotto and Kluender �1998� pio-
neered these methods, showing that preceding tones shifted
the boundary between �da� and �ba� in a continuum of
stimuli. Because the nonspeech tones do not activate higher-
level representations strongly enough to create a percept of
speech, the influence of such stimuli on perception is more
likely to reflect early auditory stages of processing. On the
other hand, because the nonspeech effect is measured in re-
lation to subjects’ responses to a speech target, it taps those
auditory channels which contribute to phonetic perception.
Thus, examining the effects of nonspeech sounds on speech
perception provides a means of investigating the contribution
of low-level auditory processing to the perception of speech.

The current study uses a paradigm similar to that em-
ployed by Lotto and Kluender �1998� and Holt et al. �2000�,
exploring the effects of nonspeech tones on vowel identifi-
cation �Wallace and Blumstein, 2006�. Stimuli consist of the
vowel targets �i� and �Ä�, preceded by nonspeech primes
composed of two sinusoidal components matched to the first
two formant frequencies of one or the other of the targets.
Initial experiments �Wallace and Blumstein, 2006� showed
that subjects respond faster to the vowels in matched prime-
target pairs than in mismatched pairs. This priming effect
differs from Lotto and Kluender’s �1998� method in one im-
portant way. In Lotto and Kluender’s �1998� study, the effect
of the nonspeech tone stimuli on the speech stimuli was

found primarily in the boundary region of a continuum of
stimuli, where tokens were identified at or near chance for
either phonetic category. The current study, in contrast, mea-
sures behavioral effects of nonspeech stimuli on good exem-
plars of phonetic categories. In this way, it is possible to
investigate vowel identification independent of the processes
involved in resolving phonetic category membership in am-
biguous stimuli �though such processes are important in the
perception of underspecified, hypoarticulated natural
speech�.

In the current study, the duration of nonspeech prime
tones will be varied parametrically in order to test the size of
the temporal window that contributes to vowel quality per-
ception. Prime durations will be 25, 50, 100, 150, 200, 300,
and 500 ms, a set that spans the proposed short and long
window durations. Because priming effects depend on simi-
larity between prime and target, response times �RTs� are
expected to be faster for “match” than for “clash” trials at
each prime duration. Prime duration is likely to affect the
magnitude of this priming effect, since primes that are
shorter than the temporal integration window produce a
weaker auditory response than primes with durations equal
to or greater than the temporal integration window. This dif-
ference in activation is likely to modulate the effect of simi-
larity between primes and targets. Thus, whatever the dura-
tion of the window is, increases in prime duration up to this
value should increase the magnitude of the priming effect,
while increasing the prime duration beyond the length of the
window should produce no further increases in priming.

If, as Poeppel �2003� suggested, vowels are analyzed
over a long temporal window of 150–250 ms, the shortest
primes of the current experiment will be too brief to fully
excite that window. These short primes should, therefore,
produce less activation and a weaker priming effect than
longer primes. Maximum priming should therefore occur at
prime durations of 150–250 ms, at which point the prime
stimuli will be as long as the temporal integration window.
If, on the other hand, vowel perception draws on a short
window, then short duration primes should fully excite the
auditory representation of the vowel. Maximum priming
should then occur at prime durations of 25–50 ms. Long and
short temporal integration windows thus make different pre-
dictions for the direction of the effect of prime duration on
priming magnitude between 20 and 250 ms �i.e., in the 25,
50, 100, 150, and 200 ms conditions of the current experi-
ment�. A long window predicts increasing priming over this
range, while a short window predicts level or decreasing
priming.

II. EXPERIMENT 1

A. Methods

1. Subjects

Subjects were 70 native speakers of North American
English who reported having normal hearing and no history
of speech or language disorders. They were paid for their
participation.
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2. Stimuli

Targets were two vowel sounds, �Ä� and �i�, synthesized
using the PRAAT software package �Boersma and Weenink,
2007�. The linear predictive coding residual of a single token
of �i� spoken in isolation by a male native speaker of North
American English was passed through a five-formant cas-
cade to create each target vowel. F0 ranged from
123 to 131 Hz and the stimulus duration was 280 ms. The
first three formants were set to constant frequencies unique
to each target vowel; F1 and F2 frequencies were determined
by measuring the speaker’s productions, while F3 was set to
a value that produced the best vowel percept as judged by the
experimenter �A. Wallace� ��i�: 362, 2191, and 3100 Hz; �Ä�:
772, 1308, and 2960 Hz�. The fourth and fifth formants, as
well as all formants’ bandwidths, were not altered from the
time-varying values measured in the original natural �i�
�mean F4=3487 Hz, F5=3997 Hz; BW=82, 39, 261, 204,
238 Hz�. The targets’ amplitudes were scaled so that they
would be equal in perceptual loudness, as predicted by the
ISO532B standard �71 dB sound pressure level �SPL� for
both targets�.

Primes were two nonspeech tone complexes, one
matched to each of the targets. Each prime contained two
component tones at the frequencies of the first two formants
of the matched target. Intensities of the individual compo-
nents were controlled to ensure: first, that the two sinusoidal
components of each prime were equally loud, based on
ISO226 equal loudness contours; and second, that the two
primes themselves were equally loud, as predicted by
ISO532B, resulting in absolute levels of 79 dB SPL for
primes matched to �i� and 83 dB SPL for primes matched to
�Ä�. Primes were 25, 50, 100, 150, 200, 300, and 500 ms in
duration, including 15 ms cosine-squared onset and offset
intensity ramps, except in the 25-ms condition, where
12.5 ms ramps were used. After completing the experiment,
subjects were asked what the primes sounded like, and none
reported having heard them as speech. Subjects were then
asked specifically whether the primes sounded like the target
vowels; 3 of 70 subjects reported that they did.

3. Procedure

Subjects were assigned to one of the seven prime dura-
tion conditions with ten subjects participating in each condi-
tion. Each trial consisted of a prime and a target, separated
by a 50 ms inter-stimulus interval. RTs were measured from

the onset of the target vowel. Each trial began 750 ms after
the onset of the target of the previous trial, unless a response
had not yet been recorded, in which case subjects were given
up to 3 s to respond. In all, the two targets and two primes
combined to form four unique trials �two match conditions
and two clash conditions, see Fig. 1�. Each of these four was
repeated 250 times in pseudorandom order for each subject,
while prime duration varied between subjects. Stimuli were
presented binaurally over Sony MDR-V6 headphones and
subjects responded by pressing one of two buttons labeled
with the target vowels in both the international phonetic al-
phabet and a colloquial phonetic notation ��Ä�/“ah” and
�i�/“ee”�. Both performance and reaction-time measures were
taken.

B. Results

Mean RTs were calculated for each subject for all trials
of a given type, excluding incorrect responses, responses that
were made before the target onset, and trials in which the
subject did not respond in the given 3000 ms �1.23% of tri-
als�. As shown in Table I, subjects’ responses to match trials
were both faster and more accurate than their responses to
clash trials. Because of the high variability in both error rates
�which were low overall� and absolute RTs �which varied
greatly between subjects�, statistical analyses relied on a
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FIG. 1. Spectrograms illustrating four trial types in 100 ms prime condition:
�a� �a� target, match prime; �b� �a� target, clash prime; �c� �i� target, match
prime; and �d� �i� target, clash prime.

TABLE I. Cross-subject mean error rates and response times for experiment 1.

Prime duration
�ms�

Error rate �per 1000 trials� Response time �ms�

Match Clash Difference Match Clash Difference

25 8.8 19 10 434 468 34
50 9.8 21 11 468 494 26

100 7.6 16 8.0 451 481 29
150 21 30 9.0 416 441 25
200 5.2 8.4 3.2 443 460 17
300 4.6 9.6 5.0 412 424 11
500 2.8 5.0 2.2 465 471 6

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 A. B. Wallace and S. E. Blumstein: Temporal integration in vowel perception 1707



single RT priming score, computed independently for each
subject as the difference between mean RTs for match and
clash trials. A one-sample t-test, with results pooled across
all conditions, confirmed that priming scores were signifi-
cantly greater than zero �t�69�=11.3, p�0.001�. These results
confirm the existence of the priming effect of nonspeech
tones in a vowel-identification task.

As Fig. 2 shows, the magnitude of this priming effect
varied across prime durations, with a greater magnitude of
priming at shorter prime durations. A one-way analysis of
variance �ANOVA� found a significant effect of prime dura-
tion on the magnitude of the priming effect �F�6,63�=5.81, p
�0.001�. Polynomial trend analysis revealed a significant
linear trend �F�1,63�=31.2, p�0.001� but no significant
higher-order trends �quadratic F�6,63�=1.31, p=0.25; cubic
F�6,63�=0.41, p=0.52; fourth-order F�6,63��0.001, p=1.0;
fifth-order F�6,63�=1.74, p=0.19�. To further explore the na-
ture of this trend, contrasts were tested between short �25 and
50 ms�, medium �100 and 150 ms�, and long �200 and
300 ms� durations, excluding the 500 ms condition. Short
and medium prime durations did not differ significantly from
each other �F�1,63�=0.52, p=0.47�, but long prime durations
produced significantly less priming than either short �F=15,
p�0.001� or medium �F=9.7, p=0.003� durations. As dis-
cussed in the Introduction, a long temporal integration win-
dow would predict an increase in priming up to durations
equal to that of the window, around 150–250 ms. The fact
that such an increase did not occur and that maximal priming
occurs at the shorter durations supports a short temporal in-
tegration window for vowel quality perception.

C. Discussion

The results of experiment 1 indicate that priming mag-
nitudes are highest at the shortest prime durations, remain
level at durations of 100–150 ms, and decline at longer du-
rations. The fact that the short duration primes did not pro-
duce a smaller priming effect than the medium duration
primes is consistent with a short temporal integration win-
dow for the processing of vowels, but not a long one. As
discussed in the Introduction, medium to long primes should
excite a long window better than short primes. This should
result in greater magnitudes of priming for either medium or

long primes than for short primes, a pattern which was not
found in experiment 1. Thus, the current results indicate that
the perception of vowel quality draws on an auditory pro-
cessing channel with a short temporal integration window of
20–50 ms.

Finally, it is of interest that priming magnitudes actually
declined at the longer prime durations. Standard auditory
models �cf. Viemeister and Wakefield, 1991� predict that au-
ditory activation �and thus, presumably, the magnitude of the
priming effect� would plateau at durations longer than that of
the relevant temporal integration window. A few factors that
are not incorporated into the basic auditory models might
explain the obtained decline in the magnitude of priming.
For example, many parts of the auditory system have been
found to respond strongly to stimulus onsets �Furukawa and
Ishii, 1967; Smith, 1977; Rhode and Smith, 1985; Pfeiffer,
1966; Rhode et al., 1983�. Such an onset response might
produce a decline in priming at longer prime durations, since
increasing duration would increase the temporal separation
between prime and target onsets, allowing more time for the
auditory response to decay. In addition, it is of interest that
no significant difference was found between short �25 and
50 ms� and medium �100 and 150 ms� prime durations, sug-
gesting a delay before priming magnitudes begin to decline.
Further research is needed to explore this phenomenon.

III. EXPERIMENT 2

In experiment 1, it was shown that the priming effect
produced by nonspeech tone complexes matched to a target
vowel’s formant frequencies is greatest at the shortest prime
durations, suggesting that the spectral properties of vowels
are extracted over a relatively short temporal window. To
determine whether the effect of prime duration would be the
same when primes engage higher levels of phonetic process-
ing along with auditory levels, experiment 2 replicated the
duration conditions of experiment 1 using matched or mis-
matched vowel primes in place of nonspeech tones.

A. Methods

1. Subjects

Subjects were 70 native speakers of North American
English, who met the same criteria as the subjects who par-
ticipated in experiment 1 but who had not taken part in ex-
periment 1.

2. Stimuli

Targets were the same tokens of �i� and �a� used in ex-
periment 1. Primes were vowel stimuli, created by altering
the duration of the vowel targets to 25, 50, 100, 150, 200,
300, and 500 ms using the PRAAT software package’s
�Boersma and Weenink, 2007� implementation of Moulines
and Laroche’s �1995� pitch-synchronous overlap-and-add al-
gorithm.

3. Procedure

All aspects of the experimental procedure, with the ex-
ception of the different primes, were the same as in experi-
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FIG. 2. Results of experiment 1. The magnitude of priming—RT for clash
trials minus RT for match trials—is shown as a function of prime duration.
Error bars indicate 1 standard error for the cross-subject mean.
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ment 1. Subjects were told that vowels would come in pairs,
and that they should ignore the first vowel in each pair and
only respond to the second by pressing one of two buttons
labeled with the target vowels. Both performance and
reaction-time measures were taken. Prime duration varied
between subjects, with ten subjects participating in each of
the seven duration conditions. Subjects completed 250 match
and 250 clash trials for each of the two target vowels.

B. Results

Table II lists mean error rates and RT, for match and
clash trials at each prime duration of experiment 2. As in
experiment 1, mean RTs were calculated for each subject for
all trials of a given type, excluding trials for the same reasons
as in experiment 1 �1.05% of trials�. The subject’s mean
reaction time for match trials was then subtracted from the
mean for clash trials to produce a single difference value, the
magnitude of priming for that subject. Figure 3 shows the
magnitude of priming as a function of prime duration for the
vowel prime stimuli of experiment 2 as well as the non-
speech primes of experiment 1. A single-factor ANOVA re-
vealed a significant effect of prime duration on priming mag-
nitude �F�6,63�=3.45, p=0.005�. Polynomial trend analysis of
the speech-prime conditions found significant or nearly-
significant linear �F�1,63�=10.0, p=0.002�, quadratic �F�1,63�
=2.81, p=0.098�, and cubic trends �F�1,63�=7.02, p=0.010�,
without significant fourth-order �F�1,63�=0.312, p=0.579� or

fifth-order �F�1,63�=0.13, p=0.133� trends. As in experiment
1, the nature of this trend was further explored by testing
contrasts between short �25 and 50 ms�, medium �100 and
150 ms�, and long �200 and 300 ms� prime durations. In ex-
periment 1, short primes produced as large an effect as me-
dium, and a greater effect than long primes. In contrast, the
medium-duration primes of experiment 2 produced a larger
effect than short �F�1,63�=4.2, p=0.045� or long �F�1,63�=7.2,
p=0.009� primes, while short and long primes did not differ
significantly �F�1,63�=0.41, p=0.52�.

Finally, the results of experiments 1 and 2 were directly
compared in a two-factor �prime duration�prime type�
ANOVA, using the results of experiment 1 as a “nonspeech”
prime type condition and the results of experiment 2 as a
speech prime type condition. Results indicated significant
main effects of prime duration �F�6,126�=5.18, p�0.001� and
prime type �speech vs nonspeech; F�1,126�=67.4, p�0.001�,
and an interaction that approached significance �F�6,126�
=2.07, p=0.061�. This interaction was consistent with the
different patterns observed in experiments 1 and 2.

C. Discussion

Experiment 2 found a significantly greater priming ef-
fect for speech primes than for nonspeech. This is neither
surprising nor particularly interesting given that the primes
of experiment 2 were acoustically closer to the targets than
were the nonspeech primes of experiment 1, and matched the
targets phonetically as well. Of more interest is the effect of
prime duration on the speech and nonspeech prime condi-
tions. While experiment 1 found the greatest priming at the
shortest prime durations, experiment 2 found priming to be
greatest with the medium-duration primes of 100 and
150 ms. These two patterns likely reflect a difference in the
processing mechanisms for the two kinds of stimuli. Experi-
ment 1, using nonspeech primes, taps primarily auditory lev-
els of processing, whereas experiment 2, using vowel primes,
taps both auditory and phonetic levels. Thus, the data from
experiment 2 suggest that phonetic processes operate over a
timescale of approximately 150 ms, consistent with the inter-
pretation of backward masking results by Dorman et al.
�1977� �Massaro, 1972; Pisoni, 1972� in the perception of
vowels as reflecting higher-level processing occurring over
100–200 ms.

TABLE II. Cross-subject mean error rates and response times for experiment 1.

Prime duration
�ms�

Error rate �per 1000 trials� Response time �ms�

Match Clash Difference Match Clash Difference

25 2.2 11 9.2 446 503 57
50 5.4 21 16 456 536 80

100 9.0 22 13 504 598 94
150 3.4 18 14 480 582 102
200 4.2 11 6.6 476 550 74
300 6.2 13 6.6 417 461 44
500 7.8 11 3.2 507 534 27
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FIG. 3. Results of experiment 2. Solid line shows the magnitude of priming
by prime duration for vowel primes and vowel targets. Dotted line shows
magnitude of priming by duration for nonspeech primes and vowel targets
�data from experiment 1�. Error bars indicate 1 standard error for cross-
subject mean.
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IV. GENERAL DISCUSSION

The current experiments explored the temporal process-
ing of vowels by manipulating the duration of both non-
speech �experiment 1� and speech �experiment 2� primes,
which preceded vowel targets in a vowel-identification task.
In both experiments, matched primes facilitated the identifi-
cation of acoustically similar targets. In experiment 1, the
magnitude of priming showed a linear decline across the du-
ration intervals; priming magnitudes were highest at the
shortest prime durations, remained level at durations of
100–150 ms, and declined at longer durations. In experiment
2, priming magnitudes showed an initial increase with the
greatest priming at medium durations of 100–150 ms fol-
lowed by a subsequent decline. These results support a
model in which vowels undergo an initial auditory analysis
within a short temporal window. The output of this analysis
is then mapped onto phonetic perceptual mechanisms where
longer-scale temporal dynamics play a role.

At the auditory level, the current results are compatible
with a range of window durations, including Poeppel’s
�2003� proposal of 20–40 ms, but they are not compatible
with the exclusive involvement of a medium or long window
of analysis for vowel quality perception. Instead, the current
studies suggest that vowel quality perception draws on the
output of a high-temporal-resolution, low-spectral-resolution
auditory processing channel. It is possible that the temporal
window for the auditory analysis of vowels may be shorter
than 25 ms and possibly shorter than 10 ms as proposed by
Viemeister �1979�; however, given that primes of this dura-
tion were not used this hypothesis would need to be tested
directly.

Determining the temporal and spectral parameters of this
auditory channel will help explain the vowel perception pro-
cess as a whole. For example, models of vowel perception
have tended to avoid direct claims about auditory processing.
Syrdal and Gopal �1986�, for example, described a model of
vowel identification from formant frequencies but did not
specify how these frequencies are obtained �they used Peter-
son and Barney’s �1952� measurements�. Molis �2005� con-
trasted a number of models of vowel perception. Although
some of these incorporate knowledge of peripheral auditory
processing �i.e., critical-band filtering�, none includes the
possibility that central auditory processing might introduce
different channels with different spectral and temporal reso-
lutions.

The current study has proceeded from the assumption of
multiple temporal windows, but there are other potential ex-
planations for the differences that have been found in the
temporal resolution of different psychoacoustic tasks. One of
these Viemeister and Wakefield’s �1991� “multiple looks”
model �cf. also Moore, 2003, 2008� proposes that incoming
sounds are analyzed within a single, short temporal window,
but that specific sounds are identified on the basis of tem-
plates, which can span several windows �i.e., multiple looks�.
Hillenbrand and Houde’s �2003� model of vowel perception
takes a similar approach in the frequency domain, arguing
that spectral smoothing to obscure a vowel’s harmonics is
not necessary, because a high-spectral-resolution representa-

tion of the vowel can instead be compared directly to a
smooth template. Experimentally distinguishing between a
“multiple windows” model and a “multiple looks” model is
rather difficult, and the results of the current study are com-
patible with both models. Within a multiple looks frame-
work, the current study suggests that steady-state vowels are
identified on the basis of short, low-spectral-resolution tem-
plates.

Much remains to be learned about the temporal and
spectral parameters of the auditory processing of vowels, as
well as other speech sounds. Future studies can explore these
areas using the basic methodological framework presented in
the current paper. Perceptual interactions between speech and
nonspeech sounds, because they are likely to occur at rela-
tively early auditory stages of the speech-processing stream,
provide a unique window into this level of processing. By
illuminating such mechanisms, this line of research will also
shed light on the building blocks of higher-level processes.
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I. MULTISYLLABIC NONWORDS: MORE THAN A
STRING OF SYLLABLES

The ability to repeat multisyllabic nonwords �nonword
repetition� has been linked to new word learning in both
children �Gathercole et al., 1992� and adults �Atkins and
Baddeley, 1998; Gupta, 2003�, and in both native �Gather-
cole and Baddeley, 1989� and foreign language learning
�Masoura and Gathercole, 1999, 2005; Service, 1992�. Such
findings have led to widespread interest in understanding the
cognitive processes that underlie nonword repetition. Non-
word repetition was first proposed as a relatively pure index
of phonological short-term memory �STM� capacity �Gath-
ercole and Baddeley, 1989, 1993�. Reports that nonword rep-
etition accuracy decreases with increasing nonword length
�Gathercole et al., 1994� and forms a classic serial recall
curve �Archibald and Gathercole, 2007a; Gupta, 2005� are
consistent with this position. Not all of the available evi-
dence can be explained by STM, however.

Several studies have demonstrated that characteristics of
the nonwords themselves influence performance, such as the
extent to which the nonwords resemble real words �Gather-
cole, 1995�, the prosodic structure of the nonword �Roy and
Chiat, 2004�, the phonotactic probability of the inherent pho-
nemes �Edwards et al., 2004�, and the articulatory complex-
ity of the nonword �Archibald and Gathercole, 2006�. One
area that has not been explored as closely concerns the extent

to which the coarticulatory information inherent in multisyl-
labic nonwords influences repetition accuracy. The studies
reported in the present paper investigated three factors that
may influence nonword repetition, nonword duration, coar-
ticulatory cues, and within-word prosodic patterns.

The role of STM in nonword repetition has been inves-
tigated by comparing performance on this task to a classic
immediate serial recall paradigm. In a recent study, typically
developing children aged 6–12 years repeated nonword syl-
lable lists presented either as whole multisyllabic forms or as
lists of individual syllables for serial recall �Archibald and
Gathercole, 2007a�. Consistent with previous findings
�Gupta, 2005�, a serial recall curve was found for both con-
ditions. Interestingly, the results clearly established more ac-
curate repetition of the naturally articulated multisyllabic
nonwords than lists of �equivalent� syllables presented indi-
vidually, at least for this age range.

Why should multisyllabic nonwords be easier to recall
than lists of individual syllables? One possibility lies in the
temporal difference between the conditions. In the study of
Archibald and Gathercole �2007a� overall stimulus duration
was greater in the serial recall paradigm due to the pause
time between list items. Attempting to retain information in
STM for longer periods may lead to greater loss for two
reasons. One explanation relates to the suggestion that the
contents of STM spontaneously decay over time in order to
allow for continuous updating and removal of information no
longer needed �e.g., Baddeley, 1986; Cowan, 1999�. Accord-
ing to this view, lists of longer duration will be subject to
greater loss over time resulting in greater forgetting in the
longer serial recall lists than the shorter nonword repetition
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condition. A second view holds that when several elements
are held in STM simultaneously, interference arises such that
representations may become degraded �e.g., Nairne, 2002�. It
follows from this that opportunities for interference will be
greater when information is retained for longer periods.

An additional factor is the effect of coarticulation, the
overlap in the articulation of sound gestures for consecutive
segments of an utterance �MacNeilage, 1980�. Coarticulatory
information is known to influence speech perception. For
example, listeners can predict the following vowel when pre-
sented with only the aperiodic portion of the consonants that
preceded it �e.g., Nittrouer and Whalen, 1989; Tjaden and
Sussman, 2006�; listeners are faster and more accurate at
identifying a vowel when the preceding sounds contain ap-
propriate coarticulatory information �e.g., Martin and Bun-
nell, 1981, 1982�; and listeners have more difficulty identi-
fying vowels when coarticulatory information is distorted
such as in speakers with apraxia of speech �Southwood et al.,
1997�. It therefore appears that coarticulatory cues enhance
listeners’ ability to perceive the identity of later occurring
segments in a way that maximizes the efficiency and speed
of speech perception �Ostreicher and Sharf, 1976�. It has
been suggested that the absence of coarticulatory cues across
word boundaries may account for the decrease in immediate
sentence recall observed in synthetically as compared to
naturally produced speech �Paris et al., 2000�.

Coarticulatory cues are available across syllables in mul-
tisyllabic nonword repetition but not in serial list recall para-
digms. Bidirectional coarticulatory effects across syllables
from one vowel �V� to the preceding vowel �i.e., anticipatory
effects� and to the vowel of the next syllable �i.e., carry-over
effects� have been documented physiologically, acoustically,
and perceptually �Sharf and Ohde, 1981�. Coarticulatory ef-
fects have been found to be influenced by the intervening
consonants �Bell-Berti and Harris, 1976; Hansen, 2003�, syl-
lable stress �Cho, 2004�, and the language spoken �Beddor
et al., 2004�. For example, languages with a dense vowel
space such as American English have been found to allow
more V-to-V coarticulation than languages with sparser
vowel spaces �Choi and Keating, 1991�. The effect of syl-
lable structure on V-to-V coarticulation has also been stud-
ied, to some extent. Greater anticipatory than carry-over ef-
fects have been observed for open consonant �C�–vowel
syllables �CV� such as those employed in the present study
�Modarresi et al., 2003�. Other studies, however, have re-
ported no effect of syllable structure on V-to-V coarticulation
�Mok et al., 2007�.

There is growing evidence that the prosodic pattern of a
nonword also influences immediate recall. Stress patterns
have been found to affect repetition both for English �Gupta
et al., 2005; Reeves et al., 2000; Roy and Chiat, 2004� and
Japanese speakers �Yuzawa and Saito, 2006�, and for typi-
cally developing and language impaired children �Chiat and
Roy, 2007; Gallon et al., 2007�. Typically, errors are more
frequent for weak than strong syllables with prestress syl-
lables being the most vulnerable �e.g., Roy and Chiat, 2004�.
Our previous study of nonword repetition and serial recall
�Archibald and Gathercole, 2007a� was not designed to in-
vestigate the influence of prosodic factors. Indeed, all of the

syllables in the multisyllabic nonwords contained tense vow-
els and were produced with equal-stress–across-syllables.
This design served the dual purpose of improving the acous-
tic saliency of all syllables, and reducing the “wordlikeness”
of the nonwords thereby making them resistant to support
from long-term lexical knowledge �Dollaghan and Campbell,
1998�. Nevertheless, a suprasegmental contour at the level of
the whole nonword would have been present in the multisyl-
labic forms and may have led to improved recall. The extent
to which suprasegmental or within-word stress patterns may
facilitate the retention of multisyllabic forms over syllable
lists remains unclear.

This paper presents three experiments aimed at investi-
gating the role of phonetic information in nonword repetition
performance. In these experiments, we manipulate list dura-
tion, coarticulatory information, and prosodic cues within a
standard nonword repetition task. In each experiment adults
recalled nonword CV syllable strings of matched phonologi-
cal content under different conditions that manipulated tem-
poral, coarticulatory, or prosodic aspects of the signal. Recall
accuracy of naturally articulated multisyllabic nonwords was
compared to multisyllabic strings of equal duration without
coarticulatory cues in experiment 1, multisyllabic forms with
and without valid coarticulatory cues in experiment 2, and
multisyllabic forms with and without within-word stress in
experiment 3. More accurate recall of natural nonwords and
sequences with valid coarticulatory information would point
to the role of coarticulation in supporting retention. And bet-
ter performance on multisyllabic forms with within-word
stress patterns would reflect the positive influence of pro-
sodic information.

II. EXPERIMENT 1

In the first experiment, participants repeated syllable
strings presented as naturally articulated multisyllabic non-
words, in serial recall lists with one syllable presented at a
rate of one per second, and as strings derived by concatenat-
ing individually produced CV syllables to obtain a multisyl-
labic nonword form of equivalent duration to the naturally
articulated nonwords. One aim of experiment 1 was to estab-
lish the recall advantage of nonword repetition in an adult
group. A second goal was to equate the temporal duration of
naturally articulated multisyllabic nonwords and syllable
strings through the use of simple concatenation. Less accu-
rate performance on the serial recall lists but equivalent per-
formance on the multisyllabic forms would point to the in-
creased trial duration in serial recall as a significant
detriment to performance. Superior repetition of naturally ar-
ticulated than concatenated multisyllabic forms may reflect
the importance of coarticulatory cues in enhancing recall.

A. Method

1. Participants

Twenty-four students participated in the present experi-
ment �mean age=17.43 years, range=16.83–18.67�. Par-
ticipants were from a local sixth form in York, England and
were completing their final year of high school. English was
the native language of all participants.
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2. Procedure

All participants completed a repetition task under three
conditions: repeating naturally spoken nonwords �natural
nonwords�, concatenated syllables, and syllable sequences.
Order of presentation of the conditions was counterbalanced,
with eight participants completing each of three presentation
orders. In each condition, eight experimental trials preceded
by two practice trials consisting of five CV syllables were
presented. The five-syllable length was chosen based on pilot
testing indicating this sequence length resulted in adequate
numbers of errors to yield accuracy rates below ceiling in
most participants. The CV syllables comprising the lists were
constructed from a pool of phonemes excluding the eight
consonants that are late acquired �Shriberg and Kwiatowski,
1994�. Only tense vowels were included so that the multisyl-
labic nonwords could be produced with roughly equal-stress-
across-syllables �Dollaghan and Campbell, 1998�, thereby
minimizing prosodic differences among conditions. The re-
sulting pool of 30 CV syllables, generated by combining 13
consonants and 8 vowels, are shown in Table I. Twenty-four
syllables were selected for use in the experimental trials. The
remaining six syllables were employed in the practice trials,
with the exception that one syllable from the experimental
pool was also used to construct the practice items in order to
fulfill the criteria described below for sequence construction.

For each condition, the eight sequences were created by
combining the syllables from the 24-syllable pool for the
experimental tasks with the following constraints: No pho-
nemes were repeated within a sequence; each vowel occurred
in each ordinal position for each task; any syllables recurring
in a condition occurred in a different ordinal position. Note
that each syllable string across all conditions was unique in
order to eliminate implicit learning that may arise from the
repetition of identical items. A digitized recording was made
of a female speaker producing the syllables in isolation and
the multisyllabic nonwords.

Presentation of the experimental stimuli was controlled
by a specialized computer program written in VISUAL BASIC

�Microsoft Corporation, 2003�. For the syllable sequence
task, the participant was asked to listen to each sequence of
sounds and repeat them in the same order. The syllable se-
quences were presented at the rate of one every 1 s for serial
recall. For the natural nonwords’ and concatenated syllables’
conditions, the participant was told that they would hear a
made-up word and asked to repeat it back immediately. All
responses were recorded digitally and phonetically tran-
scribed by the first author, a trained speech language patholo-
gist.

The average duration of the syllables in the syllable se-
quence condition was 456 ms �SD=38.87�; the total trial
duration of each sequence including pauses was approxi-
mately 3500 ms. The average duration of the natural non-
words was 2040 ms �SD=47.10�. The concatenated syllables
were created such that each individual syllable was 408 ms,
and the total trial duration was 2040 ms, equal to the mean
length of the naturally produced nonwords. The concatenated
syllables were created by compressing each of the relevant
syllables from the syllable sequence condition to 408 ms
using the time warp similarity function in GOLDWAVE �Gold-
wave Inc., 2003�, which overlaps similar sections of audio to
reduce length, and then concatenating the five syllables in
sequence with no intervening silence. Thus, the natural non-
word and concatenated syllables’ trials each presented con-
tinuous speech strings of equal duration, but the concat-
enated syllables were not naturally coarticulated.

B. Results and discussion

Recall accuracy for each syllable in the natural nonword,
concatenated syllables, and syllable sequence conditions was
scored using a strict serial order criterion according to which
a unit was only scored as correct if it was recalled in its
original position within the sequence. Table II summarizes
the syllable accuracy data for all of the reported experiments.
Figure 1 plots the experiment 1 accuracy results for each
recall type and serial position. An initial two-way analysis of
variance �ANOVA� �recall type�serial position� completed
on the syllable accuracy data revealed significant main ef-
fects for task, F�2,46�=11.829, p�0.001, �2

p=0.34, and
position, F�4,92�=80.806, p�0.001, �2

p=0.78. The interac-
tion failed to reach significance, F�8,184�=1.788, p=0.082,
�2

p=0.07. For the effect of recall type, pairwise comparisons
with Bonferroni corrections indicated that syllable accuracy
was significantly greater in the natural nonword than either
the concatenated syllables �p�0.001� or syllable sequence
conditions �p=0.013� while the latter two conditions did not
differ �p�0.05�. Within-subject contrasts revealed a signifi-
cant quadratic function for the main effect of position corre-
sponding to standard primacy and recency effects across con-
ditions. The results were also subjected to an item analysis,
with the syllables at different serial positions treated as the
random factor. Significant effects included recall type,
F2�2,8�=7.125, p=0.017, �2

p=0.664, and position,
F2�4,8�=37.742, p�0.001, �2

p=0.95, but not the interac-
tion, F2�8,105�=0.507, p�0.05, �2

p=0.04. In pairwise
comparisons between recall types, there was one signifi-
cantly different pair: Accuracy was greater in the natural

TABLE I. Syllables used to construct stimuli for experiments 1 and 3.

Practice trials
/fa*/ /dca*/ /gÄ/ /vÄ/ /tba(/ /uÅ(/ /v.*/

Experimental trials
/ka(/ /k.*/ /da*/ /pÅ(/ /te(/ /bÄ/ /gi/ /ku/
/fa(/ /v.*/ /ma(/ /mÅ(/ /ve(/ /tÄ/ /tbi/ /fu/
/ya(/ /tb.*/ /ta*/ /dÅ(/ /tbe(/ /dÄ/ /yi/ /vu/
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nonwords’ than the concatenated syllables’ condition �p
=0.034; all remaining comparisons, p�0.05�.

In this experiment, recall accuracy was significantly
greater when repeating naturally articulated nonwords than
nonwords of equal duration created by concatenating single
syllables or lists of single syllables. These results clearly
establish a recall advantage for multisyllabic nonwords over
syllable strings of matched content in adults, replicating pre-
vious findings for children �Archibald and Gathercole,
2007a�. The more accurate repetition of naturally articulated
nonwords than concatenated syllables of matched duration
indicates that the multisyllabic benefit is not simply due to
the more rapid presentation of multisyllabic forms over syl-
lable lists, ruling out explanations related to temporal decay
in the serial list paradigm as the source of the difference. One
possible explanation of the superior repetition in the natural
nonword than concatenated syllable conditions in the present
experiment relates to the synthetic manipulation �compres-
sion� of the concatenated syllables. Experiment 3 addresses
this issue by providing a replication of this finding without
the synthetic manipulation. A more interesting possibility is
that the naturally articulated nonwords provide additional
cues to support retention, and experiment 2 was designed to
address one potential source of such cues, coarticulation.

III. EXPERIMENT 2

Results of experiment 1 established that the repetition
advantage for multisyllabic nonwords does not lie in the
shorter overall duration of such stimuli. One suggestion has
been that multisyllabic forms contain additional phonetic sig-
nals of segmental structure in the form of coarticulatory and
prosodic cues. These cues may in turn facilitate a richer en-
coding of multisyllabic sequences. Experiment 2 was de-
signed to investigate the extent to which coarticulatory infor-
mation influences nonword repetition. In this experiment,

adults recalled nonword strings as naturally articulated mul-
tisyllabic nonwords, multisyllabic nonwords in which each
syllable was spliced from a different repetition in a way that
maintained coarticulatory information, and as multisyllabic
nonwords in which each syllable was spliced in a way that
created invalid coarticulatory information. As this experi-
ment represents one of the first investigations of coarticula-
tion in nonword repetition, invalid coarticulatory cues were
maximized by producing the required target syllable in a
different sequence where phonemes in adjacent syllables
were maximally different from the target. For example, se-
lected consonants differed from the target sequence in place
and manner of articulation, and voicing. That is, if the target
syllable was preceded by a syllable containing a back, voice-
less plosive, /k/, it was produced in a context preceded by a
labiodental, voiced fricative, /v/. Similarly, if the target syl-
lable was followed by a high front vowel, /i/, it was produced
in a context followed by a low back vowel, /Ä/.

As the aim of experiment 2 was to focus on coarticula-
tory cues, it was necessary to control prosodic information in
the nonwords. In order to achieve this, items in both spliced
conditions were created such that each syllable was cut and
pasted into an appropriate ordinal location. For example, the
initial syllable of a given nonword was always derived from
the initial syllable of the original nonword. This process as-
sured that each syllable was prosodically valid, eliminating
the possibility that differences in performance were due to
intonation and duration cues that were inappropriate for a
syllable in a given position. It should be noted also that the
use of phonologically equivalent nonwords across all three
conditions ensured that phonological content did not influ-
ence any set of items to differing extents.

The inclusion of two spliced conditions, containing ei-
ther valid or invalid articulatory information, addressed the
concern that nonword repetition performance could be weak-

TABLE II. Syllable accuracy for each serial position and recall type across three experiments.

Recall type Total

Serial position

1 2 3 4 5

M SD M SD M SD M SD M SD

Experiment 1 �n=24�
Natural nonwordsa 21.08 7.08 6.46 1.59 4.33 1.71 2.88 1.80 2.92 2.02 4.50 1.69
Concatenated syllablesb 16.25 5.24 5.08 1.47 3.58 1.79 2.54 1.74 2.00 1.62 2.92 1.35
Syllable sequences 17.17 4.30 5.67 1.17 4.17 1.34 2.50 1.32 1.67 1.05 3.17 1.93

Experiment 2 �n=14�
Naturally coarticulatedc 16.93 2.20 6.07 1.33 4.14 1.75 2.14 1.35 1.71 1.44 2.86 1.66
Spliced valid 16.07 5.62 5.14 1.66 3.93 1.64 3.07 1.59 1.71 1.33 2.21 1.37
Spliced invalid 12.00 4.57 3.64 1.74 2.50 1.23 2.00 1.47 1.21 1.31 2.21 1.37

Experiment 3 �n=14�
Stressed nonwords 20.79 7.22 5.43 1.70 4.29 2.30 3.36 1.55 3.14 1.79 4.57 1.83
Neutral prosodya 17.36 7.42 5.57 2.10 3.86 1.99 2.64 1.91 1.86 1.41 3.43 1.95
Concatenated syllablesb 15.21 7.19 5.07 1.64 2.57 2.03 2.50 2.07 2.29 2.13 2.79 1.72

aConstitutes the same recall type of the same items.
bThe concatenated syllables of experiment 1 were compressed prior to splicing whereas those of experiment 2 were not compressed.
cConstitutes the same recall type as in �a� but different phoneme sequences.
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ened simply due to the presence of spliced syllables. That is,
although care was taken to splice syllables in a way that
retained the naturalness of the nonwords, the act of splicing
the waveform could nevertheless have disrupted the signal in
a way that would lead to less accurate repetition. This would
be indicated by equally poor repetition accuracy in the
spliced conditions containing valid and invalid coarticulatory
information. In contrast, if performance was poorer in the
invalid condition, it would indicate that coarticulatory cues
do, in fact, influence recall in nonword repetition.

A. Method

1. Participants

Fourteen adults ranging in age from 18 to 35 years from
the London, ON community were recruited to participate in
the present experiment. All spoke English as their primary
language.

2. Procedure

All participants completed a repetition task under three
conditions, the repetition of naturally produced nonwords

���� ���� ���� �	
� �����

a) Repetition 5 of ��������	
���� for natural nonwords (no splicing)

c) Creating spliced invalid nonword �������������

b) Creating spliced valid nonword ������������

second repetition of ������������ third repetition of ������������

��� from

fourth

repetition

����

from fifth

repetition

����

from first

repetition

�����from

second

repetition

����

from third

repetition

first repetition of �����
����� second repetition of ������������

���� ������ �������

from

above left

����

from

above right
each from a different nonword with

adjacent phonemes different from

this nonword

FIG. 1. �Color online� Examples of an item created for each condition.
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�naturally coarticulated� and multisyllabic forms spliced
from either valid �spliced valid� or invalid �spliced invalid�
contexts. Condition order was counterbalanced across par-
ticipants such that there were three orders with eight partici-
pants each. Items were created following the same principles
as employed in experiment 1. CV syllables were constructed
from 11 consonants and 8 vowels chosen because they could
be paired with phonemes of highly contrastive articulation,
reliably segmented in the acoustic waveform, and create non-
words in CV structures. The vowels corresponded to the ex-
treme points of English vowel space: high-mid front, /i,(,e(/,
high back, /u,*/, mid back, /#/, low front, /æ/, or low back,
/Ä/, and the consonants included /p,b,t,d,k,g,f,v,b,tb,dc/. There
were a total of 26 syllables, 4 of which appeared only in the
practice trials �see Table III�.

A digitized recording was made of an adult female
speaker producing seven repetitions of each nonword. The
first and seventh repetitions were rejected in order to elimi-
nate prosodic differences that typically occur for initial and
final items in a list. The remaining repetitions were used to
create the auditory stimuli in each condition as follows: For
the naturally coarticulated condition �Fig. 2�a��, the ten items
�two practice and eight trials� were used as recorded, two
each from the first through fifth repetitions of the respective
nonword.

The target items for the two spliced conditions were
phonologically equivalent to those in the natural nonword
condition. However, stimulus tokens were constructed by
segmenting the recordings of nonwords into individual syl-
lables and re-splicing them. Syllables were segmented by
finding the offset of the vowel at the end of each syllable on
the acoustic waveform using the software program SOUND

FORGE 6.0 �Sonic Foundry Inc., 2002�. The spliced valid con-
dition consisted of syllables re-spliced from different tokens
of the same nonword item �see Fig. 2�b��. For example, the
first syllable was taken from the first token, the second from

the second token, and so on. Order of syllable selection was
counterbalanced across stimulus items. Note that this splic-
ing scheme maintained the validity of coarticulatory infor-
mation in the nonword since each syllable had been pro-
duced in the same phonetic context to which it was spliced.
In contrast, the spliced invalid stimuli contained spliced syl-
lables taken from five-syllable nonwords in which adjacent
syllables had phonemes with highly contrastive articulation
demands from those of the target stimulus �Fig. 2�c��. That
is, none of the syllables in the stimulus word had originally
been produced with the same adjacent phonemes as the tar-
get. For example, to create the spliced invalid nonword
/kub*tbe(tÄv(/, the syllable /ku/ was taken from the nonword
/kudibÄg*te(/, where /di/ is distinguished from the target sec-
ond syllable—/b*/—in terms of place, manner, and voice of
the consonant, and place of the vowel. Similarly, /b*/ was
taken from /væb*bÄgifu/, where /væ/ is similarly distin-
guished from the target first syllable /ku/, and /ba/ from the
target third syllable /tbe(/, and so on. Note that additional
five-syllable sequences were recorded as necessary to pro-
vide appropriate syllables to construct target stimuli. The
same process was employed for selecting syllables to be
spliced as in the valid condition above.

It should be noted that the splicing procedures were
identical for the valid and invalid conditions; thus any detri-
ment caused by the act of splicing would be equivalent
across both conditions. Nevertheless, it was the case that the
syllable transitions were less smooth for the invalid than
valid conditions. In order to ensure that the resulting invalid
sequences were perceived as the target sequence, a trained
research assistant unaware of the correct forms or nature of
the experiment phonetically transcribed the spliced invalid
nonwords. For 11 of the 50 syllables, changes in the oral
aperture related to anticipatory coarticulatory processes oc-
curring before vowel offset resulted in the perception of the
presence of an additional consonant. That is, the syllable,
/ku/, spliced from the sequence /kudi../ was perceived as
/kud/ despite the fact that the alveolar closure had not yet
been achieved. The change in the oral aperture leading to this
misperception was clearly visible as a change in the vowel’s
acoustic waveform. This section of the waveform was at-
tenuated to eliminate the misperception. On average, the du-
ration of the attenuation was 0.06 s �SD=0.03�. While this
process maintained the invalid coarticulatory cues and dura-
tion, it reduced opposing coarticulatory information.

Stimulus presentation was controlled by the same com-
puter software program as employed in experiment 1. Par-
ticipant responses were digitally recorded and phonetically
transcribed. Recall accuracy in the naturally coarticulated,

TABLE III. Syllables used to construct stimuli for experiment 2.

Practice trials
/f*/ /w#/ /gÄ/ /j*/

Experimental trials
/kae/ /b*/ /v(/ /p#/ /te(/ /bÄ/ /gi/ /ku/
/fae/ /d*/ /k(/ /b#/ /ve(/ /tÄ/ /tbi/ /fu/

/dcae/ /t*/ /tb(/ /d#/ /tbe(/ /dÄ/
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FIG. 2. Mean syllable accuracy �out of eight trials� at each serial position
for the natural nonwords, concatenated syllables, and syllable sequences
conditions.
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spliced valid, and spliced invalid conditions was scored by
the first author using the same serial order criterion as em-
ployed in experiment 1.

B. Results and discussion

Figure 3 plots the experiment 2 accuracy data across
serial position for each recall type �naturally coarticulated,
spliced valid, and spliced invalid�. An initial two-way
ANOVA �recall type�serial position� completed on the syl-
lable accuracy data revealed a significant main effect of re-
call type, F�2,26�=13.860, p�0.001, �2

p=0.52, and posi-
tion, F�4,52�=46.346, p�0.001, �2

p=0.78, and a
significant interaction, F�8,104�=3.059, p=0.004, �2

p
=0.19. For the main effect of recall type, pairwise compari-
sons with Bonferroni correction revealed significantly less
accurate performance in the spliced invalid condition than
both the naturally coarticulated �p=0.001� and spliced valid
conditions �p=0.002� while the latter two conditions did not
differ �p�0.05�. The effect of recall type on serial position
was investigated using simple pairwise t-tests. There was no
difference in the recency effects across conditions as evi-
denced by no task differences at the fourth and fifth serial
positions �p�0.05, all cases�. Primacy effects were signifi-
cantly reduced in the spliced invalid condition as indicated
by significantly less accurate performance in this than either
of the other two conditions at positions 1 and 2 and at posi-
tion 3 compared to the spliced valid condition, t�13��2.4,
p�0.05, all cases. In the corresponding items analysis, there
was a significant main effect of position, F2�4,8�=15.023,
p=0.001, �2

p=0.88. The task term did not reach signifi-
cance, F2�2,8�=2.657, p=0.13, �2

p=0.40, likely a reflection
of the low power in the item analysis as a result of the small
number of items. Importantly, the effect size for the task term
in the item analysis was comparable to the F1 ANOVA and
the means reflected a similar trend with higher proportions of
participants repeating syllables accurately in the naturally
coarticulated �M =0.42; SD=0.27� and spliced valid condi-
tions �M =0.40; SD=0.24� compared to the spliced invalid
task �M =0.32; SD=0.24�. The interaction was not signifi-
cant, F2�8,105�=1.077, p�0.05, �2

p=0.08.
Thus, syllable accuracy was greater in the two condi-

tions presenting valid coarticulatory information �naturally
coarticulated and spliced valid nonwords� compared to the
spliced invalid condition. These results demonstrate the posi-
tive influence of valid over invalid coarticulatory cues in
immediate repetition. It is possible that coarticulatory pro-

cesses enable a richer encoding of temporary phonological
representations because they transmit information about
more than one phoneme at a time �Liberman et al., 1967�.
One interesting aspect of the present results is the finding
that there was very little cost to the splicing of the acoustic
waveform in that recall accuracy did not differ between the
naturally coarticulated and spliced valid conditions. Recent
evidence has demonstrated superior repetition for natural vs
synthetic speech �e.g., Humes et al., 1993�. Nevertheless, the
present findings suggest that immediate repetition processes
can withstand small disruptions to the acoustic waveform.
Such a skill may be adaptive, as it would assist with recog-
nition of highly similar �but not identical� acoustic forms.

The coarticulatory effect in the present experiment was
more pronounced in the primacy portion of the recall curve.
The presence of primacy and recency effects in nonword
repetition has been established previously �Gupta, 2005�, as
have differential primacy and recency effects in immediate
recall generally �Cowan et al., 2002; Oberauer, 2003�. Typi-
cally, primacy effects are attributed to an automatic atten-
tional gradient operating during encoding such that items
presented first receive more attention and therefore are en-
coded �and recalled� more accurately �e.g., Brown et al.,
2000; Farrell and Lewandowsky, 2002; Oberauer, 2003; Page
and Norris, 1998�. The present findings suggest that the pres-
ence of valid coarticulatory information may further enhance
encoding especially when the attentional gradient is highest.

These findings indicate that the more accurate recall of
multisyllabic forms than syllable lists relates, at least in part,
to the coarticulatory information inherent in the multisyllabic
strings. Experiment 3 investigates the influence on retention
of another factor that differs between these forms, prosody.

IV. EXPERIMENT 3

Prosodic structure has been found to play a role in non-
word repetition �Gallon et al., 2007; Roy and Chiat, 2004;
Yuzawa and Saito, 2006�. Nevertheless, experiments 1 and 2
were designed to minimize prosodic influences on recall by
employing equal-stress-across-syllables. It could be argued
that such stimuli remain list-like leading to the underestima-
tion of the importance of processes related to the learning of
more plausible novel words. Experiment 3 was designed to
examine the influence on nonword repetition of information
inherent to more plausible nonwords, prosodic information.
In this final experiment, stress patterns common to five-
syllable words in English were imposed on nonwords creat-
ing within-word stress contours. This condition was com-
pared to the naturally articulated nonwords employed in the
previous experiments that had neutral prosody �i.e., equal-
stress-across-syllables�. An aprosodic condition was also cre-
ated by concatenating syllables recorded in isolation. In or-
der to avoid the temporal and manipulated confound present
in experiment 1, the isolated syllables were produced with a
naturally short duration such that no compression was re-
quired and the sequence duration was not significantly
longer.

Graded and decreasing performance across all three of
these conditions, within-word stress, neutral prosody, and
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aprosodic nonwords, would provide strong evidence of the
positive influence of prosodic information on immediate re-
call of multisyllabic forms. More accurate recall in the
within-word stress relative to the neutral prosody conditions
would point to the importance of syllable level prosodic in-
formation rather than strictly a suprasegmental benefit.

A. Method

1. Participants

The 14 adults who participated in experiment 2 also
completed experiment 3. Order was fixed such that all par-
ticipants performed experiment 2 first, with a 5-min break
between sessions.

2. Procedure

All participants completed a repetition task under three
conditions, the repetition of naturally produced nonwords
with within-word stress �stressed nonwords�, naturally pro-
duced nonwords with equal-stress-across-syllables �neutral
prosody�, and an aprosodic condition �concatenated syl-
lables�. Condition order was counterbalanced across partici-
pants such that there were three orders with eight participants
each. The phonological form of items was the same as those
employed in experiment 1 �which differed from those in ex-
periment 2�.

A digitized recording was made of an adult female
speaker producing four repetitions of each syllable sequence
used in the stressed nonword and neutral prosody conditions,
and the item was selected from either the second or third
repetition. Note that fewer repetitions were needed because
the items were not spliced from different repetitions but
taken as a single production. Items in the stressed nonword
condition were produced with one of three stress patterns
common to English multisyllabic words �i.e., weak
�W�-strong1 �S�-WS2W as in “accumulation;” S2WS1WW as
in “hippopotamus;” S1WWS2W as in “qualification”�. Items
in the neutral prosody condition were produced with equal–
stress-across-syllables. For the concatenated syllables’ condi-
tion, syllables were naturally produced in isolation with short
duration so that the average duration of the syllable string
once concatenated �M =1.91 s, SD=0.08� would be equiva-
lent to that of the stressed nonword condition �M =1.85 s,
SD=0.17; t�18�=−1.105, p�0.05�. This procedure elimi-
nated the need to artificially compress syllable length as oc-
curred in experiment 1. Note that the items in the neutral
prosody group had the longest average duration �M =2.08 s,
SD=0.08� compared to either of the other two conditions,
t�18��3.9, p�0.05, both cases.

Stimulus presentation was controlled by the same com-
puter software program as employed in experiment 1. Par-
ticipant responses were digitally recorded and phonetically
transcribed. Recall accuracy was scored by Archibald using
the same serial order criterion as employed in experiment 1.

B. Results and discussion

Figure 4 plots the experiment 3 syllable accuracy data
across serial positions for the stressed, neutral, and concat-
enated syllables’ conditions. An initial two-way ANOVA �re-

call type�serial position� completed on the accuracy data
revealed significant effects of recall type, F�2,26�=14.266,
p�0.001, �2

p=0.52, position, F�4,52�=18.107, p�0.001,
�2

p=0.58, and recall type and position, F�8,104�=2.071, p
=0.045, �2

p=0.14. Pairwise comparisons with Bonferroni
correction for recall type revealed significantly more accu-
rate repetition in the stressed than both the neutral �p
=0.009� and concatenated syllable conditions �p=0.003�.
Also, there was a marginally significant difference between
the latter two conditions �p=0.066�. The interaction was ex-
plored through pairwise t-tests. The most consistent effect
was the recency advantage for stressed nonwords compared
to both the remaining conditions at serial position 5, and to
the neutral nonwords at positions 3 and 4. The reduced pri-
macy effect for the concatenated syllables observed in ex-
periment 1 was present here at position 2. Remaining com-
parisons were nonsignificant �p�0.05�. In the corresponding
items’ analysis, significant effects were found for recall type,
F2�2,8�=8.537, p=0.01, �2

p=0.68, and position, F2�4,8�
=20.426, p�0.001, �2

p=0.91, but not for the interaction
term, F2�8,105�=0.662, p�0.05, �2

p=0.05. In pairwise
comparisons for task type, repetition accuracy was signifi-
cantly greater in the stressed nonword than concatenated syl-
lables �p=0.004�. All remaining comparisons were nonsig-
nificant �p�0.05, all cases�.

It should be noted that in one further analysis comparing
syllable accuracy for the strong vs weakly stressed syllables
in the stressed nonword condition, no significant difference
was found between stress types, t�26�=−1.206, p�0.05.

In this experiment, syllable recall was more accurate in
the F2 analysis for the within-word stress condition than con-
catenated syllables and in the F1 analysis than either of the
other two conditions, an effect that was greater in the re-
cency portion of the curve. Consistent with previous findings
�Roy and Chiat, 2004�, within-word prosodic pattern facili-
tated recall. It could be argued that the presence of a within-
word stress pattern increased the wordlikeness of the non-
words, thereby facilitating recall through the lexical effect
�e.g., Gathercole, 1995�. Lexicality, however, has tradition-
ally been associated with improved primacy rather than re-
cency �e.g., May and Sande, 1982�. One explanation of re-
cency effects is the temporal distinctiveness hypothesis,
which holds that items presented more recently will be more
distinctive on average and thereby enjoy a recall advantage
�Brown et al., 2000�. It may be that the differential stress
patterns across syllables in the stressed nonwords of the
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present experiment enhanced their distinctiveness leading to
more accurate recall overall, and in the final serial positions,
in particular.

It should be noted that experiment 3 essentially repli-
cated the finding from experiment 1 that naturally articulated
nonwords were repeated more accurately than concatenated
syllables of matched duration. In addition to the more accu-
rate performance on stressed nonwords, the higher scores on
the neutral prosody nonwords �equivalent to the natural non-
words; condition in experiment 1� than the concatenated syl-
lables of shorter duration were marginally significant. While
this latter result may reflect a smaller effect size due to the
elimination of the synthetic manipulation in the concatenated
syllables’ condition, the marginally significant outcome with
this substantially smaller sample size �experiment 3, n=14;
experiment 1, n=24� in favor of the �longer� neutral prosody
sequences provides evidence that temporal duration does not
account for the nonword repetition advantage. It is possible
that a larger sample size may have reduced variability in
experiment 3 and lead to significant results matching those of
experiment 1.

V. GENERAL DISCUSSION

The present study examined the influence of three
acoustic-phonetic factors—list duration, subphonetic detail,
and prosody—on nonword repetition performance. In the
first experiment, we compared repetition of naturally articu-
lated five-syllable nonwords to recall of concatenated syl-
lable strings of equal duration but which were created from
syllables produced in isolation. In a second experiment, we
more closely examined the influence of coarticulatory cues
by comparing nonword repetition of multisyllabic nonwords
containing either valid or invalid coarticulatory information,
and naturally produced nonwords. Finally, we compared
multisyllabic forms varying in prosodic detail including
common English stress patterns, suprasegmental contours
only, and aprosodic forms created by concatenating syllables
recorded in isolation. The results established superior imme-
diate recall for multisyllabic nonword forms over single syl-
lable lists in adults. The repetition advantage was not a result
of the shorter duration of multisyllabic strings. Valid coar-
ticulatory cues enhanced recall, especially over the first syl-
lables of the nonword. Within-word stress facilitated repeti-
tion, particularly over the final positions of the sequence.

These results clearly establish a recall advantage for
coarticulated multisyllabic nonwords that cannot be attrib-
uted to their overall shorter duration. One reason that multi-
syllabic nonwords may enjoy a repetition advantage over
syllable lists or concatenated syllables is that the structure of
the nonwords may promote chunking within STM. It has
been suggested that chunks form when stimuli already form
a unit or have external punctuation serving to group stimuli
�McLean and Gregg, 1967�, both of which apply in the case
of multisyllabic nonwords. The use of nonwords in the
present studies limits long-term memory processes forcing
greater reliance on STM estimated to have a capacity of

4�1 chunks �Cowan, 2001�. Thus, the five-syllable syllable
lists that resist chunking may have been more difficult to
recall than multisyllabic forms.

Not only was nonword repetition more accurate than
syllable list recall in the present studies, scores were higher
when valid coarticulatory information was present in the
multisyllabic form. The presence of invalid coarticulatory
cues disrupted recall to the greatest extent, as indicated by
the lowest performance across the three studies. The coar-
ticulation benefit was a robust finding with valid coarticula-
tory information preserved despite splicing of the waveform.
The greater primacy effect may indicate that coarticulation
information enhances encoding, especially when the atten-
tional gradient is highest. Traditionally, primacy effects have
been considered to reflect long-term memory support of
traces retained in memory for the longest time period �Craik,
1970�. It may be that valid coarticulatory information en-
hances encoding, which in turn facilitates activation of long-
term phonological representations.

It is interesting to speculate on how sensitivity to coar-
ticulatory information may influence nonword repetition.
One suggestion has been that coarticulation speeds process-
ing because it transmits information about more than one
phoneme at a time �Liberman et al., 1967�. Speeded process-
ing may have positive effects on speech perception, memory,
and language in that inputs may be recognized earlier and
additional time afforded for rehearsal and other processing
requirements. Relatedly, children with specific language im-
pairment �SLI�, an unexplained difficulty learning language,
have more difficulty repeating multisyllabic nonwords than
single syllable nonword lists �Archibald and Gathercole,
2007b�. It may be that children with SLI are less sensitive to,
or able to capitalize on, coarticulatory cues in connected
speech.

The present findings also indicate that prosodic pattern
positively influences immediate repetition of novel word
forms. Familiar within-word stress patterns conveyed a
marked advantage that was not tied simply to the more ac-
curate recall of strongly stressed syllables. Natural prosodic
patterns may further enhance the chunking processes de-
scribed above by highlighting distinctions between groups of
syllables. Increased distinctiveness between syllables may
account for the greater recency effect observed in the present
study as well.

One other possible explanation of the prosodic advan-
tage in the present study relates to list position. It is well
established in serial recall research �e.g., Treiman and Danis,
1988� that migrated or transposed units in responses are
much more likely to move to similar prosodic locations �i.e.,
a word-initial phoneme exchanges with a word-initial rather
than word-final phoneme�. It may be that the presence of
fewer syllables with equivalent stress markings in the within-
word stress condition in the present study decreased oppor-
tunities for same-position moves compared to the other con-
ditions with equal-stress-across-syllables.

VI. CONCLUSION

Nonword repetition was examined in three studies ex-
ploring the influence of nonword duration, coarticulatory in-
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formation, and prosodic cues. The results indicate that pho-
neme strings presented as a multisyllabic form rather than an
isolated syllable list are more accurately recalled. This ad-
vantage cannot be readily explained by STM accounts re-
lated to temporal decay. Both the presence of valid coarticu-
latory information and within-word stress patterns enhanced
recall. Coarticulatory effects were observed over the primacy
portion of the recall curve whereas prosodic influences were
linked to greater recency. These findings suggest that several
processes operating in conjunction in new word learning en-
able rich encoding and retention of novel phonological forms
facilitating transfer to long-term memory. It may be that in-
dividuals with word learning deficits such as those with SLI
are impaired in one or more of these processes.
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Difficulties in speech recognition experienced by cochlear implant users may be attributed both to
information loss caused by signal processing and to information loss associated with the interface
between the electrode array and auditory nervous system, including cross-channel interaction. The
objective of the work reported here was to attempt to partial out the relative contribution of these
different factors to consonant recognition. This was achieved by comparing patterns of consonant
feature recognition as a function of channel number and presence/absence of background noise in
users of the Nucleus 24 device with normal hearing subjects listening to acoustic models that
mimicked processing of that device. Additionally, in the acoustic model experiment, a simulation of
cross-channel spread of excitation, or “channel interaction,” was varied. Results showed that
acoustic model experiments were highly correlated with patterns of performance in
better-performing cochlear implant users. Deficits to consonant recognition in this subgroup could
be attributed to cochlear implant processing, whereas channel interaction played a much smaller role
in determining performance errors. The study also showed that large changes to channel number in
the Advanced Combination Encoder signal processing strategy led to no substantial changes in
performance. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075554�

PACS number�s�: 43.71.Ky, 43.71.Es �PEI� Pages: 1723–1736

I. INTRODUCTION

The majority of current cochlear implant users obtain
high levels of open set speech recognition in quiet �Meyer
et al., 2003�. Nevertheless, even the most successful cochlear
implant users are poorer than normal hearing listeners at
speech discrimination, particularly in adverse listening con-
ditions. One of the sources of perceptual difficulties for co-
chlear implant user is thought to be impaired spectral reso-
lution �Donaldson and Nelson, 2000�. This occurs because
cochlear implant processing converts the incoming acoustic
signal into a small number of envelope values. However,
impaired spectral resolution and associated perceptual defi-
cits may also be due to cross-electrode spread of excitation,
or channel interaction. This limited spectral resolution can be
seen, indirectly, in the types of consonant errors that are typi-
cally shown by implant users. A number of studies have
shown poor perception of place of articulation perception as
compared to manner and voicing in cochlear implant users
�e.g., Donaldson and Nelson, 2000; Dorman et al., 1997;
Dorman et al., 1998; Van Tasell et al., 1992; Verschuur,
2005�. Consonant place contrasts are signaled by spectral
cues such as the spectral peak of a plosive burst or fricative
noise, or the onset frequency of a formant transition �Stevens
and Blumstein, 1978�. These cues rely on relatively fine fre-
quency resolution, whereas cues to voicing and manner in
consonants rely more on temporal and amplitude resolution,
such as the comparison of the onset between voiced and
voiceless components of a signal.

It is not wholly clear to what extent cochlear implant
users’ perceptual deficits are due to information loss associ-

ated with signal processing and to what extent they are due
to loss of information caused by channel interaction or other
signal distortions occurring at the interface between the elec-
trode array and auditory nervous system. Indirect evidence
for the role of channel interaction above and beyond the role
of signal processing is provided by a number of studies that
have shown that cochlear implant users’ performance does
not generally improve beyond the level of performance ob-
tained with between six and ten active channels, even where
it is possible to provide a larger number of active channels in
the device �Dorman and Loizou, 1997; Dorman and Loizou,
1998; Friesen et al., 2001; Loizou et al., 1999�. It is possible
that the upper limit in the number of “perceptual channels”
available to the implant user could be due to cross-channel
current spread, known as channel interaction �Throckmorton
and Collins, 1999, 2002�. However, it is also possible that
implant processing means that additional useful information
is not available above eight channels. In order to clarify this
issue, acoustic model studies can be useful in providing in-
direct evidence as to whether channel interaction plays a role
in determining the performance ceiling in implant users
�Friesen et al., 2001�. Some studies have attempted to equate
speech recognition performance in implant users with acous-
tic models that vary by channel number. Fu et al. �1998�
found that a group of three users of the Nucleus 22 device
showed similar levels of speech recognition in noise to nor-
mal hearing subjects listening to an acoustic model with a
relatively small number of channels and concluded that loss
of spectral resolution was implicated in poor performance in
noise by implant users. However, channel number may not
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be a complete or accurate model of channel interaction. Con-
sequently, some authors have used an acoustic model in
which the number of analysis channels is kept fixed but
channel overlap is varied, or where channel number and
channel overlap are co-varied. Shannon et al. �1998� used a
simulation with overlap of filter skirts of the noise bands,
thus creating an effective spectral smearing effect. They
found that channel overlap made little difference to speech
recognition, although it should be noted that the acoustic
model used in the study had only four spectral channels;
hence spectral information was somewhat limited even with-
out overlap. Throckmorton and Collins �2002� described
acoustic models of channel interaction and also other spec-
tral anomalies that are associated with cochlear implant use,
such as pitch reversals, indiscriminable electrodes, and for-
ward masking. They compared sentence and consonant rec-
ognition abilities between the different acoustic models to
determine which might have the greatest impact on speech
perception abilities. The authors found that models of spec-
tral channel interaction had the greatest detrimental effect on
consonant recognition.

A few other studies have attempted to compare different
acoustic models incorporating spectral channel interaction
against cochlear implant user performance directly. Fu and
Nogaki �2005� compared number of channels with changes
in spectral resolution using spectral smearing. The outcome
measure used was release from masking, as shown by sen-
tence recognition in noise. The acoustic models were based
on a fixed-channel strategy using infinite impulse response
�IIR� filter banks and varied by channel number �16, 8, and
4� and spectral overlap between channels �24 dB/octave or 6
dB/octave slope�. The authors found that release from mask-
ing in sentence recognition was modeled best by acoustic
models with broadly overlapping filters �6 dB/octave slope�
and that better-performing implant users’ performance was
approximated with either an 8-channel or 16-channel model,
while worse-performing users’ performance was best ap-
proximated by a 4-channel model. However, the ten implant
subjects used a variety of implant devices, meaning that the
study did not control for signal processing characteristics
across implant users or between implant and acoustic model
conditions.

Laneau et al. �2006� undertook a series of experiments
in which spectral overlap between adjacent channels was
systematically varied and the affect on fundamental fre-
quency perception was determined and compared with a pre-
vious experiment �Laneau et al., 2004� with implant users.
The authors used an acoustic model with noise-band carrier
stimuli and assessed pitch discrimination abilities as a func-
tion of degree of carrier overlap varying from no overlap to
overlap equivalent to 10 mm spread of excitation. The pre-
cise pattern of filter overlap was based on the model of chan-
nel interaction of Black and Clark �1980� and assumed asym-
metric spread of excitation along the cochlea. Two separate
experiments showed a close match between Nucleus 24 users
and acoustic models with 1 mm spread of excitation. The
acoustic model used the same filter bank as was used in the
group of Nucleus 24 users against which performance was

compared �Laneau et al., 2004�; hence the comparison be-
tween acoustic model and cochlear implant user results is
particularly compelling.

Channel interaction may also be a contributor to co-
chlear implant variation below the performance ceiling; e.g.,
it could help to explain why some implant users perform less
well or reach a lower asymptote in performance as a function
of channel number. One way to understand variance between
cochlear implant users is to compare overall speech percep-
tion with more specific perceptual abilities. Munson et al.
�2003� applied this approach by assessing variation in per-
ception of particular phoneme features between better- and
worse-performing cochlear implant users, where overall per-
formance was defined by overall phoneme identification abil-
ity. The underlying assumption in their study was that if a
larger difference is obtained between better- and worse-
performing cochlear implant users for a particular consonant
feature, then this would suggest possible reasons for inter-
user variation, given that consonant features are related to
particular perceptual abilities �in the case of consonant place,
this would be spectral resolution�. The authors assessed con-
sonant confusion errors in 30 cochlear implant users, of
whom 12 were users of the Nucleus 22 device and 18 were
users of the Clarion device implementing a range of strate-
gies. Consonant recognition was analyzed in terms of trans-
mission of the features voicing, place, manner, and duration.
Relative performance for different consonant features did not
differ between better and worse performers �overall perfor-
mance being defined by total percent correct score on the
consonant recognition task�; i.e., the same pattern applied to
both better and worse performers, with percentage informa-
tion transmitted being better for voicing and manner than
place. The authors suggested, on the basis of this, that it is
more likely that cochlear implant processing information loss
may explain the relative transmission of consonant features,
while individual differences relate to absolute performance
levels. However, the authors’ findings do not exclude the
possibility that better performers’ perceptual limitations were
due to both processing loss and electrical/neural interface
information loss.

A more powerful approach might be to combine this
type of analysis of inter-user variation with a matching
acoustic model that varied some parameters of interest. The
present research aimed to use this combined approach and,
moreover, to focus on two methodological factors which
could impact on the validity of results, namely, the homoge-
neity of signal processing characteristics used by implant
subjects and the careful matching between acoustic model
and implant user characteristics. A possible confounding fac-
tor affecting the predictive power of acoustic model studies
is the degree of correspondence between cochlear implant
users’ processor characteristics and acoustic model character-
istics, while another factor is the degree of heterogeneity in
signal processing characteristics used by the implant sub-
jects. As noted, most studies that have made a direct com-
parison between implant users and acoustic models have not
applied the same signal processing parameters across all im-
plant users and acoustic models. It is therefore useful to con-
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sider the extent to which correspondence between cochlear
implant user and acoustic model performance can be attrib-
uted to the specific set of cochlear implant processing param-
eters �e.g., pre-emphasis, strategy type, type of filter bank,
channel number, and channel stimulation rate� as opposed to
the general properties of cochlear implant processing shared
across device types �e.g., envelope extraction and relatively
small number of channels�. An assumption behind much pre-
vious work using acoustic models of cochlear implant user
performance is that a range of different models may account
for cochlear implant user performance so long as those mod-
els have these general properties of cochlear implant process-
ing that are perceptually important, e.g., the relatively small
number of channels and the absence of temporal fine struc-
ture within channels. Most acoustic model studies to date
have used fixed-channel models, whereas most recipients of
this device use peak-picking strategies rather than fixed-
channel strategies, and few studies have applied acoustic
model methodology to peak-picking strategies �but see
Loizou et al., 2000a�. Most cochlear implant systems are
able to implement both fixed-channel and peak-picking �or
“n-of-m”� strategies, in which only the highest amplitude
analysis channels are coded to corresponding electrode chan-
nels during any analysis cycle. Moreover, most recipients of
the Nucleus 24 device, which is the focus of the present
study, use a peak-picking strategy rather than a fixed-channel
strategy, and few studies have applied acoustic model meth-
odology to peak-picking strategies �but see Dorman et al.,
2002; Fu et al., 1998; Throckmorton and Collins, 2002�. Fu
et al. �1998� took care to use similar signal processing in
cochlear implant users and corresponding acoustic models
and also used both a fixed-channel and peak-picking strat-
egy; however, the number of implant users was small �N
=3�, and the acoustic model did not explicitly attempt to
model channel interaction/overlap separately from channel
number.

The objective of the present study was to assess conso-
nant recognition in both quiet and noise as a function of
peak/channel number in a group of cochlear implant listeners
using a peak-picking strategy. The inclusion of a noise-
contaminated condition was motivated by the need to better
understand how particular features might be affected by
noise in cochlear implants. The present study extends the
general approach of Fu et al. �1998� by ensuring homogene-
ity of processing characteristics among a larger number of
cochlear implant subjects and by comparing implant user
performance with acoustic models that differed by degree of
simulated channel interaction or overlap, in a similar vein to
Fu and Nogaki �2005� but here based on the physiologically
motivated model of Laneau et al. �2006�. In contrast to other
published studies comparing consonant recognition in im-
plant users and acoustic models, in the present study the
cochlear implant subjects all used the same device �Nucleus
24�, the same set of processing parameters, e.g., the same
strategy type, filter bank method, frequency allocation to
electrodes, and pulsatile stimulation rate. In order to provide
variation in channel number, both number of peaks selected
and total channel number were co-varied to provide large
changes in the spectral information provided by the proces-

sors. In order to provide variation in stimulus noise condi-
tions, testing was undertaken in quiet and in background
speech-shaped noise at +10 dB signal-to-noise ratio �SNR�.

The aims of the cochlear implant user experiment �de-
scribed in Sec. II� were therefore to determine if noise or
channel number would have an effect on �the pattern of�
consonant feature recognition and to determine if there was
any variation in the pattern of consonant feature recognition
across users, either in absolute terms or as a function of noise
or channel number. The aim of experiment 2 �described in
Sec. III� was to attempt to model implant user performance
by assessing responses in normal hearing subjects listening
to a “carefully matched” noise-band acoustic model that ap-
plied the same spectral processing characteristics as used by
the cochlear implant recipients. A further advantage of using
the model was that the bandwidth of the noise carriers was
altered to approximate varying degrees of spectral channel
interaction, as per Laneau et al. �2006�. The overall aims of
comparing results from the two experiments were therefore
to determine if an acoustic model could predict the patterns
of consonant feature transmission in the implant users, to
determine whether the incorporation of simulated spectral
channel interaction could improve the predictive power of
the model, and to assess whether any inter-user differences
could be accounted for by differences in channel interaction
in the model.

II. EXPERIMENT 1. CONSONANT RECOGNITION IN
QUIET AND NOISE IN COCHLEAR IMPLANT
USERS AS A FUNCTION OF MAXIMA/CHANNEL
NUMBER

A. Methods

1. Test material

For both experiments, stimuli consisted of nonsense syl-
lables recorded from an adult female speaker speaking with a
Standard Southern British accent, in the form /iCi/ where one
of 20 English consonants is preceded and followed by the
vowel /i/. Choice of this vowel environment was motivated
by the desire to avoid ceiling effects and because this vowel
environment may be more sensitive to cochlear implant pa-
rameter effects. Jiang et al. �2006� found that the /iCi/ vowel
environment yielded a larger effect of background stationary
noise on stop consonant recognition than for /aCa/ in normal
hearing listeners. Loizou et al. �2000b� showed that conso-
nant recognition in the /iCi/ vowel environment was more
sensitive to stimulation rate in cochlear implant users than
with the /aCa/ vowel environment, and, more generally, per-
formance was poorer than that for /aCa/ where ceiling effects
were obtained in some conditions. This was also confirmed
by preliminary experimental work using acoustic model data,
which indicated worse overall consonant recognition of
around 10% with the /iCi/ format compared to the /aCa/
format, with the latter yielding some ceiling effects in quiet.
The 20 consonants, along with the phonological feature ma-
trix used in the feature transmission analysis, are shown in
Table I. Where appropriate, speech-shaped noise �white noise
filtered to have the same long-term average spectrum as the
Bamford–Kowal–Bench �BKB� sentences �Bench et al.,
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1979� spoken by an adult female speaker� was mixed with
the speech stimuli at the appropriate SNR for noise-
contaminated listening conditions.

2. Subjects

Subjects for experiment 1 were nine post-lingually deaf-
ened adult users of the Nucleus CI24M® or Nucleus CI24R
Contour® cochlear implant devices, with age range of 25–85
�mean age of 61�, of whom six were male. All had experi-
ence of using the Advanced Combination Encoder or ACE®
�Holden et al., 2002� strategy for at least 3 months and had

been cochlear implant users for at least 9 months. All were
users of the Esprit 3G® speech processor. Subjects had all
obtained more than 50% in the BKB sentence recognition
test in quiet at their most recent review session. Six were
monaural implantees, while three subjects normally used bi-
lateral implants; for the bilateral implantees, testing was un-
dertaken using the first-implanted side �which in all cases
was the better-performing ear when tested in isolation using
the BKB sentence recognition test�. Payment was made for
travel expenses but not for participation in the experiment
per se. All subjects gave signed informed consent and the
study protocol was approved by the Institute of Sound and
Vibration Human Experimentation Safety and Ethics Com-
mittee �University of Southampton�. Further subject details
are given in Table II.

3. Procedure

All nine subjects were tested in a sound field within a
sound-treated audiometric booth while using their normal
speech processor. Each subject was tested while using two
different “MAPs,” MAP is the term coined by Cochlear Cor-
poration® for the implant program containing parameters in-
cluding electrical comfort and threshold values, stimulation
rate, channel and/or maxima number, etc., and is adopted
here. All MAPs were implemented with the ACE® �see
Skinner et al., 2002� processing strategy, one with 12
maxima from 20 total channels �12-of-20� or “maximum
channel” condition and the other with 4 maxima out of 7
total channels �4-of-7� or “reduced channel” condition. For
the reduced channel condition, a MAP was created using
electrode channels 1, 4, 7, 10, 13, 16, and 19, leaving all
other MAP parameters such as stimulation rate and electrical
comfort/threshold levels unaltered compared to the maxi-
mum channel condition. Pulsatile stimulation rate was main-
tained at 900 pps/ch �pulses per second per channel� in all

TABLE I. Consonants used in the recognition task, with feature matrix used
for confusion matrix analysis.

Consonant/feature Voicing Fricative Nasal Place

b Yes No No bil
d Yes No No alv
� Yes Yes No ret
b No Yes No ret
f No Yes No lad
g Yes No No vel
j Yes No No alv
k No No No vel
l Yes No No alv
m Yes No Yes bil
n Yes No Yes alv
e No Yes No den
p No No No bil
r Yes No No ret
s No Yes No alv
t No No No alv
� No Yes No ret
v Yes No No lad
w Yes No No bil
z Yes Yes No alv

TABLE II. Subject details for cochlear implant user experiment. BKB score=most recent number of words
correct obtained in quiet, listening only.

Subject
number Sex Age

BKB
score

Duration of
implant use

Implant
type

Normal
strategy

Normal MAP
parameters

Normal listening
mode

1 M 25 81 1 yr 5 m CI24R ACE 900 pps Unilateral
12 of 20

2 M 70 92 2 1
2 yr CI24R ACE 900 pps Unilateral

12 of 20
3 M 65 90 1 yr CI24R ACE 900 pps Unilateral

12 of 20
4 F 73 94 L–6yr CI24M SPEAK 250 pps Bilateral

R–4 yr 8 of 20
5 M 85 57 R–7 yr CI24M ACE 720 pps Bilateral

L−3 1
2 yr 8 of 20

6 F 62 80 2 yr CI24R ACE 900 pps Unilateral
12 of 20

7 M 49 98 2 yr CI24R ACE 900 pps Unilateral
12 of 19

8 M 72 94 L–6 yr CI24M SPEAK 250 pps Bilateral
R–3 yr 8 of 20

9 F 48 100 1 yr CI24R ACE 900 pps Unilateral
12 of 20
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cases to ensure that this was not a confounding variable
across subjects. Frequency allocation to electrode channels
for the two channel conditions was determined by standard
Cochlear look-up tables �these values are shown in Figs. 5
and 6 in the test material section for experiment 2—it should
be noted that these values were re-created for the acoustic
models used in that experiment�.

Order of MAP condition was alternated between sub-
jects, and testing was conducted first in quiet then in noise
for each MAP condition. For three subjects it was necessary
to create new MAPs to standardize channel/maxima number,
strategy type, and stimulation rate across all the subjects.
Re-mapping was undertaken using the Cochlear Custom-
Sound® programming software by the author. This was nec-
essary in order to re-set electrical comfort and threshold lev-
els to take account of loudness differences associated with
changes in stimulation rate in order to ensure that loudness
was as much as possible not a confounding factor between
subjects.

No formal attempt was made to choose “better” and
“worse” performers a priori. Two subjects normally used the
spectral peak �SPEAK� processing strategy �Skinner et al.,
2002� in the bilateral condition, but both of these subjects
had experience using the ACE® strategy since receiving
their implants. The three subjects who had bilateral implants
performed the tests using only their first implant. Where un-
familiar MAPs were used by subjects �the reduced channel/
maxima MAP, changed stimulation rate, or maxima/channel
number in three cases, unilateral use in three cases, as noted�,
acclimatization time of at least half an hour was provided to
allow time to get used to novel MAPs. In this context, it
should be noted that the post hoc separation into worse and
better cochlear implant users, described in Sec. II B, did not
co-vary with distinctions between those who normally used
the 900 pps/ch strategy vs those who did not, nor did it
co-vary with those who normally used bilateral cochlear im-
plants vs those who did not. Moreover, subjects all com-
mented that they did not find altered MAPs difficult to get
used to compared to normal MAPs, and in all cases subjects
had experience with altered parameters �all three bilateral
implantees had at least 2 years as monaural implantees prior
to bilateral implantations; the SPEAK users had had at least
3 months experience with ACE® use�.

Subjects were tested using a 20-alternative forced choice
consonant recognition task. Each test session was preceded
by a practice run in which each of the 20 consonants was
played once. Following preliminary experimental work, it
was established that three repetitions per stimulus was the
minimum number that should provide adequate data reliabil-
ity; hence each test run consisted of a series of 60 presenta-
tions per condition �three repetitions per stimulus, random-
ized presentation order�. There were two stimulus conditions
of quiet and noise �stationary noise at +10 dB SNR, as
noted� multiplied by two channel/maxima number conditions
�“4-of-7” and “12-of-20”�. Subjects were seated in a double-
walled sound-treated room, approximately 1.5 m away from
a loudspeaker positioned at 0° azimuth. Testing was under-
taken with one speech processor only and no contralateral
hearing aid. Autosensitivity and other forms of automatic

gain control were de-activated in subjects’ MAPs. A touch
screen was used for visual presentation of response options
and to code subjects’ responses. Stimulus presentation and
data collection were controlled using scripts developed from
the PRAAT �Version 4.1� speech analysis toolkit �Boersma
and Weenink, 2005�. Calibration was undertaken using a
speech-shaped noise stimulus that had the same mean rms
value as the speech stimuli in order to ensure that speech was
presented at a mean presentation level of 70 dB �A-
weighted� at the cochlear implant microphone of each sub-
ject.

Subject responses were tabulated and converted into
consonant confusion matrices for each of the four listening
conditions �two channel number settings in quiet and noise�.
Derivation of confusion matrices and subsequent information
transmission analysis were undertaken using the software
packages FIX and SCORE �www.phon.ucl.ac.uk/resource/
software.html�. Each confusion matrix was analyzed in terms
of information transmission for the features voicing, place,
manner, and nasality according to the feature matrix in Table
I, as per Miller and Niceley �1955�. Feature transmission
values were then entered as dependent variables for the pur-
pose of statistical analysis.

B. Results and discussion

Information transmission scores are shown separately
for the two channel number conditions in Figs. 1 and 2. As
with subsequent figures, feature transmission data are pre-
sented in the form of boxplots. These figures suggest differ-
ences in transmission between features and a large effect of
noise on nasality and possibly an effect for voicing, but prob-
ably not other features. Variance was much greater for nasal-
ity than for the other features. However, the two figures show
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FIG. 1. Percentage information transmitted for consonant features for
Nucleus 24 users using the ACE® strategy with 12-of-20 MAP.
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very similar patterns, suggesting little difference between the
full and reduced channel number conditions. A multivariate
analysis of variance �MANOVA� was performed with four
dependent variables �percentage information transmission for
the features voicing, place, manner, and nasality� and two
within-subject factors with two levels each �channel number
and noise�. For this and subsequent analyses, only significant
factors or interactions are highlighted. The noise factor had a
significant effect on nasality �F�1,32�=2.665; p�0.05� but
no other feature. Interestingly, channel number did not have
a significant effect on any feature. There were also no sig-
nificant factor interactions for any feature.

It was also of interest to consider differences between
individual cochlear implant users. In order to do this, it was
necessary to define better vs worse performer. This was
based on consonant recognition total correct in quiet in the
“full-channel number” MAP condition. The mean consonant
recognition score was 51% with a range from 37% to 67%.
Of the nine subjects, five had baseline consonant recognition
scores in quiet with the full-channel number MAP of 50% or
more while the other four had scores of less than 50%.
Therefore, separate analyses of these two subgroups were
undertaken. Figure 3 shows phonological feature transmis-
sion for the worse-performing implant users, while Fig. 4
shows feature transmission values for the better-performing
subgroup. In both figures, feature transmission values are
averaged across channel number conditions. These figures
suggest a marked difference in absolute transmission levels,
and they also suggest a greater effect of noise interference
for the worse-performing subjects. A 2�2 MANOVA, again
with channel number and noise as the two factors, was un-
dertaken for each subgroup separately. For the MANOVA
using data from the worse-performing subgroup only, noise
had a significant effect on the features voicing �F�1,12�

=6.311; p�0.05� and place �F�1,12�=5.219; p�0.05�
and just failed to reach significance for the features nasality
�F�1,12�=3.682; p=0.08� and manner �F�1,12�=4.550;
p=0.05�. There was no significant effect of channel number,
nor was there an interaction between the factors. By contrast,
for the better-performing subgroup, noise approached signifi-

NoiseQuiet

%
in

fo
rm

a
ti

o
n

tr
a
n

s
m

is
s

io
n

100

80

60

40

20

0

NoiseQuiet NoiseQuiet NoiseQuiet

nasalitymannerplacevoicing

FIG. 2. Percentage information transmitted for consonant features for
Nucleus 24 users using the ACE® strategy with 4-of-7 MAP.
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FIG. 3. Percentage information transmitted for consonant features for
Nucleus 24 users obtaining less than 50% overall consonant recognition
score using the ACE® strategy, averaged across both channel number con-
ditions.
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FIG. 4. Percentage information transmitted for consonant features for
Nucleus 24 users obtaining greater than 50% overall consonant recognition
score using the ACE® strategy, averaged across both channel number con-
ditions.
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cance for the nasality feature �F�1,16�=4.104; p=0.06� but
was not significant or even approaching significance for the
other three features. As with the worse-performing subgroup,
there were no significant effects of channel number and no
interaction. Some caution needs to be applied to the statisti-
cal interpretation of such small subgroups; nevertheless, the
effect appears to suggest a difference in noise susceptibility
between the two groups of listeners but no clear difference in
pattern of feature transmission in quiet at least.

In order to determine whether the pattern of feature
transmission was the same across better and worse users, a
repeated measures ANOVA was also undertaken, although it
should be noted that only “feature” and its interactions would
be expected to show novel results over the MANOVA analy-
ses. Three within-subject factors were entered—noise, fea-
ture, and channel number—and one between-subject factor
was entered �cochlear implant subgroup, as defined previ-
ously�. As expected, channel number did not have a signifi-
cant effect, nor was there any two- or three-way significant
interaction between channel number and any of the other
factors. Noise had a significant effect overall �F�1,7�
=8.993; p�0.05� and also showed a significant interaction
with feature �F�3,21�=3.945; p�0.05� due to the effect on
nasality but not other features. Feature was also significant
overall �F�3,21�=8.026; p�0.005� but did not show any
significant interaction apart from the above-mentioned inter-
action with noise. Post hoc t-tests were undertaken to ex-
plore the feature factor and its interaction with noise. These
showed that manner was significantly better than voicing,
place, and nasality �p�0.05� but no other differences be-
tween features overall, although all differences between
place and the other three features approached statistical sig-
nificance. The between-subject factor “group” was signifi-
cant overall �F�1,7�=8.432; p�0.05� but did not show any
significant interaction. However, it should be noted that the
interaction between groups and presence/absence of noise
approached significance �F�1,7�=5.224; p=0.056�, sug-
gesting that noise interference may have been greater for the
worse-performing subgroup.

The data appear to support findings from Munson et al.
�2003� that there are no significant differences in the pattern
of feature transmission between better and worse implant
users in quiet. However, there was a difference in noise sus-
ceptibility in that worse-performing users �defined from their
quiet-condition overall consonant recognition scores�
showed greater noise effects across a larger range of features.
A further interesting point is that an approximately threefold
change in channel and maxima number had no impact on any
aspect of consonant recognition.

The findings from this experiment led to a number of
predictions for testing the validity of an associated acoustic
model �described in Sec. III�. First, there should be no effect
of changing from a 4-of-7 to a 12-of-20 ACE® MAP for any
performance measure. Second, data provide a baseline for
relative and absolute feature transmission levels; perfor-
mance in quiet with the stimuli should show poorer place of
articulation transmission than manner, voicing, or nasality
transmission, but manner transmission should also be better
than nasality or voicing. Third, noise interference �at SNR

and noise type used here� should affect nasality transmission,
not transmission of other features, if the model fits better-
user performance, but should affect a range of features if the
model is a better predictor of worse-user performance. If the
model can predict ceiling performance without assumed
spectral channel interaction, this would indicate that perfor-
mance limitations for better users can be explained by the
effects of signal processing information loss. It would also be
of interest to determine whether a model with some or
greater channel interaction can better estimate performance
patterns in worse-performing users. Alternatively, it might be
that channel interaction is needed in the model to predict
performance in better users.

III. EXPERIMENT 2. EFFECT OF CHANNEL NUMBER
AND INTERACTION ON CONSONANT
RECOGNITION IN NORMAL HEARING SUBJECTS
LISTENING TO ACOUSTIC MODELS OF THE
NUCLEUS 24 COCHLEAR IMPLANT

A. Methods

1. Test material

Stimuli used for experiment 2 were pre-processed off-
line using the MATLAB toolbox, designed to mimic the pro-
cessing of the Nucleus 24 system in order to replicate as
much as possible the signal processing stages used by sub-
jects from the first experiment. Stimuli used as input to the
processing were the same recorded nonsense syllables as de-
scribed in Sec. II. Stimuli were first processed via a pre-
emphasis filter with a Hamming window and a FFT size of
8192 �in order to mimic the normal pre-emphasis of the pro-
cessors used by the implant subjects�. The signal was then
analyzed using a 128-point FFT, as occurs with the Nucleus
Sprint and Freedom processors. This yielded bin center fre-
quencies that were linearly spaced at multiples of 125 Hz.
These bins were combined by summing powers to provide
20 or 7 frequency bands �for the two channel number condi-
tions� using the same frequency allocation tables as are
implemented in the Nucleus 24 device when one of these
two total channel numbers are chosen. The envelope of each
filter was calculated as a weighted sum of the corresponding
FFT bin powers where the weights determined the frequency
boundaries of the bands. Upper and lower frequency bands
for both channel number conditions are shown in Figs. 5 and
6. A final stage in the algorithm involved the selection of N
channels with greatest amplitude, where N was the number
of spectral maxima, or peaks, defined in each of the two
channel conditions �12 or 4�.

Noise bands were modulated according to the fluctua-
tions in the envelopes of the corresponding filters. In order to
model spectral channel interaction, the frequency response of
the filters used to generate the noise-band carriers was deter-
mined according to the Laneau et al. �2006� model and is
defined by

F�x�f�� = exp�− abs�xelectrode − x�f��
�

� ,

where �=distance along cochlear in millimeters �the conver-
sion of distance on a cochlear into the frequency domain
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assumed the Greenwood formula�, xelectrode=the position
of the simulated electrode, x�f� implements the conversion to
distance along the cochlea from frequency according to
Greenwood �1990�: Equation 1. Filter transfer function used
to model spectral channel interaction from Laneau et al.
�2006�.

The model assumed a 35 mm cochlear length and 25
mm electrode array insertion. The desired frequency re-
sponse was obtained by implementing a linear phase finite
impulse response filter in MATLAB. Three channel overlap
�interaction� conditions were chosen: first, no overlap be-
tween noise-band carriers; second, overlap equivalent to 1
mm spectral spread; and, finally, overlap equivalent to 3.3
mm spectral spread. Therefore, the three models were iden-
tical except for the setting of � and therefore the overlap
between adjacent noise-band filters. In order to generate the
final stimuli, the noise bands were added together and the
rms level of the resulting signal was adjusted to be equal to
that of the original signal.

2. Subjects

Eleven normal hearing listeners, students and staff at the
University of Southampton, all aged between 18 and 25,
were recruited to the study. All were checked via screening
audiometry and found to have hearing within normal limits
across octave frequencies from 250 to 8000 Hz. Otoscopy
was undertaken on all subjects to check for external or
middle ear abnormalities and to ensure that insert earphone
presentation was possible.

3. Procedure

The same testing regime was used as described in Sec.
II, e.g., a 20-alternative forced choice task. Stimuli were
routed through an INKEL MX-880E stereo mixer that deliv-
ered a mono signal to an ER-3A insert earphone worn by the
subjects. Insert earphone presentation was used for acoustic
model experiments in order to minimize the effect of the
outer ear transfer function on the stimuli. Monaural presen-
tation was used as this mimics the normal listening condition
for the majority of cochlear implant users, and the ear to
which stimuli were presented was alternated between sub-
jects. Stimuli were presented to subjects via routing of the
signal into an adjacent soundproof booth. As with experi-
ment 1, a touch screen was used for visual presentation of
response options and to code subjects’ responses. Mean pre-
sentation level was adjusted to a mean rms value of 65 dB
across conditions �A-weighted�.

B. Results and discussion

As with experiment 1, consonant confusion matrices
were derived for each listening condition, and information
transmission values were then derived for the four features
voicing, place, manner, and nasality. Feature transmission
values as a function of channel number and presence/absence
of noise are shown for the three channel interaction models
in Figs. 7–9. These figures suggest that differences between
channel interaction models are small, as are differences be-
tween channel number conditions. In order to determine the
effects of noise and channel number across the different
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acoustic models, three MANOVAs were undertaken �one for
each of the three versions of the model� with two within-
subject factors �noise and channel number� and the four fea-
tures as dependent variables. Again, only statistically signifi-
cant factors and interactions are described here.

For the “3.3 mm channel interaction” model, the noise
factor was found to have a significant effect on nasality only
�F�1,40�=4.540; p�0.05�, and there were no effects of
channel number on any feature and no interaction between
the two factors for any feature. However, for the “1 mm
channel interaction” model, the noise factor was not signifi-
cant for any feature, nor was there any interaction, but there
was an effect of channel number on place transmission
�F�1,40�=17.447; p�0.05�. For the “no channel interac-
tion” model, the noise factor was found to have a significant
effect on the features voicing �F�1,40�=4.589; p�0.05�
and manner �F�1,40�=4.550; p�0.05�, and channel num-
ber also had an effect on place transmission �F�1,40�
=19.613; p�0.05�.

This analysis suggests a good fit between implant and
model results for the 3.3 mm channel interaction model in
that this model correctly predicted the noise effect on nasal-
ity and the absence of channel number effects on any feature.
However, this does not make clear how well the models fit
implant user data with respect to relative and absolute feature
transmission. Figures 10–13 therefore show feature-specific
comparisons across the three models and two implant user
subgroups. These figures suggest that the acoustic models
were good predictors of performance for better cochlear im-
plant users overall in terms of absolute magnitude of conso-

nant feature transmission of noise or the presence of channel
number effects. Figure 11 also shows the one advantage of
the 3.3 mm channel interaction model in that it correctly
predicts the magnitude of place transmission for both chan-
nel number conditions, whereas the other two models predict
better performance in the full-channel condition. In order to
provide a clearer quantitative comparison between the results
of the two experiments, a series of MANOVAs were also
undertaken in which data were combined from each of the
two implant user subgroups with data from one of the three
acoustic models, yielding six analyses in total. In each case,
a group factor was added �with two levels, cochlear implant
user vs AM subject�, in addition to the “noise” and “channel
number” factors. As with previous analyses, the four depen-
dent variables of voicing, place, manner, and nasality trans-
mission were included. For the sake of clarity, only the sig-
nificance or otherwise of the group factor or its interactions
are described here. For all three MANOVAs combining
“worse user” and acoustic model data, the group factor was
significant for all four features �in each case p�0.001� al-
though there were no interactions between the group factors
and the other factors. This indicates a significant difference
between model and worse-performing implant user data
across conditions and suggests that the acoustic models were
poor predictors of worse-user performance. By contrast, for
all three MANOVAs combining acoustic model data with
data from better cochlear implant users, the group factor was
not significant for any of the features �the lowest p-value
being greater than 0.20�. For the no channel interaction and 1
mm channel interaction models, there was a significant inter-
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action �p�0.05� between channel number and group for
place, reflecting the fact that these models showed a channel
number effect for place, whereas this was not shown for
implant users, while there was no interaction between the
group factor and any other factor for the “3 mm channel
interaction” group.

Overall, it is clear that the acoustic models work well for
better implant users. The model with the greatest degree of
channel interaction works best in the sense that the predicted
pattern of noise and channel number effects among the better
implant users were obtained with that model but not the
other models. At the same time, it is interesting that the
differences between the channel interaction models are small
and that the fit between model and better implant user per-
formance does not vary according to the degree of channel
interaction �presumably because inter-user variation, even
within each subgroup, is greater than variation between the
three models�. Equally, it is clear that none of the models
provides a good fit with data obtained from the worse-
performing implant users, either in terms of the �low� abso-
lute feature transmission values or the susceptibility to noise
effects shown across features by the worse-performing im-
plant users. Consequently, it cannot be claimed that channel
interaction �up to the degree used in the models here� pro-
vides a good model of inter-user variation.

IV. DISCUSSION

Deficits in consonant recognition experienced by co-
chlear implant users may be explained by loss of phonemi-

cally relevant acoustic information through signal process-
ing, or they may be explained by other factors, in particular
the further loss of information thought to be due to cross-
channel spread of excitation. This research sought to differ-
entiate more clearly between these two sources of informa-
tion loss within the domain of consonant recognition. In
order to do this, the pattern of consonant feature recognition
as a function of both presence/absence of noise and number
of active channels in a peak-picking strategy �ACE®� was
first assessed in a group of cochlear implant users. The im-
plant users were as homogenous as possible with respect to
device characteristics; e.g., they all used the same device,
speech processing strategy, and other signal processing pa-
rameters, such as filter bank type, frequency allocation, and
stimulation rate; this meant that loss of information due to
signal processing was, as much as possible, uniform across
the subjects. This homogeneity in terms of processing meant
that stronger inferences about the possible reasons for inter-
user variation could be made, as these could be assumed to
be due to individual differences rather than differences in
device signal processing characteristics. A further experiment
applied the same perceptual tasks and stimuli to a group of
normal hearing subjects listening to a noise-band vocoder
model that replicated the signal processing stages employed
in the device used by subjects in the first experiment. Spec-
tral overlap between adjacent noise bands was varied in or-
der to mimic the effects of spectral channel interaction, as
per Laneau et al. �2006�. This was done in order to determine
whether the inclusion of spectral channel interaction would
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improve the match between acoustic model and implant user
performance and to see whether this could account for any
inter-user differences.

The most important inference from the findings of the
two experiments is that channel interaction appears to play a
considerably smaller role in explaining consonant recogni-
tion deficits in better-performing implant users than loss of
information from signal processing. Despite the differences
in auditory nerve responses to noise-band vocoder and elec-
trical stimulation, the correspondence between the better us-
ers and acoustic model subjects was high with respect to
relative and absolute feature transmission values, pattern of
noise effects, and the absence of channel number effects.
Moreover, variations in simulated spectral channel interac-
tion in the acoustic model had only a modest effect on per-
formance, although there was a slight advantage for the 3.3
mm channel interaction model in terms of matching patterns
of implant user performance. The finding that only small
differences were obtained across channel overlap conditions
in the present study differs from some other noise-band
acoustic model studies that have incorporated spectral over-
lap between adjacent noise bands, although these differences
may relate to the type of outcome measure. Laneau et al.
�2006� provided the most direct comparison with the present
study as the authors used the same acoustic model within the
context of the same device and processing scheme. The au-
thors found equivalent performance in pitch perception be-
tween Nucleus 24 user performance and performance with an
acoustic model using simulated channel interaction equiva-

lent to 1 mm spectral spread. In the present study 1 mm
spectral spread had almost no effect on performance, though
it is likely that pitch discrimination is likely to be more
highly correlated with frequency resolution than is the case
for consonant recognition. Fu and Nogaki �2005� found that
sentence recognition by the best cochlear implant users is
approximated by an acoustic model with 8 to 16 channels but
only where there was some channel overlap.

Results of the present experiment indicated that conso-
nant place perception can be best modeled in better implant
users if some channel interaction is assumed, and it also
suggests that better users would improve place transmission
by about 10% if no channel interaction were present. In ex-
periment 2, channel number did have an effect on transmis-
sion of place �the consonant feature which is most reliant on
spectral information�, but only with acoustic models with no
channel interaction or 1 mm channel interaction. By contrast,
the 3.3 mm channel interaction model showed no effect for
channel number for any feature, and the same finding was
obtained in the cochlear implant users. Moreover, the mag-
nitude of place transmission was accurately estimated by the
no channel interaction model. This set of results suggests that
channel interaction is implicated in the lack of improvement
in place transmission �of around 10%� when changing from
4-of-7 to 12-of-20 channel number condition for the cochlear
implant users.

An important inference from the present study is that
implant signal processing appears to play a much larger role
in limiting place of articulation transmission than does chan-
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nel interaction. In order to compare these effects, it is useful
to compare the deterioration in performance which might be
attributed to processing �e.g., by comparing normal perfor-
mance levels with the best implant or best acoustic model
conditions� with the deterioration that might be attributed to
channel interaction �by comparing models with and without
channel interaction�. This comparison is illustrated in Fig.
14, which includes baseline performance with unaltered
stimuli. Normative data with unaltered stimuli were obtained
from the subjects listening to the acoustic models �although
these data were not presented in Sec. III B�; transmission of
voicing, manner, and nasality all exceeded 97% in quiet or
noise, while transmission of place was around 86% in both
quiet and noise. Figure 14 shows place transmission in quiet
and noise for �normal hearing subjects listening to� unaltered
stimuli, better cochlear implant users, the 12-of-20 acoustic
model with no channel interaction, and the 12-of-20 acoustic
model with 3.3 mm channel interaction. It can be seen that
the best acoustic model or implant user performance was still
only around or just below 60%, e.g., 25%–30% below nor-
mal hearing listeners’ abilities, whereas the difference be-
tween the acoustic models with or without channel interac-
tion was much smaller in quiet �and non-existent for the
noisy condition�. This suggests that the effect of removing
spectral detail through cochlear implant processing with even
the 12-of-20 processing condition is far greater than the ef-
fect of adding channel interaction to the acoustic model.
Moreover, place transmission differed little between the
4-of-7 and 12-of-20 MAP listening conditions, suggesting
that the signal processing used in the present study leads to

�consonant place� information loss, which is barely different
for the two conditions, despite the presumably substantial
differences in spectral details between them.

It has been hypothesized that degree of spectral channel
interaction could predict differences between individual co-
chlear implant users. One corollary of this in terms of con-
sonant feature transmission among implant users would be
that the place feature should show the greatest variance be-
tween users, as this feature relies on spectral resolution to a
greater extent than other features. This was not the case here
or in the study by Munson et al. �2003�. The other corollary
would be that an acoustic model with more simulated spec-
tral channel interaction would mimic performance in worse
users; this was clearly not the case, as the acoustic model in
the present study failed as a predictor of inter-user variance;
e.g., performance differences between better and worse users
were certainly not mirrored by performance differences in
acoustic models with differing degrees of channel interac-
tion. This does not preclude the possibility that degree of
channel interaction could be a predictor of performance
variation, only that the maximum degree of simulated chan-
nel interaction used in the present study was insufficient to
produce substantive deterioration in performance. Moreover,
channel interaction is almost certainly more complex than
accounted for by the similar model of spectral band overlap
here �see Throckmorton and Collins, 2002�. It could there-
fore be worthwhile to repeat the experiment with greater de-
grees of, and more sophisticated models of, simulated chan-
nel interaction than modeled here.

The transmission of nasality information showed a num-
ber of interesting patterns across implant users and acoustic
models that merit particular mention and analysis. Given the
paucity of evidence concerning the effect of noise interfer-
ence on transmission of particular phonemic errors in co-
chlear implant users, it is interesting to consider why this
particular feature was so susceptible to a degree and type of
noise that had no effect on performance for better users or
acoustic models. Examination of consonant confusion pat-
terns showed that the increased nasality errors were due to
increased confusions between the nasal consonants /m/ and
/n/ with semivowels /l/ and /w/. For normal hearing listeners,
nasality is associated with a low frequency resonance or
“murmur,” with low intensity slow-changing formant transi-
tions and with spectral zeroes �Fujimura, 1962�. Semivowels
have the slow-changing formant transitions in common but
not the other features of nasal consonants. It is tempting to
assume that at least some of these cues should be lost
through standard implant processing, although the high lev-
els of nasality transmission in quiet by better implant users
and acoustic models suggest that enough information is con-
veyed by the implant to allow successful transmission in
quiet. Figures 15 and 16 show visual representations of elec-
trode output for the nonsense syllables /ini/ and /ili/ �both
having approximately the same place of articulation�. Elec-
trode number is shown on the y-axis, with the most apical
�low frequency� electrode having the lowest number, while
amplitude �corresponding to current level in implant users or
noise-band level in the acoustic models� is represented as
height within each channel. The figures were generated using
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the same MATLAB software as used to generate the acoustic
simulations in experiment 2 using the ACE® parameters for
the 12-of-20 condition. It can be seen that the pattern of
activation in apical electrodes 20–22 differentiates the two
stimuli, with the semivowel having significant modulations
in energy between about 400 and 600 ms and the nasal hav-
ing consistently lower energy than adjacent vowels without
modulation. It would appear that the energy in speech-
shaped noise in low frequencies is sufficient to obscure these
differences in modulation patterns in apical electrodes. It is
also worth noting that although no statistical differences
were found between better- and worse-performing implant
users in terms of patterns of feature transmission, there were
some differences that approached significance �perhaps be-
cause the study was under-powered to show inter-user varia-
tion adequately�. The smallest differences between better and
worse users were found for voicing �around 15%�, while
much greater differences were found for nasality �35%�. In-
terestingly, there was a high degree of variance associated
with nasality transmission across implant users and normal
hearing listeners. Given the evidence from Figs. 15 and 16, it
may be that variation in temporal envelope modulation per-
ception plays a greater role in determining these performance
variations than spectral resolution. This suggests a different
source of inter-user variation from spectral channel interac-
tion, although precisely which aspect of nasality is most im-
portant �e.g., temporal resolution, amplitude resolution, or
perception within apical channels more generally� requires
further investigation. It is also worth noting that the worse-
performing cochlear implant users were more susceptible to
noise interference across all feature types than better-
performing users. A parsimonious interpretation of the data
could simply be that worse-performing users were at the less
favorable end of their individual SNR functions and that a
more favorable SNR �e.g., +15 dB SNR� would be needed
for those individuals to tease out differences between fea-
tures. Nevertheless, it is striking that those implant users
with poorer baseline performance in quiet should also show
greater susceptibility to noise interference.

V. SUMMARY AND CONCLUSION

The research presented in this paper provides some evi-
dence for the idea that cochlear implant user performance, at
least in the limited domain of consonant recognition, can be
modeled with reasonable accuracy by using a carefully
matched acoustic model in which great care is taken to
match processing parameters to those used by the cochlear
implant subjects and where cochlear implant users accessed
homogenous signal processing characteristics. However, the
level of accuracy of the model was high for better-
performing cochlear implant users and poor for worse-
performing cochlear implant users. Deficits in consonant rec-
ognition in better-performing cochlear implant users could
be attributed primarily to information loss caused by co-
chlear implant processing, with channel interaction playing a
markedly smaller role. Consonant recognition in worse-
performing cochlear implant users was markedly worse than
that predicted by a model with the highest degree of channel
interaction used in the study. This suggests that either a
greater degree of channel interaction is needed to model per-
formance in these cases or that some other factor is playing a
role in determining why some users are particularly poor at
consonant recognition, especially in noise. The finding of
worse nasality transmission and worse performance in noise
more generally for the cochlear implant users who had
poorer overall consonant recognition in quiet suggests that
variations in temporal resolution, particularly in apical chan-
nels, could be at least as important as spectral channel inter-
action in explaining performance variations. However, fur-
ther work is needed to compare performance against higher
degrees of channel interaction and also to explore the precise
reasons for the greater degree of variation in nasality percep-
tion and the marked susceptibility of nasality perception to
noise interference associated with cochlear implant process-
ing. Finally, the extent to which device-specific characteris-
tics, including the use of a peak-picking strategy, rather than
a fixed-channel strategy might have impacted on results
could be assessed by applying a similar methodology to use
of other devices. The present study does suggest that conso-
nant recognition within the context of the particular speech
processing strategy and device used �ACE strategy with the

FIG. 15. Electrode activation pattern for the nonsense syllable /ili/.
FIG. 16. Electrode activation pattern for the nonsense syllable /ini/.
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Nucleus 24 device� is actually rather robust to interference
with stationary noise, although this finding cannot be gener-
alized to more negative SNRs or noise types other than that
used here. By comparing data obtained from a set of cochlear
implant users who all accessed identical signal processing
characteristics and by comparing those data with equivalent
acoustic model data in which the same set of processing
parameters is implemented, it is possible to make strong in-
ferences about the relative contribution of different factors in
determining deficits in speech perception abilities experi-
enced by cochlear implant users. The use of a detailed pho-
nological analysis of consonant confusions can also reveal
perceptual abnormalities that cannot be analyzed using more
generic or global speech perception measures.
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It has been previously demonstrated that extensive activation in the dorsolateral temporal lobes
associated with masking a speech target with a speech masker, consistent with the hypothesis that
competition for central auditory processes is an important factor in informational masking. Here,
masking from speech and two additional maskers derived from the original speech were
investigated. One of these is spectrally rotated speech, which is unintelligible and has a similar
�inverted� spectrotemporal profile to speech. The authors also controlled for the possibility of
“glimpsing” of the target signal during modulated masking sounds by using speech-modulated noise
as a masker in a baseline condition. Functional imaging results reveal that masking speech with
speech leads to bilateral superior temporal gyrus �STG� activation relative to a speech-in-noise
baseline, while masking speech with spectrally rotated speech leads solely to right STG activation
relative to the baseline. This result is discussed in terms of hemispheric asymmetries for speech
perception, and interpreted as showing that masking effects can arise through two parallel neural
systems, in the left and right temporal lobes. This has implications for the competition for resources
caused by speech and rotated speech maskers, and may illuminate some of the mechanisms involved
in informational masking. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3050255�

PACS number�s�: 43.71.Rt, 43.71.Qr �RYL� Pages: 1737–1743

I. INTRODUCTION

The properties of masking sounds affect the extent to
which they compete for the same resources—central or
peripheral—as the target. The aspects of these properties can
be very broadly captured by the terms informational and en-
ergetic masking, where in the latter the effects are largely
due to competition at the auditory periphery, whereas in the
former competition for resources seems to be associated with
more central auditory processes. For any particular masking
signal, the masking effects typically arise from a combina-
tion of energetic and informational factors. For example,
while masking speech with steady-state noise will presum-
ably be dominated by energetic effects, masking speech with
speech will involve both energetic and informational mask-
ing. In this paper we used functional neuroimaging to con-
trast two different speech-related masking signals. Our aim
was to identify any difference in their effects in cortical pro-

cessing, which could be linked to competition for central
auditory processing resources, and thus to aspects of infor-
mational masking.

We have previously presented data from a positron emis-
sion tomography �PET� study indicating that neural corre-
lates of the functional differences between informational and
energetic masking can be distinguished �Scott et al., 2004�.
Subjects were instructed to listen to a single talker in the
presence of either a concurrent, continuous masking noise
�energetic masking� or speech from another talker �energetic
plus informational masking�. Each masker type was pre-
sented at four different signal-to-noise ratios �SNRs�. For the
noise masker, there were level dependent effects in the left
ventral prefrontal cortex and supplementary motor area, and
level independent effects in the left prefrontal and right pos-
terior parietal cortex. For the speech masker, in contrast,
there was a level independent activation extensively through
auditory association cortex in regions, lateral, anterior, and
posterior to primary auditory cortex. In the left hemisphere,
these regions have been previously demonstrated to be im-
portant for the early perceptual processing of speech �Jacque-
mot et al., 2003; Scott and Johnsrude, 2003; Wise et al.,
2001�, and in the right hemisphere these regions have been
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associated with nonverbal aspects of speech perception
�Scott et al., 2000; Patterson et al., 2002�. We interpreted
such activation as evidence implicating neural systems im-
portant in speech processing when speech is masked by
speech—perhaps due to competition for perceptual re-
sources, or because some of these regions are important in
the representation of multiple sources of acoustic informa-
tion �Zatorre et al., 2004�.

A limitation of our previous study was that unmodulated
noise with the same spectrum as speech was used as the
energetic masking condition. Continuous noise was selected
as the energetic masker as it leads to the greatest levels of
masking, but this did mean that neural activation in the
speech masking conditions associated with “glimpses” of the
target and masking speech could not be distinguished from
processes more strongly linked to informational masking
generally �Festen and Plomp, 1990�. Thus, some of the re-
sults seen in auditory cortical fields could have been associ-
ated with essentially energetic processes by allowing
glimpses of the target.

A second limitation of this study is that the precise na-
ture of the speech masking effects is hard to determine—we
are unable to distinguish between the effects of the acoustical
or lexical properties of the masking speech. Although it can
be hard to specifically draw a line between informational and
energetic masking effects, it has been established that the
maximal informational masking is achieved when masking a
talker with the same talker, which indicates an important role
for acoustic properties. There is also some role for lexical
information in speech masking effects �Brungart, 2001�,
since intrusions from masking speech occur at rates higher
than those expected by chance.

Either of these mechanisms �acoustic or linguistic pro-
cessing�, as well as glimpses �which are naturally acoustic in
nature�, could be responsible for the activation seen in our
previous study. Functional imaging studies are well posi-
tioned to be able to determine the contributions of these dif-
ferent factors to masking by speech. The bilateral temporal
lobe systems recruited by speech perception can be fraction-
ated, both in terms of hemispheric asymmetries and along
anatomical lines. Functional imaging studies have shown a
clear dominance for left superior temporal areas in the pro-
cessing of linguistic information in speech �Scott et al.,
2000; Narain et al., 2003; Jacquemot et al., 2003�. In con-
trast, right superior temporal areas consistently respond to
signals with pitch variation, be these in speech or music
�Patterson et al., 2002; Scott et al., 2000; Zatorre and Belin
2001�. Functional imaging thus has the power to differentiate
linguistic from nonlinguistic processing of masking speech.
The aim of the current study is to identify the way in which
masking speech competes for central auditory processes, and
the extent to which this relates to linguistic processes, and to
attempt to control for the possibility of glimpses contributing
to the effects previously reported.

Several behavioral papers have interrogated aspects of
informational masking by using speech and time-reversed
speech as maskers �Hawley et al., 2004; Rhebergen et al.,
2005; Johnstone and Litovsky, 2006�. In this study we use
spectrally rotated speech as a comparison masker �Blesser,

1972�, since it has several advantages over reversed speech
in terms of its acoustic profile �Scott and Wise, 2004�.
Hence, three different stimuli were used as maskers: speech,
rotated speech �Blesser, 1972�, and noise with the same long-
term spectrum as speech, modulated by the envelope of
speech �speech-modulated noise �SMN�; Festen and Plomp,
1990�. These stimuli have different acoustic and lexical char-
acteristics, and imaging the processing of these maskers will
give some indication about which characteristics are pro-
cessed in masking signals. Furthermore, we will be able to
establish whether the neural systems responsible for process-
ing characteristics of maskers are similar to those already
implicated in cortical speech processing �e.g., Scott et al.,
2000; Mummery et al., 1999�.

The first two maskers—speech and rotated speech—
have very similar auditory profiles, although only the speech
also has lexical information. Rotated speech has the spec-
trotemporal complexity of speech, and maintains much of the
sense of voice pitch variation, but is unintelligible. Masking
from rotated speech would therefore be associated with pre-
lexical, acoustic aspects of the signal. SMN has the same
amplitude modulations as the original speech signal but none
of the spectral complexity, structure, or sense of pitch. As a
masker it thus allows glimpses of the target speech. The use
of this as a baseline masking condition allows us not only to
contrast speech masking conditions with noise masking con-
ditions but to also control for the possibility of glimpses,
periods during which the masker energy is relatively low, so
that the target speech is more readily heard �Festen and
Plomp, 1990�. This ensures that activation detected when
contrasting speech-in-speech over speech-in-noise does not
arise simply from “glimpsing” during amplitude “dips.”

We have two main hypotheses. By contrasting speech-
in-speech and speech-in-rotated-speech with speech-in-
SMN, we are controlling for glimpses of the target stimuli. If
we see cortical activation associated with these speech based
maskers, therefore, we can conclude that this is associated
with central auditory processing of the masking signal. Our
second hypothesis is that there will be differences in the
central processing of the speech and rotated speech maskers,
with speech being processed bilaterally �as it contains both
acoustic and linguistic elements of speech� while rotated
speech will be associated with right temporal lobe activation
�as it does not contain the linguistic elements of speech�.

II. METHODS: STIMULUS PREPARATION

Three different sets of stimuli were constructed: speech-
in-speech, speech-in-rotated-speech, and speech-in-SMN.
Oscillograms and spectrograms for each masker type are
shown in Fig. 1. All stimulus materials were drawn from
digital representations �sampled originally at 44.1 kHz� of
simple sentences recorded in an anechoic chamber by a male
and a female talker of standard Southern British English. The
target sentences were always Bamford–Kowal–Bench �BKB�
sentences �Foster et al., 1993� spoken by a female whereas
maskers were based on the Institute of Hearing Research
audio-visual sentences lists spoken by a male �MacLeod and
Summerfield, 1987�. All sentences were low-pass filtered at
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3.8 kHz �6th-order elliptical filter, both forward and back-
ward, so as to ensure zero-phase filtering equivalent to a
12th-order filter�, and then downsampled to 11.025 kHz to
save space. For the speech masker conditions, the masker
sentences underwent no further processing. Rotated speech
maskers were spectrally inverted using a digital version of
the simple modulation technique described by Blesser
�1972�. In order to preserve somewhat more of the high fre-
quency energy in the original speech signal, here the signals
were inverted around 2 kHz, instead of the 1.6 kHz used by
Blesser �1972�. Because normal and spectrally inverted sig-
nals would lead to sounds with very different long-term
spectra, the speech signal was first equalized with a filter
�essentially high pass� that would make the inverted signal
have approximately the same long-term spectrum as the
original. This equalizing filter was constructed on the basis
of recent extensive measurements of the long-term average
spectrum �LTAS� of speech �Byrne et al., 1994�, and imple-
mented in finite impulse response �FIR� form. The equalized
signal was then amplitude-modulated by a sinusoid at 4 kHz,
followed by forward-backward low-pass filtering at 3.8 kHz
as described above. The total rms level of the inverted signal
was set equal to that of the original low-pass filtered signal.

SMN was created by modulating a speech-shaped noise
with envelopes extracted from the original wide-band masker
speech signal by full-wave rectification and second-order
Butterworth low-pass filtering at 20 Hz. The speech-shaped
noise was based on a smoothed version of the LTAS of the
male masker sentences. All 270 masker sentences �sampled
at 22.05 kHz� were subjected to a spectral analysis using a

fast Fourier transform �FFT� of length 512 sample points
�23.22 ms�, with windows overlapping by 256 points, giving
a value for the LTAS at multiples of 43.1 Hz. This spectrum
was then smoothed �in the frequency domain� with a 27-
point Hamming window that was two-octaves wide, over the
frequency range 50 Hz–7 kHz. The smoothed spectrum was
then used to construct an amplitude spectrum for an inverse
FFT �assuming a sampling rate of 11.025 kHz� with compo-
nent phases randomized with a uniform distribution over the
range 0–2�.

Sentences at different SNRs were created by digital ad-
dition, with SNRs determined by a simple rms calculation
across the entire waveform. All combined waves were nor-
malized to the same rms value. Because sentences were typi-
cally of different durations, summation of the original sen-
tences would have meant that either the target or the masker
would have sound energy at its end occurring in a period of
silence of its pair �assuming onsets were synchronized�. Sen-
tence pairs were thus modified in duration to their mean
using the synchronized overlap-and-add �SOLA� technique
�Roucus and Wilgus, 1985� as implemented by Huckvale
�2007�. This alters the duration of speech without changing
its fundamental frequency or spectral properties. SOLA can-
not, in fact, guarantee any particular final duration, but
analysis of the sentences after processing showed them all to
fall within a 15 ms range �around a mean of 1.545 s�. The
shorter sentence in each pair was padded with an appropriate
number of zeros before the final addition.

III. BEHAVIORAL TESTING

The intelligibility of the three different masker condi-
tions was assessed in 12 normally hearing adults �ages 26–
50, with six men�, none of whom subsequently participated
in the PET study. Conditions were presented in a randomized
order. Sixteen sentences, with a total of 48 key words, were
presented per condition. Sentences were presented diotically
over headphones and listeners were asked to repeat back the
words that they could hear from the female talker. These
sentences have a very simple semantic and syntactic struc-
ture with three or four key words �e.g., the CLOWN had a
FUNNY FACE�. Responses were scored in terms of the
number of key words correctly repeated. This was done for a
range of SNRs for each masker type: 0, −3, and −6 dB
SNRs for the SMN masker; −3, −6, and −9 dB SNRs for the
speech masker; and −6, −9, and −12 dB SNRs for the ro-
tated speech masker �see Fig. 2�. There is a clear effect of
masking condition and level on the intelligibility of the sen-
tences. These data were used to select the SNR conditions
for the PET scanning in which intelligibility was �80%:
−3 dB SNR for the SMN masker, and −6 dB SNR for the
speech and rotated speech masker. Performance across the
conditions at these levels was not significantly different
when compared in a repeated measures analysis of variance
�ANOVA� or with t-tests �p�0.05�. These levels were used
for every presentation of the specific masking condition in
the PET study.

The eight subjects for the PET study were tested prior to
scanning. They were played individual BKB sentences and

FIG. 1. Oscillograms and spectrograms for the three masking stimuli:
speech, rotated speech, and SMN.
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the masking stimuli diotically over headphones and repeated
back what they could hear. Sixteen sentences, with a total of
48 key words, were presented per condition �none of which
were repeated in the subsequent PET study�. Intelligibility
was scored by an experimenter who recorded the number of
correct key words per condition as a score out of 48. This
gave a score for each subject and masking condition. The
order of conditions was randomized.

All of the PET subjects were able to perceive speech in
the different conditions during prescan training. The average
number of key words per condition was 40.4 �SD 2.61� for
the speech in masking speech �=84%, with a maximum of
92% and a minimum of 75%�, 39.0 �SD 2.82� for speech in
masking rotated speech �=81%, with a maximum of 88% and
a minimum of 73%�, and 37.9 �SD 2.53� for speech-in-SMN
�=79%, with a maximum of 88% and a minimum of 73%�. A
repeated measures ANOVA revealed that performance dif-
fered statistically across the three conditions �F=4.62, df
=2,7, and p=0.027�. Post hoc t-tests revealed that this arose
from a significant difference between the speech and SMN
masking conditions �p=0.023�, where performance in SMN
was poorer. There was no significant difference between per-
formance on the speech-in-speech and speech-in-rotated-
speech conditions, or between the speech-in-rotated-speech
and speech-in-SMN conditions. The difference in intelligibil-
ity between speech-in-speech and speech-in-SMN was just
over 5%.

IV. PET SCANNING

Eight right-handed native English-speaking volunteers,
none of whom reported any hearing problems, were recruited
and scanned. The mean age was 42, with a range 35–57.
Each participant gave informed consent prior to participation
in the study, which was approved by the Research Ethics
Committee of Imperial College School of Medicine/
Hammersmith, Queen Charlotte’s & Chelsea & Acton Hos-
pitals. Permission to administer radioisotopes was given by
the Department of Health �London, UK�.

PET scanning was performed with a Siemens HR++
�966� PET scanner operated in high-sensitivity three-
dimensional mode. Sixteen scans were performed on each
subject, using the oxygen-15-labeled water bolus technique.
All subjects were scanned while lying supine in a darkened
room with their eyes closed.

The stimuli were presented diotically at a comfortable
level determined for each subject, and this level was kept
constant over the scanning sessions. The sentence presenta-
tions began 15 s before the scanning commenced, and each
sentence presented was novel �i.e., there were no repeats�. As
in our previous study, we used a target female talker and a
male masking talker as this enabled us to give the subjects
the simple instruction of “listen to the female talker.” The
subjects were instructed to listen passively to the female
talker “for meaning” in the scanning sessions. Passive listen-
ing �i.e., with no overt responses� reduces the likelihood that
activation seen is due to controlled processing aspects of the
task, which would be involved if the subjects were required
to make explicit responses or try and remember the sentences
they heard �Scott and Wise, 2003�. Such requirements have
been shown to influence responses in auditory cortex �Brech-
mann and Scheich, 2005�.

V. ANALYSIS

The images were analyzed using statistical parametric
mapping �SPM99, Wellcome Department of Cognitive Neu-
rology, http://www.fil.ion.ucl.ac.uk/spm�, which allowed ma-
nipulation and statistical analysis of the grouped data. All
scans from each subject were realigned to eliminate head
movements between scans and normalized into a standard
stereotactic space �the Montreal Neurological Institute tem-
plate was used, which is constructed from anatomical mag-
netic resonance imaging �MRI� scans obtained on 305 nor-
mal subjects�. Images were then smoothed using an isotropic
10 mm, full width at half maximum, Gaussian kernel, to
allow for variation in gyral anatomy and to improve the
SNR.

VI. RESULTS

Three main contrasts were performed, both based on
subtractions. In the first, regions more activated by speech-
in-speech than speech-in-SMN were identified. This revealed
activation confined to the left and right superior temporal
gyri �STGs� �Table I�, anterior to primary auditory cortex,
and extending to the dorsal bank of the STS �Fig. 3�. In the
second, regions more activated by speech-in-rotated-speech
than speech-in-SMN were identified. This revealed activa-
tion in the right STG �Table I�, anterior to primary auditory
cortex, and again extending to the dorsal bank of the STS
�Fig. 4�. Of the two peaks in this region, one lies within 2
mm in each dimension of the peak response to speech-in-
speech, and thus likely represents the same peak of activa-
tion, with the spatial resolution available using PET. In the
third contrast, regions more activated by the speech-in-
speech than speech-in-rotated-speech were identified. This
contrast did not reveal any significant activity. Finally, a con-
junction analysis of both informational masking conditions

FIG. 2. Intelligibility in three different masking conditions �speech, rotated
speech, and SMN�, as a function of SNR, from the pilot testing conditions.
The error bars show standard errors.
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revealed a peak in the right STG �Table I�, which was just 2
mm more medial than the peak response in the speech-in-
speech contrast, and essentially therefore reflects the same
peak of activation. An additional analysis investigated any
overall response to intelligibility, without regard to masker
type, by using the subjects’ pretesting scores as covariates
across all conditions. No regions were significantly activated
by this, possibly because the range of intelligibility was re-
duced in this study, relative to studies that expressly vary
intelligibility �across all the subjects, scores ranged from
73% to 92%�. In our previous study of masking, intelligibil-
ity ranged over a wider range �from 50% to 100%� and sig-
nificant intelligibility related regions were seen �Scott et al.,
2004�.

VII. DISCUSSION

Our previous study �Scott et al., 2004� showed extensive
bilateral superior temporal activation associated with infor-

mational masking of speech: We interpreted this as central
perceptual processing of the masking speech signal, consis-
tent with a central competition of resources in informational
masking. However, we could not rule out a contribution of
glimpses of the target signal in the speech masking condition
as a basis of at least some of the activation, nor could we
determine the nature of the central resources—acoustic or
linguistic—for which there was perceptual competition. The
results of the current study allow us to address these issues.

First, the activation in the speech masker condition in
this study is less extensive than that seen in the previous
study, suggesting that some of the changes in activation in
the previous study were indeed a result of glimpses of the
target signal allowed by the modulated masker. This seems to
primarily affect the activations seen in more posterior audi-

TABLE I. Peak activations for various planned contrasts.

Contrast Region Z score X Y Z

Speech-in-speech�speech-in-SMN Left STG 4.43 −68 −12 0
Right STG 5.69 66 −2 −6

Speech-in-rotated-speech�speech-in-SMN Right STG 6.53 58 −10 4
5.34 64 −2 −4

Conjunction of speech in speech and rotated speech�speech in SMN Right STG 6.21 64 −2 −4
6.11 60 −10 2

FIG. 3. �Color online� Activation for the contrast of the conditions “speech-
in-speech” over the conditions “speech-in-modulated-noise” �analyzed in
SPM99, p�0.0001, cluster size �40 voxels�. This subtraction reveals acti-
vations that are significantly greater to the masking speech than to the noise
masker. The peak activations in the left and right temporal lobes are pro-
jected on the MNI TI template from SPM99: The panels on the left of the
figure show the activation peak in the left hemisphere, and the panels on the
right show the peak activation in the right hemisphere. The upper panels
show the activation on a coronal image of the brain, and the lower panels
show the activation on a transverse image. The graphs show the effect sizes
as percentage signal change across conditions: While the comparison is of
the activity for speech-in-speech�speech-in-noise, the activity in this peak
for the speech-in-rotated-speech condition is also shown. Note that in the
left temporal lobe the response to speech-in-rotated-speech is reduced rela-
tive to the response to speech-in-speech, whereas in the right temporal lobe
the responses for both speech-in-speech and speech-in-rotated-speech are
more similar.

FIG. 4. �Color online� Activation for the contrast of the conditions speech-
in-rotated-speech over speech-in-modulated-noise �analyzed in SPM99, p
�0.0001, cluster size �40 voxels�. This subtraction reveals activations that
are significantly greater to the masking rotated speech than to the noise
masker. The peak activation in the right temporal lobe is projected on the
MNI TI template from SPM99. The graph shows the effect size as
percentage signal change across conditions. Note that the activation lies
posterior and dorsal to the right STG peak for the speech-in-speech
�speech-in-modulated-noise contrast: However, there is a subpeak �64, −2,
−4, Z=5.34� which lies within 2 mm of this.
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tory regions: In the current study there are no peaks farther
back than y=−15, i.e., lateral to the anterior extent of pri-
mary auditory cortex. In our previous study there were bilat-
eral peaks extending as far back as y=−30, lateral to the
posterior extent of primary auditory cortex. This suggests
that activation associated with masking speech in anterior
STG regions is not driven solely by glimpses of the target
stimulus. Zatorre et al. �2004� recently demonstrated, by
varying the number of acoustic sources perceived, that the
right anterior superior temporal sulcus �STS� is associated
with representation of multiple auditory objects. Potentially,
it has a role in representing and selecting between competing
auditory sources. Our data are consistent with this finding,
suggesting a role for these anterior auditory fields in the pro-
cessing of multiple auditory “streams” of information �Scott,
2005�. Since these same regions are strongly implicated in
the auditory processing of spoken language without maskers
�Mummery et al., 1999�, these would be prime candidates
for a locus of central processing of masking speech.

Second, we are able to distinguish differences between
different speech masking conditions, which relate to the na-
ture of competition for central auditory resources in masking.
The presence of speech as a masker is associated with bilat-
eral STG responses, whereas rotated speech as a masker re-
sults in right STG responses only, relative to SMN. This
suggests that masking speech recruits more extensive left
temporal lobe neural systems than masking rotated speech,
and thus potentially different perceptual processes. Rotated
speech is unintelligible, but contains much of the acoustic
structure of the original speech signal, in terms of spec-
trotemporal dynamics, although aspects of the amplitude
modulation profile are likely to be different. Importantly,
since harmonics are still represented as equally spaced spec-
tral components �although typically no longer strictly har-
monic�, rotated speech maintains the pitch of speech �albeit
with a weaker saliency�, and hence preserves the intonation
of the original signal. We have previously attributed common
activation of the right STG to attended �and unmasked�
speech and rotated speech as a result of the presence of pitch
variation in both �Scott et al., 2000�, and several studies
explicitly investigating pitch variation have demonstrated a
clear preference in the right STG/STS for such signals
�Zatorre and Belin 2001; Patterson et al., 2002�. In contrast,
functional imaging studies of intelligible speech, which com-
pare the activation produced by speech with that produced by
rotated speech, reveal solely left STS regions �Scott et al.,
2000, 2006; Narain et al., 2003�. It seems likely, therefore,
that masking speech and rotated masking speech activate
right anterior STG because of the acoustic structure and pitch
variation that both have in common, while masking speech
activates the left STG as a function of its intelligibility—and
therefore of its linguistic status. This may have some impli-
cations for approaches to informational masking. Studies
have indicated that different masking effects can be seen
when a talker is masked by speech and when the masker is
comprised of reversed speech—e.g., there is a release from
masking when reversed speech is used as a masker �Rheber-
gen et al., 2005�, and there is a developmental profile to this,
with children showing greater masking from reversed speech

than adults �Johnstone and Litovsky, 2006�. There can be
similar effects of masking speech and masking reversed
speech �Hawley et al., 2004�, when there are multiple
maskers. One interpretation of our data is that the linguistic
component of informational masking is associated with left
temporal lobe mechanisms, and some of the nonlinguistic
aspects of masking from speech and reversed speech may be
associated with right temporal lobe mechanisms.

In conclusion, neural activity associated with masking
from speech �above masking from SMN� is seen in anterior,
rather than posterior, auditory fields, in areas that represent
auditory objects. We also suggest that part of the masking
effects of speech and rotated speech result from their shared
acoustic properties. However, speech as a masker activates
the left STG to a far greater degree than rotated speech �Fig.
3� because, we suggest, of its intelligibility. This is consistent
with behavioral findings suggesting that informational mask-
ing effects arise from competition for both acoustic and lin-
guistic processing resources �Brungart, 2001; Hawley et al.,
2004; Rhebergen et al., 2005; Johnstone and Litovsky,
2006�. We identify two different types of central competition
in the temporal lobes, one linguistically driven in the left
anterior auditory association cortex, and one driven by
acoustic properties in the right anterior auditory association
cortex. Such an account allows for masking by speech to
show both lexical and acoustic influences, and places the
neural processing of “unattended” speech in the same frame-
work as the neural responses to attended speech �Scott et al.,
2000�. Attention is known to modulate neural processing of
sound �Brechmann and Scheich, 2005� and our results do not
contradict this distinction between the two modes of re-
sponse, rather they indicate that attended and unattended
�masking� speech enter the processing system via the same
neural pathways. Furthermore, the unattended masking
speech is processed within the anteriorly directed “what”
pathway of processing, which is associated with the process-
ing of intelligible attended, unmasked speech �Scott et al.,
2000�. Further work will determine the extent to which the
right temporal lobe response to both masking speech and
masking rotated speech arises from aspects of their shared
acoustic structure or their pitch variation. Future studies will
also be able to determine whether the left temporal response
to masking speech is driven by phonological or postlexical
processing of the unattended speech.
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Phonemic restoration occurs when speech is perceived to be continuous through noisy interruptions,
even when the speech signal is artificially removed from the interrupted epochs. This temporal
filling-in illusion helps maintain robust comprehension in adverse environments and illustrates how
contextual knowledge through the auditory modality �e.g., lexical� can improve perception. This
study investigated how one important form of context, visual speech, affects phonemic restoration.
The hypothesis was that audio-visual integration of speech should improve phonemic restoration,
allowing the perceived continuity to span longer temporal gaps. Subjects listened to tri-syllabic
words with a portion of each word replaced by white noise while watching lip-movement that was
either congruent, temporally reversed �incongruent�, or static. For each word, subjects judged
whether the utterance sounded continuous or interrupted, where a “continuous” response indicated
an illusory percept. Results showed that illusory filling-in of longer white noise durations �longer
missing segments� occurred when the mouth movement was congruent with the spoken word
compared to the other conditions, with no differences occurring between the static and incongruent
conditions. Thus, phonemic restoration is enhanced when applying contextual knowledge through
multisensory integration. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075576�

PACS number�s�: 43.71.Sy, 43.71.Rt �DOS� Pages: 1744–1750

I. INTRODUCTION

Phonemic restoration �PR� or the auditory continuity il-
lusion �Warren, 1970; Samuel, 1981a; Bashford et al., 1992;
Shinn-Cunningham and Wang, 2008� occurs when inter-
rupted speech is perceived to be continuous, provided the
missing speech is replaced by another sound such as white
noise �Warren, 1970; Warren et al., 1997�. In ecologically
naturalistic, acoustically adverse environments, this illusory
filling-in significantly increases speech comprehension
�Bashford et al., 1992�. The PR illusion thus exemplifies how
the brain uses context to repair degraded sensory information
and thereby improve perception.

Phonemic restoration can be understood as a form of
template matching, a negotiation between stimulus acoustics
and prior knowledge. Naturally, stimulus acoustics during
the noisy interruption influence the restoration of speech. PR
tends to be enhanced when the replaced speech and the in-
terrupting or masking sound share spectrotemporal character-
istics �Warren, 1970; Samuel, 1981b, 1991; Petkov et al.,
2007�. For example, white noise induces a stronger illusion
when it replaces a fricative as opposed to a vowel �Samuel,
1981b�, and the illusion is improved if amplitude modula-
tions in the masking noise match the envelope of the missing
utterance �Bashford et al., 1996�. However context, or the
situation in which the interruption occurs, also profoundly
influences PR by constraining the prior knowledge that may

be used to restore the degraded acoustics. Context includes
phonetic, lexical, semantic, and syntactic cues �Bashford
et al., 1992; Samuel, 1997; Friederici, 2002; Sivonen et al.,
2006b; Sivonen et al., 2006b; Shahin et al., 2008�. For ex-
ample, �1� Semantic: Sivonen et al. �2006a� reported that
subjects recognize a sentence-final word with an obliterated
phoneme faster when the word is highly expected. �2� Lexi-
cal: The more syllables present in a word, the easier the
restoration �Samuel, 1981a�, and words are more readily re-
stored than phonologically legal pseudowords �Samuel,
1981a�—even engaging different neural networks during il-
lusory restoration �Shahin et al., 2008�. PR is also influenced
by cognitive status such as attentional state �Samuel and
Ressler, 1986; Samuel, 1991�. Each of these factors affects
the level of matching between stimulus attributes and prior
knowledge, and hence speech perception. Context deter-
mines what kind of information, and how much of it, the
brain can apply from its experiential knowledge base to per-
ceptually repair the degraded speech.

Most studies on PR have addressed the influence of
stimulus attributes and context in only one sensory modality:
audition. Here we examine the effect of visual speech, one of
the most important forms of context in noisy environments.
The premise is that visual speech, by providing more infor-
mation about the degraded epoch, should facilitate template
matching and allow the brain to repair or “fill-in” longer
degradations. That is, audio-visual integration should en-
hance the phonemic restoration. This hypothesis is motivated

a�Author to whom correspondence should be addressed. Electronic mail:
ajshahin@ucdavis.edu
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by numerous demonstrations that vision improves compre-
hension in noise �Sumby and Pollack, 1954; Grant et al.,
1998�, influences speech perception at a basic phonetic level
�McGurk and MacDonald, 1976; Repp et al., 1992; Bran-
cazio et al., 2003; Helfer and Freyman, 2005; van Wassen-
hove et al., 2005�, and can even actively recalibrate speech
sound categorization �Vroomen and Baart, 2008�.

Only one prior study investigated how vision might af-
fect phonemic restoration, by comparing an auditory-only
condition with a congruent audio-visual condition �Trout and
Poser, 1990�. In that study, white noise either replaced or was
added to an acoustic phoneme in a word. Subjects were
asked whether they heard the word as intact �noise added� or
interrupted �noise replaced�. The authors hypothesized that
since visual cues tend to enhance speech perception, PR
should increase with vision. PR enhancement would then be
reflected in reduced discriminability between added and re-
placed stimuli �reduced d��. The study found that visual input
did not affect the discriminability of the speech signal. How-
ever, it found that the presence of visual cues reduced the
bias to report replaced speech as continuous. In comparison
to the Trout and Poser study �1990�, the current design uses
a different approach to test visual effects on PR. Here we use
the duration of a white noise interruption to quantify the
strength or efficacy of PR, adaptively in each subject under
different visual conditions.

We examined whether mouth movement congruent with
acoustic speech enhances phonemic restoration. Subjects lis-
tened to spoken words with white noise either replacing or
added to a fricative/affricate. For each word, subjects identi-
fied whether the utterance sounded continuous through the
noise or interrupted. Thus, a “continuous” response for a
replaced phoneme indicated successful phonemic restoration.
The duration of the white noise burst was adaptively adjusted
to identify each subject’s threshold for restoring interrupted
speech. The auditory stimuli were presented with mouth
movements either congruent or incongruent with the spoken
word or with no mouth movement �static condition). The
incongruent condition was used to control for visual distrac-
tion: if PR enhancement is merely due to visual distraction,
then the congruent and incongruent conditions should have
equal white noise durations, but longer durations with re-
spect to the static condition. Rather, we hypothesized that
greater contextual information provided through audio-
visual integration would result in illusory filling-in over
longer gaps and hence longer white noise durations for the
congruent condition with respect to the incongruent and
static conditions.

II. METHODS

A. Subjects

Twenty subjects were recruited for the study. Data from
14 subjects �aged 25.7�5.7 years; 8 female, 1 left handed�
who performed the task consistently �described below� were
included in the final analysis. Informed consent was obtained
from all subjects in accordance with the ethical guidelines of
the University of California.

B. Stimuli

The stimuli were 230 tri-syllabic English nouns and ad-
jectives compiled using the University of Western Australia
MRC Psycholinguistic Database �http://www.psy.uwaedu.au/
mrcdatabase/uwa_mrc.htm�. Each word had a familiarity rat-
ing of 300–700 and contained between 1 and 3 fricatives/
affricates, with at least one occurring between the first and
last phonemes. The auditory and visual stimuli, recorded si-
multaneously, were produced by a professionally trained fe-
male vocalist �f0 of 203 Hz�. Informed consent, in accor-
dance with the ethical guidelines of the University of
California, was obtained from the professional vocalist prior
to recording. The auditory signal was recorded using a Shure
KSM studio microphone �http://www.shure.com� at a sam-
pling rate of 48 kHz, in an acoustically shielded room. The
visual stimuli were recorded using a Panasonic AG-
DVX100A digital camera. The camera resolution was set to
30 frames per second.

Before further processing �see below�, each audio-visual
word was first centered in a 2.85 s �95 frames� segment using
ADOBE PREMIERE PRO 2.0 �Adobe Systems Inc., San Jose,
CA�. This resulted in each segment’s auditory signal contain-
ing about a second of silence at the beginning and end, with
each video containing less than a second of motionless talker
at the beginning and end �since lip-movement precedes
acoustic onset and persists after acoustic offset�.

1. Preparation of visual stimuli

The visual part of each audio-visual word �avi files� was
extracted as a series of 30 ms frames, and processed into
congruent, incongruent, and static visual stimuli as follows:
naturally the video frames for the congruent condition words
were perfectly aligned in time with the acoustic speech. To
reduce the number of no-motion frames, the congruent con-
dition was reduced to 85 frames, corresponding to a 2.55 s
duration, of the original 95 frames. To prepare the visual
stimulus of the incongruent condition, the videos for the con-
gruent condition words were temporally reversed as follows:
�1� the midpoint of the acoustical signal for each word was
determined. �2� The video frame of the congruent condition
corresponding to the acoustic midpoint of step 1 was deter-
mined. �3� Frames were extracted from this mid-utterance
video frame minus 30 frames through the mid-utterance
frame plus 30 frames of the congruent video. Notice that in
this step, all sound and lip-movement spanning the onsets
and offsets were included in the extracted segments. �4� The
frame series from the third step was reversed in time to pro-
duce an incongruent frame series. �5� The incongruent frame
series was padded by a variable number of frames �padded at
the beginning with the first frame and at the end with last
frame for each word� to comprise 85 frames. This procedure
ensured that the mouth movement onset time and overall
mouth movement energy during the speech were identical for
each word between the congruent and incongruent condi-
tions. This also ensured that visual discontinuities occurred
only once at trial onset �approximately 1 s before acoustic
onset�. For the static condition, all of the 85 frames used
were the same as the first still frame of each word with lips
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closed. Accordingly, similar to the congruent and incongru-
ent conditions, the static trial-onset visual discontinuities oc-
curred only once at the beginning of each trial. Figure 1�A�
shows three frames displaying part of the vocalist’s face in-
cluding the mouth. Each frame corresponded to a particular
time in the acoustic presentation �Fig. 1�B��.

2. Preparation of auditory stimuli

Since the number of frames for each word was truncated
to 85 frames, the auditory stimuli were trimmed accordingly.
The acoustic part of each audio-visual word was extracted
and processed as follows: Initially, a white noise segment
was aligned with one fricative/affricate ��tb�, �dc�, �s�, �b�, or
�z�� between the first and last phonemes of each word.
Fricatives/affricates were used to yield robust PR effects
�Samuel, 1981a�. The beginning and end of each fricative or
affricate for each word were determined using ADOBE AUDI-

TION 2.0 �Adobe Systems Inc., San Jose, CA�. Each original
word was then used to create both an “interrupted” and a
continuous version. Interrupted words were those in which
part of the word �centered on the fricative/affricate� was
completely replaced by white noise, while continuous words
were those in which white noise was superimposed on part
of the word, centered on the fricative/affricate. To rule out
effects due to physical differences of the acoustical stimuli
across conditions, we first matched all words in sound level
based on their A-weighted root mean square �RMS�. Second,
the A-weighted RMS sound level of the white noise segment
was equalized to the A-weighted RMS sound level of the
replaced/superimposed speech plus 3 dB. Because the white
noise is uncorrelated with the fricative/affricate, this resulted
in a RMS difference between the continuous and interrupted
words of less than 1 dB for all stimuli. All words were iden-
tifiable and unambiguous, even when interrupted, thus mini-
mizing differential semantic effects. Figure 1�B� shows the
time waveforms and spectrograms for a representative word
�“direction”� with 100% of the fricative ��b�� replaced with
white noise �middle panel, interrupted� and with white noise
superimposed �right panel, continuous�. For comparison, the

left panel shows the original waveform and spectrotemporal
representation of the word.

C. Procedure and task

Subjects sat approximately 50 cm in front of a 24 in.
LCD monitor and wore AKG 271 studio headphones �AKG
Acoustics GmbH, Vienna, Austria�. Visual stimuli spanned
approximately 15°. Sound loudness was adjusted to the sub-
ject’s comfort level and was kept constant across the entire
experiment. The task involved nine blocks �three blocks for
each condition, �12 min per block�.

In each of the nine blocks, subjects were presented with
the 230 audio-visual words consecutively. The order of pre-
sentation of words was randomized by a genetic algorithm
�Wager and Nichols, 2003� that ensured adequate counterbal-
ancing between interrupted versus continuous stimulus con-
ditions. The nine blocks were randomized across subjects,
but the presentation order of stimuli within each block was
the same for all subjects. Subjects took a few minute break
between blocks. Following each audio-visual word presenta-
tion, there was a 0.6 s silent period combined with a still
picture of the last displayed frame. Because sound onsets and
offsets occurred at variable time from trial-to-trial, the sound
interstimulus interval �ISI� ranged between 1 and 3 s �mean
2.15�0.32 s�. The ISI for lip-movements offset to onset
was smaller. As rapidly as possible, subjects pressed their left
index finger when they perceived the stimulus as continuous
and their left middle finger when they perceived the stimulus
as interrupted. They were instructed to focus their vision on
the talker’s face at all times while making their discrimina-
tion based on what they heard. They were also explicitly
instructed to base their judgments on the continuity of the
word and to ignore the white noise.

A two alternative forced choice adaptive procedure was
used so that every subject experienced stimuli with white
noise duration at or near their own psychophysical threshold
for perceiving the restoration illusion. The psychophysical
threshold is the white noise proportion where the subject
perceives interrupted speech as continuous on about 50% of
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FIG. 1. Stimuli. �A� Three picture
frames corresponding to mouth move-
ments for three different times: 1—no
sound; 2—beginning of mouth move-
ment preceding the utterance;
3—mouth movement corresponding to
the onset of the fricative /b/. �B� The
time waveforms �top� and correspond-
ing spectrograms �bottom� for an ex-
ample word �“direction”�. The middle
panel depicts a physically interrupted
word, where white noise replaced part
of the fricative /b/. The right panel de-
picts a physically continuous word,
where white noise was superimposed
on the fricative. The left panel depicts
the original word with no noise, which
was not among the experimental
stimuli.
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trials. Examining differences at the subject’s own threshold
minimizes the physical differences of the acoustical signals
within each of the three visual conditions �between continu-
ous and interrupted percepts� and ensures that subjects per-
form at the same point in their psychometric range across
conditions. This allows us to use noise proportion to measure
the efficacy of phonemic restoration. If an actually inter-
rupted word was identified as interrupted, the trial was la-
beled an illusion-failure. If an interrupted word was identi-
fied as continuous, the trial was labeled an illusion �the PR
percept�. If a continuous word was identified as continuous,
the trial was labeled natural, and finally, if a continuous
word was identified as interrupted, the trial was labeled a
miss. At the start of the experiment, a white noise segment
spanning a proportion of 100% of the fricative/affricate du-
ration was used to either replace �physically interrupted
word� the fricative/affricate or add to it �physically continu-
ous word�. The adaptation was done for each condition
�static, congruent, and incongruent� separately. If, during the
physically interrupted trials only, subjects identified the word
as continuous �illusion�, the gap and thus the white noise
segment were increased on the next physically interrupted
trial by 15% of the actual fricative/affricate �7.5% on either
side of the fricative center� duration. Note that increased gap
and hence white noise duration make it harder to identify the
word as continuous. Conversely, the gap, and thus the white
noise segment, was decreased by the same amount if they
identified the word as interrupted �illusion-failure�. The
lengths of white noise segments between different words
thus varied in proportion with respect to the replaced
fricative/affricate rather than by a fixed duration. This al-
lowed evaluation of illusory continuity based on representa-
tions contained in speech rather than information contained
in fixed temporal values �Bashford et al., 1988�. It should be
clear that the adaptive procedure allows the gap and white
noise proportion to span part of or extend beyond the
fricative/affricate. The noise duration algorithm only adapted
for physically interrupted trials. For the physically continu-
ous trials, the gap and thus the white noise proportion were
the same as the most recent interrupted trial. This equalized
the noise proportion distribution between physically continu-
ous and physically interrupted trials. In each block, 70% of
the words presented were physically interrupted and 30%
were physically continuous. This was done deliberately to
increase statistical power for the condition of interest �illu-
sion�, i.e., to attain a more reliable estimate of white noise
proportion differences of the illusion percept between the
three conditions. The remaining 30% of the stimuli were
physically continuous �producing natural and miss percepts�
and were included as a supplementary measure in the design
to evaluate subjects’ performance. First, a large natural/miss
ratio indicates that subjects’ responses were minimally influ-
enced by guessing. For example, if the 35/35 response per-
centage seen for the illusion/illusion-failure were due to
guessing, then we should see a similar ratio for natural/miss.
As will be shown below, this was not the case. Of the 20
original subjects, only subjects with a natural/miss of 1.5 or
larger were included. In addition, only subjects who had
white noise proportion that deviated less than 50% between

blocks were considered further. A 50% or larger deviation in
white noise proportion indicated that those individuals
changed strategies between blocks or did not understand the
task initially. 14 of the initial 20 subjects satisfied these cri-
teria. It should be noted, however, that including all 20 sub-
jects in the analysis yields qualitatively identical results. Re-
sponses and white noise proportion were monitored and
logged via PRESENTATION �Neurobehavioral Systems, Inc.,
Albany, CA� software.

D. Analysis and statistics

Each subject’s white noise proportions were obtained as
the mean noise proportion across the illusion trials for each
condition: static, incongruent, and congruent. Trials on
which the subject gave no response were excluded from the
analysis. Subject performance was based on the number and
white noise proportion of natural stimuli—correctly identi-
fied continuous stimuli—for each condition.

Statistical tests were conducted using STATISTICA ver-
sion 8.0 �StatSoft, Inc., Tulsa, OK�. Differences in white
noise proportion and natural response counts were calculated
separately for each condition using analysis of variance
�ANOVA�, with condition as the only variable. Post hoc
comparisons were made by paired t-tests.

III. RESULTS

Our adaptive design sought to yield an equal percentage
of trials �35/35� between the illusion responses, which repre-
sent the PR percept, and the illusion-failure responses. The
remaining 30% of physically continuous stimuli were incor-
porated to test performance. Table I shows the response
mean percentage and standard deviation of the illusion,
illusion-failure, natural, miss, and trials with no response
across the 14 subjects. The equivalent numbers between il-
lusion and illusion-failure across the three conditions speaks
to our successful adaptive method. The large ratio of the
natural to miss responses indicates that subjects performed
the task as required—paying attention with minimal guess-
ing. Since all these experimental criteria were met, we can
therefore use white noise proportion to measure the strength
or efficacy of PR and the natural response count as a mea-
sure of performance.

A. White noise proportion

According to our hypothesis, a greater white noise pro-
portion indicates enhanced PR. Figure 2 shows the white
noise proportion for each condition normalized to the within-

TABLE I. Mean percentage and standard deviation of the illusion, illusion-
failure, natural, miss, and trials with no response across the 14 subjects.

Static Incongruent Congruent

Illusion 34�1 34�2 35�1
Illusion-failure 34�2 32�3 33�2
Natural 26�4 26�4 28�3
Miss 3�3 3�3 3�3
No response �NR� 2�3 4�5 2�2
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subject mean of the three conditions, for the 14 subjects.
Unnormalized, the mean and standard deviation of white
noise proportion across the three conditions and all subjects
were 134�48%. This corresponded to average noise dura-
tion of 172 ms. An ANOVA with condition as the only vari-
able showed a main effect �F�2,26�=3.7; p�0.039� for white
noise proportion. Consistent with our hypothesis, post hoc
t-tests revealed that white noise proportion was larger for
words when the mouth movements were congruent with the
auditory stimuli compared to the static and incongruent con-
ditions �congruent versus static: t�13�=2.6 and p=0.022; con-
gruent versus incongruent: t�13�=2.5; p=0.027�. Though the
white noise proportion of the incongruent condition tended
to be larger compared to the static condition, this difference
was statistically weak �p�0.25�.

B. Natural response count as a measure of
performance

If audio-visual integration enhances PR and thereby im-
proves speech perception, we might observe two related ef-
fects. First, as suggested in Sec. I and confirmed in Sec.
III A, PR as measured by white noise duration should be
enhanced. Alternately, for equivalent white noise durations,
subjects should perform better with congruent audio-visual
speech. Since our design adapted the noise duration to each
subject’s threshold within condition, we cannot compare per-
formance across conditions with identical noise durations.
However, our adaptive approach does allow a conservative
test of performance differences. Specifically, subjects might
perform better during audio-visual integration even though
they endure longer noisy epochs �mean white noise propor-
tion �SD normalized across the three conditions for the con-
gruent, incongruent, and static conditions were 0.97�0.09,
0.99�0.07, and 1.04�0.05, respectively�. We therefore
measured performance across conditions as the number of
natural responses which represent correctly identified con-

tinuous stimuli. Normalized to the within-subject means of
the three conditions, the number of natural responses was
significantly larger �Table I� for the congruent than the other
two conditions �t-tests, t�14�=2.7; p�0.02 or better� with no
differences between the static and incongruent conditions �t-
tests, p�0.6�. So, despite significantly longer noise bursts
obscuring the underlying speech in the congruent condition,
subjects performed better compared to the static and incon-
gruent conditions.

IV. DISCUSSION

We have shown that audio-visual integration enhances
the PR illusion, allowing the brain to fill-in longer epochs of
degraded speech. This is consistent with our prediction that
meaningful �e.g., congruent� mouth movement modulates
our auditory experience to benefit speech perception in noise.

To perceptually restore speech in the absence of visual
input, template matching could fit sensory input to closely
related representations in memory, and may be lexical �Sam-
uel, 1981a; Binder et al., 2003�, semantic �Sivonen et al.,
2006b�, or syntactic �Friederici, 2002� in nature. In the cur-
rent design, speech stimuli were equalized for lexicality
across conditions but differed in their degree of auditory-
visual congruency. A bimodal congruent sensory interaction
therefore represents an additional domain for template
matching to facilitate auditory perception, especially for
lexically-mediated stimuli �Repp et al., 1992�. Such an
auditory-visual template match may require mapping of vi-
sual inputs onto the auditory cortex or vice versa. This is
supported by studies showing that meaningful visual inputs
can induce activity in the auditory cortex in the absence of
sounds �Sams et al., 1991; Calvert et al., 1997; Jancke and
Shah, 2004�. Also, ample evidence supports that this type of
audio-visual convergence facilitates perception �Repp et al.,
1992; Helfer and Freyman, 2005; Martuzzi et al., 2007;
Romei et al., 2007; Bishop and Miller, 2008�. For instance,
Helfer and Freyman �2005� showed that lip reading en-
hanced the ability to segregate one talker in a multi-talker
environment, in accordance with our results of enhanced per-
formance in noise for the congruent auditory-visual condi-
tion.

In addition to the linguistic information conveyed
through vision, we should also emphasize that to be useful,
visual cues must be temporally coherent with the auditory
signal �Grant and Seitz, 2000; Grant, 2001; Yehia et al.,
2001�. Grant and Seitz �2000� showed that when lip-
movement for a sentence matches with the corresponding
acoustical signal of the sentence, average speech detection
threshold improves by 1.6 dB compared to auditory-only
condition. Subsequent analysis indicated that speech detec-
tion threshold is related to the degree of temporal synchrony
between the timing of mouth opening and acoustical varia-
tions reflected in the speech temporal envelope �Grant and
Seitz, 2000�. Our results concur with their conclusion. Of
course in the present study, while mean visual energy span-
ning the period of auditory presentation was equivalent be-
tween the audio-visual conditions, mouth openings and
acoustical energy variations were temporally related for the
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FIG. 2. Normalized white noise proportions with respect to the replaced
fricative for �1� no mouth movement �static�, �2� mouth movement incon-
gruent with the spoken word �incongruent�, and �3� mouth movement con-
gruent with the spoken word �congruent�.
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congruent but not the incongruent condition. This temporal
coherence is likely another reason why PR enhancement was
only reflected in the congruent condition.

The incongruent condition, however, showed a trend to-
ward enhanced PR compared to the static condition. This
suggests that arbitrary visual events preceding or during lis-
tening could distract the listener and lead to an increased
illusion, consistent with the findings of Kobayashi et al.
�2007�. Using a pure tone with gaps masked by white noise,
they �Kobayashi et al., 2007� showed that white noise pro-
portion increased for the illusory response when a flash of
light preceded white noise onset. The presence of visual cues
unrelated to the auditory stimulus may shift the attentional
state toward a global rather than a narrow scope resulting in,
as posited by Samuel and Ressler �Samuel and Ressler, 1986;
Samuel, 1991�, a “failure to attend to low-level aspects of the
stimulus because of global dominance.” Nevertheless, PR for
congruent audio-visual speech was still significantly en-
hanced relative to the incongruent condition, demonstrating
that audio-visual integration dominates any attentional ef-
fects. Thus, the trend toward enhanced PR �longer white
noise duration� in the incongruent condition was likely
caused by attentional effects and not the visual information
itself as in the congruent condition.

Context could enhance PR via at least two mechanisms:
by reducing the perceptual discriminability of speech vs
noise during the interruption �making the noise sound more
like speech� or by increasing the post-perceptual bias of a
listener to report restoration. Traditionally, discriminability
and bias have been measured by the signal detection theory
parameters d� and beta, respectively �Samuel, 1981a; Trout
and Poser, 1990�. For example, Trout and Poser’s �1990�
findings suggest that the bias, not discriminability, is the sen-
sitive parameter for audio-visual PR. However, Samuel
�1981a� found that word-level context affected discriminabil-
ity, while sentence-level context affected subjects’ bias for
reporting restored speech. Our design differed from the tra-
ditional signal-detection approach by adapting the stimulus
properties �noise duration� for each subject, in each condi-
tion, throughout the experiment. Though integral to our mea-
sure of PR enhancement, this adaptation essentially fixes the
criterion value and precludes an unambiguous evaluation of
d� and bias. Future studies could combine the adaptive ap-
proach with signal detection theory to assess the mechanisms
underlying PR enhancement observed here.

Despite overwhelming evidence that vision influences
speech perception, a few studies challenge or qualify this
conclusion. For instance, Saldana and Rosenblum �1994�
presented a case that did not support a visual influence on
phonemic identification. In their design, phonemic bound-
aries for subjects were derived from a “baseline” condition in
which syllables of different acoustical parameters were pre-
sented randomly, and also from an “adaptation” condition in
which a syllable of specific acoustical parameters is repeated
several times. The phonemic boundary shifted following the
adaptation condition. The authors reported that this shift was
not influenced by the visual adaptors; rather it was equally
exhibited for audio-visual or auditory-only adaptors. One
factor that may explain the differing accounts on audio-

visual influence is lexicality. The Saldana and Rosenblum
study did not take into account lexical information. Though
PR occurs for both words and pseudowords, prior work sug-
gests that lexicality plays an important role in audio-visual
integration �Repp et al., 1992�, and thus may influence our
observed visual effects on PR.

V. CONCLUSIONS

Our results show that PR is enhanced through audio-
visual integration �lip-reading�. Our findings offer a distinc-
tion between PR due to visual information and that likely
due to attention. These results expand on earlier work of PR
by examining how communication between auditory and vi-
sual modalities enhances top-down and bottom-up integra-
tion.
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The scattering of longitudinal and shear waves from spherical, nucleated cells and three-dimensional
tissues with simple and hierarchical microstructures was numerically modeled at the microscopic
level using an iterative multipole approach. The cells were modeled with a concentric core-shell
�nucleus-cytoplasm� structure embedded in an extracellular matrix. Using vector multipole
expansions and boundary conditions, scattering solutions were derived for single cells with either
solid or fluid properties for each of the cell components. Tissues were modeled as structured
packings of cells. Multiple scattering between cells was simulated using addition theorems to
translate the multipole fields from cell to cell in an iterative process. Backscattering simulations of
single cells indicated that changes in the shear properties and nuclear diameter had the greatest
effect on the frequency spectra. Simulated wave field images and high-frequency spectra �15–75
MHz� from tissues containing 1211–2137 cells exhibited up to 20% enhancement of the field
amplitudes at the plasma membrane, significant changes in spectral features due to neoplastic and
other microstructural alterations, and a detection threshold of �8.5% infiltration of tumor cells into
normal tissue. These findings suggest that histology-based simulations may provide insight into
fundamental ultrasound-tissue interactions and help in the development of new medical
technologies. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075569�

PACS number�s�: 43.80.Cs, 43.80.Jz, 43.80.Qf, 43.20.Bi �CCC� Pages: 1751–1767

I. INTRODUCTION

Establishing a mechanistic link between ultrasonic mea-
surements and histological changes associated with various
diseases is critical in advancing diagnostic ultrasound. To
date, empirical and analytical methods have been primarily
used to produce this link. Empirical correlations provide
strong evidence for histology-dependent changes in ultra-
sonic scattering for pathologies such as liver disease �Gaitini
et al., 2004; Yeh et al., 2005; Meziri et al., 2005; Liu et al.,
2006�, breast cancer �Alacam et al., 2004�, and prostate can-
cer �Feleppa et al., 1996�, but are limited in use to well-
characterized tissues. Analytical models have been devel-
oped to further our understanding of the relationships
between the measured parameters, the cell and tissue struc-
tures, and the ultrasonic interactions. Analytical models sim-
plify the scattering problem, however, by using approxima-
tions that exclude multiple scattering �MS�, wave-mode
conversion, and tissue heterogeneities. These factors have
been found to be far from negligible �Lizzi et al., 1997;
Aubry et al., 2008�. More accurate, histology-based ap-
proaches for modeling ultrasound in tissues are therefore
needed to develop new technologies for tissue characteriza-
tion and improve the ultrasonic detection of cancer and other
pathologies.

This paper presents the theory and results of a three-
dimensional �3D� numerical model to address this goal. The
ultrasonic interactions are simulated at the microscopic level
by calculating the scattering from cells and nuclei modeled
to a first approximation by spheres. The cell and nuclei sizes
can be varied independently in the model, allowing the simu-
lation of polydisperse cell and nuclei populations. The cell
positions can additionally be configured to simulate a wide
range of arbitrary microstructures including random, or-
dered, and complex hierarchical structures. Depending on the
desired information, the model can compute wave field im-
ages, spectra, or macroscopic properties such as effective
wave speed and attenuation.

Both empirical and analytical models have been devel-
oped to estimate tissue parameters such as cell sizes and
distributions from ultrasonic backscatter measurements and
to correlate them to histological modifications due to cancer
and other diseases �Lizzi et al., 1983, 1997; Kutay et al.,
2001; Oelze et al., 2002; Bige et al., 2006; Oelze and
Zachary, 2006�. Empirical models statistically define spectral
parameters and their associated probability density functions
from tissue measurements. Comparisons between empirical
models and experimental results have shown excellent agree-
ment for homogeneous liver and prostate tissues but discrep-
ancies for heterogeneous tissues �Lizzi et al., 1997�. Analyti-
cal models average the scattering from uniformly distributed
cells or cell nuclei, and employ simplifications such as the
Rayleigh approximation for point scatterers, the Born ap-
proximation of weak �single� scattering, and fluid-like tissue
properties with no shear waves �Oelze et al., 2002�.

a�
Portions of this work were presented as “Simulation of elastic wave scat-
tering in living tissue at the cellular level,” at the Fourth Joint Meeting of
the Acoustical Society of America and the Acoustical Society of Japan,
Honolulu, HI, 2006, and as “Histology-based simulation of ultrasonic scat-
tering in cells and tissues,” 153rd Meeting of the Acoustical Society of
America, Salt Lake City, UT, 2007.
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To improve on these approximations, Baddour et al.
�2005� and Baddour and Kolios �2007� modeled single-cell
scattering with analytical expressions derived for scattering
from simple fluid or elastic spheres with no internal struc-
ture. Further improvements have included modeling the scat-
tering sites with Gaussian and exponential form factors
�Oelze et al., 2002; Mamou et al., 2008�. The form factors
provide the scatterers, typically cells, with an approximate
internal structure that has a higher density in the center and a
gradually decreasing density with radial distance, but with no
distinct boundary between tissue and scatterer/cell.

Cells have also been modeled with a more realistic in-
ternal structure comprised of a nucleus and cytoskeleton, and
the results of these models were more consistent with ultra-
sonic data from tumors than those from cells modeled as
fluid-filled spheres �Oelze and O’Brien, 2006; Oelze et al.,
2007�. However, these models did not include MS, shear
waves, or higher-order tissue structures. Mamou et al. �2008�
concluded that ultrasonic scattering arises from both indi-
vidual cells and their internal components such as nuclei,
organelles, and cytoplasm. Therefore, a more accurate repre-
sentation of the cells’ internal structure is required for a his-
tologically accurate, microscopic-level model of ultrasonic
scattering in tissues. Analytical and semi-analytical models
have additionally been developed to incorporate the effects
of anisotropy in tissues �Insana, 1995�, bone microstructure
�Wear, 2004�, and cell shape �Rose et al., 1995; Santarelli
and Landini, 1996; Savéry and Cloutier, 2007�.

A simulation approach is attractive for modeling micro-
structural changes in tissues since it has the ability to include
interactions that have been ignored by previous models such
as MS and wave-mode conversion. MS becomes significant
for strongly scattering or closely spaced scatterers, and can
significantly affect the wave propagation properties of het-
erogeneous media. The role of MS in tissues has traditionally
been assumed to be negligible, but recent experiments show
that breast tissues produce appreciable MS at �4.3 MHz
�Aubry et al., 2008�. MS effects may also be important at
high frequencies ��10 MHz� or in tumors where the close
packing of cells, the specific densities of cells, and the
nuclear diameters are typically higher than for normal tis-
sues. Ultrasonic shear waves have also been considered in-
significant in tissues due to high attenuation, but mode con-
version of longitudinal waves to shear waves at the plasma
membrane or nuclear envelope may be an important loss
mechanism for ultrasonic energy, particularly for tissues with
high shear stiffness such as solid tumors.

A simulation approach can also include heterogeneous
distributions of cells with specific histological features and
internal structures. By directly simulating changes in the
structure and material properties of cells �e.g., malignant
cells with pleomorphic nuclei� and tissues �e.g., loss of gland
microstructure in breast malignancies�, ultrasonic measure-
ments can be mechanistically linked to the underlying histol-
ogy of disease. Direct numerical simulation of ultrasonic
wave propagation through multiphase heterogeneous materi-
als such as tissues is challenging, however, since MS with
mode conversion is a difficult problem to solve.

Histology-oriented, simulation-based methods devel-
oped thus far to model ultrasonic wave propagation through
tissues have used the traditional assumptions of weak, single
scattering �SS� and no shear waves in addition to other sim-
plifications. Padilla et al. �2003� used tomographic recon-
structions and a Fourier transform method to calculate the
scattering from 3D bone microstructures, whereas Hunt et al.
�2002� modeled tissues by limiting the microstructures to
two-dimensional, semi-ordered cell arrangements. Mamou et
al. �2005, 2008� used a sequence of stained histologic sec-
tions to construct a microscopic, 3D acoustic impedance map
�3DZM� of a tissue region to identify ultrasonic scattering
sites. Scattering from these sites was then modeled using
form factors as previously discussed. The 3DZM model in-
corporated tissue structure into the scattering calculations by
varying the size, number density, and acoustic impedance of
the scatterers.

Acoustic scattering from a single, nucleated spherical
cell has been modeled with a finite element method �Falou
et al., 2006�, but the modeling of large numbers of cells is
currently too computationally intensive for finite element,
boundary element, or finite-difference time-domain methods.
In contrast, multipole methods are more numerically efficient
for modeling wave scattering from spheres since they encode
the wave field information over all space into a relatively
small set of multipole expansion coefficients. However, most
multipole approaches have modeled only longitudinal wave
propagation in random dispersions of simple spheres
�Gumerov and Duraiswami, 2002, 2005� or elastic wave
propagation in ordered lattices of spherical inclusions �Liu
et al., 2000�.

Multipole expansions have been used to model the
acoustic resonances of erythrocytes �Zinin, 1992� and bacte-
rial cells �Zinin et al., 2005� using a spherical shell model.
These models were restricted to SS from non-nucleated cells,
however, and employed a thin spherical shell for the cell
membrane. Recently, an iterative multipole model was devel-
oped to simulate full elastic wave propagation through arbi-
trary suspensions of spherical particles �Doyle, 2005, 2006�.
This model was recently extended to simulate wave propa-
gation in tissues �Doyle and Warnick, 2006� and hierarchical
tissue structures modified by neoplastic processes �Doyle
et al., 2007a, 2007b�. In contrast to the erythrocyte and bac-
terial cell models, the iterative-multipole-based tissue models
simulated MS between nucleated cells, and used a thick shell
and core structure to model the cytoplasm and nucleus.

This article presents the theory and preliminary results
from the application of the iterative multipole approach to
the simulation of elastic wave propagation in nucleated cells
and in tissues with simple and complex structures. The ap-
proach models the cells as concentric spheres, with the inner
sphere comprising the nucleus, the outer sphere comprising
the cytoplasm, and the medium between the cells comprising
the extracellular matrix �ECM�. MS between subcellular, cel-
lular, and tissue structures can therefore be modeled with the
use of boundary conditions �BCs�, matrix solutions, and it-
eration. Simulations of ordered, random, and hierarchical
cell arrangements were performed to demonstrate the feasi-
bility of the models and to determine which histological
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changes in cell and tissue structure were discernible in ultra-
sonic spectra. Various morphologies were modeled, includ-
ing tissues with nodules of different structure, cavities of
varying size, and cells with different nuclei diameters. Each
of these morphologies produced distinct spectral signatures
that could potentially be used for diagnostic purposes. Exten-
sion of the models to cell and tissue structures of greater
complexity is discussed. Possible applications and methods
for implementation are also reviewed.

II. THEORY

A. Vector multipole functions

In the iterative multipole model each of the cell
components—nucleus, cytoplasm, and ECM—is assumed to
be a linear, homogeneous medium described by the Navier
equation

�
�2u

�t2 = �� + 2�� � �� · u� − � � � �� � u� , �1�

where � and � are Lamé’s constants, � is the density, and u
is the displacement vector. The Navier equation for elastic
waves is solved by separating the displacement vector into
longitudinal and transverse components. This yields two
equations that can be reformulated as vector Helmholtz
equations by imposing a harmonic time dependency to rep-
resent the wave behavior of the fields. Solutions to the vector
Helmholtz equations in spherical coordinates are the vector
multipole functions, which are complete and orthogonal mul-
tipole expansions for n=0 to � and m=−n to +n:
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U, V, and W correspond to the longitudinal, shear-
electric, and shear-magnetic displacement fields, respec-
tively. V and W are also the electric and magnetic multipole
solutions to the Maxwell equations. These designations were
used to distinguish the shear waves since the horizontal and
vertical conventions normally used to differentiate the two
types of shear fields are ambiguous in a spherical coordinate
system. The radial function zn�kr� represents a spherical
Bessel function �jn�kr��, a spherical Hankel function of the
first kind �hn

�1��kr��, or a spherical Hankel function of the
second kind �hn

�2��kr��. Ynm
l �� ,�� is a pure-orbital vector

spherical harmonic. Details of the Navier equation solutions,
vector spherical harmonics, and vector multipole functions
are given in Doyle �2006�.

B. Single scattering from cells

The cells were approximated as two concentric spheres,
with the inner sphere representing the cell nucleus, the outer
sphere representing the cell cytoplasm, and the medium ex-
terior to the spheres representing the ECM in the tissue. The
simulations were performed by imposing an incident plane
wave on the cells and then computing the MS both within
and between the cells �Fig. 1�. MS between cells was com-
puted using an iterative method in conjunction with addition
theorems, whereas scattering inside the cell was solved with
the use of BCs that formed a set of matrix equations.

Since the ECM and cell components could be either
fluid or solid �including viscoelastic�, a total of eight differ-
ent sets of BC solutions were required. The BCs were there-
fore first formulated for full elastic wave scattering �solid
inner sphere, solid outer sphere, and solid matrix� since this
comprised the most inclusive set of equations. The other
seven sets of BCs were then obtained by subsequent modifi-
cation of the full elastic wave solution. The BC solutions
account for mode conversion of both longitudinal to shear
waves and shear to longitudinal waves whenever a solid-
solid, solid-fluid, or fluid-solid interface is present.

For scattering from a sphere comprised of a solid core
and a solid shell in a solid matrix, there will be an incoming
incident field in the matrix, an incident field within the shell,
a refracted core field, an outgoing scattered field within the
shell, and an outgoing scattered field in the matrix for each
of the U, V, and W wave fields. Each wave field component
will also have an associated amplitude coefficient. Table I
shows the designations of the amplitudes for the correspond-
ing fields. Figure 2 shows the relationship between each of
the field components and the coefficients.

Given an arbitrary incident field, the amplitude coeffi-
cients of the interior and scattered fields are found by solving
the BCs on the surface of the core and shell. The BCs pro-
vide a set of 12 linear equations for the 12 unknown coeffi-
cients. Six of these equations are obtained from continuity of
the displacements:

uincident + uscattered = uinterior. �5�

The other six equations are derived from continuity of the
stresses, where 	 is the stress tensor:

FIG. 1. Diagram of scattering processes and cellular structures simulated
with the present work.
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	incident + 	scattered = 	interior. �6�

Equations for continuity of the radial stresses 	rr and tangen-
tial stresses 	r� and 	r� are solved separately. The stresses
are related to the displacements by the following:
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Orthogonality conditions for the vector and scalar spherical
harmonics are used to eliminate the angular dependence
from the displacement and stress BCs, respectively:
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where � denotes the complex conjugate of the function. The
resulting equations are linear and can be cast into a matrix
form that relates the 12 unknown coefficients �scattered and
refracted fields� to the 3 known coefficients �incident fields�.

The derivations for 3 of the 12 BC equations are pre-
sented in Appendix A as an example. For brevity, the deri-
vations for the remaining equations are omitted, and only the

results are presented. The displacement BC on the outer sur-
face of the shell �outer sphere� yields three equations:

AsNM�1�gshell� + BsNM�2�gshell� + GsNM�1�hshell�

+ HsNM�2�hshell� − GNM�1�hext� − HNM�2�hext�

= ANM�1�gext� + BNM�2�gext� , �12�

AsNM�4�gshell� + BsNM�5�gshell� + GsNM�4�hshell�

+ HsNM�5�hshell� − GNM�4�hext� − HNM�5�hext�

= ANM�4�gext� + BNM�5�gext� , �13�

CsNM�3�gshell� + IsNM�3�hshell� − INM�3�hext�

= CNM�3�gext� . �14�

The �-symbols are functions of spherical Bessel functions
�j= jn�kr�� and spherical Hankel functions �h=hn

�1��kr� and
g=hn

�2��kr��, and are presented in Appendix B. The displace-
ment BC on the inner surface of the shell �outer surface of
the core� also yields three equations:

AsNM�11�gshell� + BsNM�12�gshell� + GsNM�11�hshell�

+ HsNM�12�hshell� − DNM�11�jcore� − ENM�12�jcore�

= 0, �15�

AsNM�14�gshell� + BsNM�15�gshell� + GsNM�14�hshell�

+ HsNM�15�hshell� − DNM�14�jcore� − ENM�15�jcore�

= 0, �16�

CsNM�13�gshell� + IsNM�13�hshell� − FNM�13�jcore� = 0.

�17�

Two equations result from the radial stress BC, one from the
outer surface of the shell �Eq. �18�� and one from the surface
of the core �Eq. �19��:

AsNM�6�gshell� + BsNM�7�gshell� + GsNM�6�hshell�

+ HsNM�7�hshell� − GNM�6�hext� − HNM�7�hext�

= ANM�6�gext� + BNM�7�gext� , �18�

AsNM�16�gshell� + BsNM�17�gshell� + GsNM�16�hshell�

+ HsNM�17�hshell� − DNM�16�jcore� − ENM�17�jcore�

= 0 �19�

Two equations result from the tangential stress BC on the
outer surface of the shell:

TABLE I. Amplitude coefficients for wave fields in the single-cell scattering problem.

Incident field
Incident shell

field
Refracted core

field
Scattered shell

field Scattered field

Longitudinal �U� Anm Asnm Dnm Gsnm Gnm

Shear-electric �V� Bnm Bsnm Enm Hsnm Hnm

Shear-magnetic �W� Cnm Csnm Fnm Isnm Inm

FIG. 2. Diagram of incident, refracted, and scattered elastic waves for scat-
tering from a cell with a shell-core �cytoplasm-nucleus� structure with asso-
ciated amplitude coefficients for the �n ,m� multipole moment.
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AsNM�9�gshell� + BsNM�10�gshell� + GsNM�9�hshell�

+ HsNM�10�hshell� − GNM�9�hext� − HNM�10�hext�

= ANM�9�gext� + BNM�10�gext� , �20�

CsNM�8�gshell� + IsNM�8�hshell� − INM�8�hext�

= CNM�8�gext� . �21�

Finally, two equations result from the tangential stress BC on
the surface of the core:

AsNM�19�gshell� + BsNM�20�gshell� + GsNM�19�hshell�

+ HsNM�20�hshell� − DNM�19�jcore� − ENM�20�jcore�

= 0, �22�

CsNM�18�gshell� + IsNM�18�hshell� − FNM�18�jcore� = 0.

�23�

Equations �12�–�23� form a system of 12 linear equa-
tions that can be solved as a matrix equation for the 12 un-
known coefficients of multipole order N, M for the solid
core-solid shell-solid matrix configuration. Note, however,
that the four equations for the shear-magnetic field �Eqs.
�14�, �17�, �21�, and �23�� are decoupled from the longitudi-
nal and shear-electric equations, allowing them to be solved
as separate matrix equations. The sizes of the matrix equa-
tions are dependent on the cell and matrix material proper-
ties, and are listed in Table II.

C. Multiple scattering between cells

To simulate MS in tissues, the scattered waves from
each cell propagate to the other cells and modify the other
cells’ scattering interactions �Fig. 1�. Since the vector multi-
pole functions are specific to each cell’s coordinate system,
the scattered wave fields from each cell must be transformed
into the coordinate systems of the other cells in order to
compute the modified interactions. These transformations are
also known as the scalar and vector addition theorems for
spherical wave functions, and have been previously de-
scribed for the U, V, and W wave fields �Doyle, 2005, 2006;
Doyle et al., 2007c�.

The iterative multipole model first calculates the scat-
tered wave fields for each cell in the simulated tissue arising
from an initial plane wave. The scattered wave fields are then
translated between all cell pairs and summed at each cell.
The new incident wave field �initial plane wave+scattered
wave fields� is then used to compute a revised set of scat-
tered wave fields from each cell. This process is repeated
iteratively until the scattered wave fields converge �i.e., no
change in wave field amplitudes between consecutive itera-
tions�. Each iteration represents a successive order of scatter-
ing, where the first iteration is first-order MS, the second
iteration is second-order MS, and so forth.

After the iterations converge, the Cartesian components
�x, y, and z amplitudes� of the U, V, and W multipole fields
are then calculated for a two-dimensional array of grid points
either inside or outside the tissue. Inside the tissue, these grid
point values are used to generate cross-sectional images of
the ultrasonic wave field distribution at the microscopic
level. Outside the tissue, the grid point values are averaged
across the grid to simulate the face of a virtual transducer
and yield the wave amplitude and phase of the transmitted or
reflected ultrasound. Frequency spectra are generated by
sampling the amplitudes and phases across a frequency band.
In this study, ultrasonic backscatter spectra were computed
up to 100 MHz with frequency steps of 0.25 MHz per data
point for single-cell simulations and 0.50 MHz per data point
for multiple-cell simulations.

Pulse velocity and attenuation can also be modeled by
using a Fourier transform method to convert wavelet func-
tions in the frequency domain to pulse functions in the spa-
tial domain �Doyle, 2006�. Although these parameters were
not calculated in this study, the iterative multipole model has
been shown to be sensitive to ultrasonic velocity in disper-
sions containing up to 736 glass particles in a viscoelastic
polymer �Doyle, 2006�. The ability to simulate ultrasonic
velocity and attenuation as a function of microscopic tissue
structure would potentially be very useful for new diagnostic
methods such as ultrasonic tomography and intravascular ul-
trasound.

An incident plane wave was used for the simulations
since the modeled tissue region was small �280 �m across�
compared to typical focal spot sizes for ultrasonic beams
�1 mm�. More complex incident wave fronts, such as
spherical or cylindrical wave fronts, can be simulated with
the iterative multipole model by calculating a different set of
multipole expansion coefficients for the incident waves with
the use of an appropriate partial wave expansion. The change
in the moment distribution for the incident waves would be
expected to change the scattering processes in the tissues
since the multipole moments �and thus the resulting wave
properties� have strong radial and angular dependencies.
New ultrasound-tissue responses may therefore be revealed
due to, for example, changes in dipole scattering relative to
monopole scattering, and would include the appearance of
cell or nucleus resonances at new frequencies.

Computation limits for the simulations include the maxi-
mum multipole expansion order �nmax� for computing the
wave field and addition theorem expansions, and the conver-

TABLE II. Sizes of matrix equations �number of BCs or unknown coeffi-
cients� for various cell configurations and an arbitrary incident wave. The
matrix system for the W field is listed separately since it is decoupled from
the matrix system for the U and V fields.

Matrix Shell Core
System size:

U and V fields
System size:

W field

Fluid Fluid Fluid 4 0
Fluid Fluid Solid 5 0
Fluid Solid Fluid 6 0
Solid Fluid Fluid 5 1
Fluid Solid Solid 7 0
Solid Fluid Solid 6 1
Solid Solid Fluid 7 3
Solid Solid Solid 8 4
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gence criteria �precision limit� for stopping the iterations.
Computer algorithms for the model were written, debugged,
and compiled in FORTRAN 90 with double precision. Simula-
tions were performed on a single-CPU desktop computer
with 1.0 Gbyte RAM and a 1.66-GHz processor. Computa-
tion times varied from 1 to 54 h. Single-cell simulations were
performed to a multipole expansion order of nmax=10,
whereas multiple-cell simulations were primarily conducted
at nmax=3. Convergence studies with the multiple-cell mod-
els were consistent with previous simulation results from
glass particles in a viscoelastic polymer, which showed con-
vergence of the ultrasonic velocity by nmax=3 �Doyle, 2006�.

Calculation of addition theorem coefficients for all cell
pairs in the virtual tissue is computationally intensive and
exceeds the dynamic memory capabilities of most desktop
computers. The MS computations were therefore made more
efficient by using a method described by Doyle et al. �2007c�
that creates a spatially discretized template for the translation
vectors between cells. This template allows the approxima-
tion of addition theorem coefficients for a large number of
cell-to-cell scattering geometries without having to directly
calculate the coefficients for each cell pair. Testing showed
that this method provided sufficiently accurate results with-
out compromising the complex nature of the microstructures.

Tissue structures were generated from spherical cells
with a monomodal size distribution �20 �m in diameter� but
with a variable nucleus size �8–14 �m in diameter�. Both
ordered �hexagonal-close-packed �hcp�� and disordered �ran-
dom� tissue structures were created with cell fractions of
0.30–0.60. The random tissue structures were constructed
from a Monte Carlo method developed to compare the struc-
tures of simple liquids to random close packings of particles
�Finney, 1970�. The simulated tissues were configured into a
cylindrical shape of fixed volume �0.0172 mm3�, with the
cylinder’s diameter �0.28 mm or 280 �m� equal to its length
and its axis aligned with the direction of the wave propaga-
tion �z axis�. The tissues contained from 1211 to 2137 nucle-
ated cells. Hierarchical tissue structures were additionally
constructed from the random cell packings that modeled
structures with either tissue cavities or nodes of cells differ-
ing from the surrounding cells. An artifact created by the
simulation geometry was the presence of strong interference
fringes in the ultrasonic backscatter spectra. These were pro-
duced by the separation between the virtual transducer grid
and tissue cylinder, and were removed from the spectra by
low-pass filtering.

Table III presents the elastic wave properties used for
the ECM, cytoplasm, and nucleus. Estimated values were
used since the properties of the cell components are not well

known and vary widely in literature. The properties of
freshly excised myocardium were chosen for the ECM since
they are intermediate between those of stiff biomaterials such
as collagen and those of softer tissues in the body �Yang
et al., 2006�. The cytoplasm was given water-like properties
with a room-temperature wave speed to correspond to pub-
lished measurements of cell cultures, tissue cultures, and ex-
cised tissues. The properties of the nucleus were those used
by Baddour et al. �2005� to model ultrasonic scattering from
single cells, and were obtained from typical eukaryotic
nuclear properties and measurements from condensed cell
nuclei. In the single-cell simulations the shear wave speed of
all three cell components was varied one at a time to deter-
mine the influence of shear properties on the ultrasonic scat-
tering. The effects of varying the shear wave speeds of the
cytoplasm and nucleus were quite large for single-cell scat-
tering, but became insignificant in multiple-cell simulations.
They were therefore set to zero for the multiple-cell compu-
tations. Although viscoelastic �attenuation� properties are an
important consideration for ultrasonic propagation in tissues,
they were not included in these initial trials.

III. RESULTS

A. Single-cell simulations

Baseline properties for the single-cell simulations in-
cluded a cell diameter of 20 �m, a nucleus diameter of
10 �m, longitudinal wave speeds and densities as given in
Table III, and shear wave speeds of 106, 0, and 560 m/s for
the ECM, cytoplasm, and nucleus, respectively. Wave field
images were generated for various incident wave frequencies
to visualize the ultrasonic scattering from a single cell with
baseline properties. Figure 3 shows the scattered longitudinal
wave with the incident plane wave removed for clarity. Ul-
trasonic backscatter dominates in the image for 65 MHz
�Fig. 3�a��, but forward scattering dominates in the image for
70 MHz �Fig. 3�b��. These images correspond to the third
peak �enhanced backscatter� and second trough �enhanced
forward scatter� observed in the ultrasonic backscatter spec-
trum in Fig. 4�a� for a cell with the same baseline properties
�cytoplasm cshear=0 m /s�.

Ultrasonic backscatter spectra were additionally simu-
lated to study the effects of parameter variations on ultra-
sonic scattering from single cells. The varied parameters in-
cluded nucleus diameter, cell diameter, cytoplasm density,
and the shear wave speed of all three cell components. Vary-
ing the cell diameter and cytoplasm density had very little
effect on the spectra. In contrast, variations in the shear wave
speeds from baseline produced striking changes in the spec-
tra �Fig. 4�a��. Sharp peaks and troughs due to resonances
were observed in the simulated spectra whenever a fluid-
solid interface was present. The spectra associated with a
fluid ECM differed from those of a solid ECM by showing
an abrupt frequency shift in the resonance structure. This
shift can be ascribed to a change in the fluid-solid interface
that is dominant in the scattering process. When the ECM
becomes fluid �cshear=0 m /s�, this interface changes from
the ECM-cytoplasm boundary to the cytoplasm-nucleus

TABLE III. Typical tissue and cell properties used for multiple-cell simula-
tions. Values in parentheses for the shear wave speed are the ranges used in
the single-cell tests.

Property
Extracellular

matrix Cytoplasm Nucleus

Longitudinal wave speed �m/s� 1570 1483 1509
Shear wave speed �m/s� 106 �0–200� 0 �0–200� 0 �0–560�
Density �g /cm3� 1.06 0.998 1.43
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boundary. Variations in the ECM shear wave speed above 0
m/s produced very little effect in the spectra, however.

In contrast to the ECM, increasing the shear wave speed
of the cytoplasm caused the sharp peaks and troughs in the
spectra to vanish �Fig. 4�a�� by eliminating both the inner
and outer fluid-solid interfaces. Varying the shear wave
speed of the nucleus had less effect on the spectra than vary-
ing cytoplasm shear wave speed. Although the sharp peaks
disappear for a solid cytoplasm and nucleus, they reappear
when the nucleus becomes fluid. An important conclusion
from these results is that the resonance peaks disappear when
sufficient shear moduli are introduced to all three cell com-
ponents. Varying the nucleus diameter also produced signifi-
cant changes in the ultrasonic spectra �Fig. 4�b��. The spectra
in Fig. 4�b� were modeled using a cell with baseline proper-
ties except for a variable nucleus diameter, and show that the
spectral peaks decrease in frequency with increasing nucleus
diameter. This response is consistent with the peaks originat-
ing from a resonance process.

The single-cell simulations were also used to validate
the theory and algorithms for the tissue model. By setting the
wave speeds and densities of the cytoplasm and nucleus �or
ECM and cytoplasm� equal to each other, a simple fluid or
elastic sphere can be simulated in a fluid or elastic matrix.
These simulations were performed and the model was veri-
fied by comparing the results to the analytical solutions of
Anderson �1950�, Faran �1951�, and Hickling �1962�.

B. Multiple-cell simulations

All of the multiple-cell simulations were performed with
a solid ECM �cshear=106 m /s�. Although baseline shear

wave properties were used that gave a solid-fluid interface
between the ECM and cytoplasm �cytoplasm cshear=0 m /s�,
no sharp resonance-peak structures were observed in the ul-
trasonic backscatter spectra. A range of shear wave velocities
for the cell cytoplasm and nucleus was therefore tested to
determine the sensitivity of the simulations to these cell
properties. Contrary to the single-cell results, no change was
observed in the ultrasonic backscatter spectra resulting from
increasing the shear wave velocity from 0 to 50 m/s. The
shear wave velocities were therefore left at 0 m/s for both the
cytoplasm and nucleus.

The numerical simulation of a small random cluster of
327 cells has been previously published �Doyle et al.,
2007b�, and the results show mode conversion of longitudi-
nal waves to shear waves upon scattering at the plasma mem-
brane. Although the shear waves will quickly attenuate in
tissue due to the viscoelasticity of biopolymers and organic
structures, the mode conversion process indicates a loss
mechanism for ultrasonic energy in tissue that has not been
properly accounted for with a high level of detail and accu-
racy. Mode conversion additionally provides a mechanism
for generating shear forces at the plasma membrane that may
not be possible to generate if only fluid constituents were
considered. In addition to mode conversion, images of the
random MS show localized areas between cells and close to

FIG. 3. Scattered wave field images for a longitudinal wave incident on a
20-�m-diameter cell with a 10-�m-diameter nucleus and embedded in an
ECM. Strong backscattering is observed at 65 MHz �a� in contrast to strong
forward scattering at 70 MHz �b�. Wave propagation is from left to right.
Wave fields inside the cell have been attenuated in the images to visualize
the external scattered wave fields.

FIG. 4. �a� Ultrasonic backscatter spectra for a single 20-�m-diameter cell
with a 10-�m-diameter nucleus, where the ECM and nucleus have elastic
properties and the cytoplasm has shear wave speeds of 0 and 100 m/s. �b�
Contour plot of frequency versus nuclear diameter for ultrasonic backscatter
spectra of a 20-�m-diameter cell embedded in an ECM.
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the plasma membrane that display enhanced ultrasonic am-
plitudes up to 20% greater than the incident wave.

Comparative simulations were performed on random
and hcp cell packings in order to determine the effects of cell
order and tissue structure on ultrasonic backscatter spectra.
Such a comparison is not unrealistic since the hcp structure
could approximate tissues with hexagonal cell packings such
as found in the liver. Each packing had approximately 2100
cells with a 20 �m cell diameter, a 10 �m nuclear diameter,
and a 0.50 cell volume fraction �Figs. 5�a� and 5�b��. The
20-MHz wave field images in Figs. 5�c� and 5�d� display
significant forward scattering for both structures. Although
the scattered waves appear similar for both the random and
hcp structures, the hcp structure shows slightly more coher-
ent scattering.

The ultrasonic backscatter spectra of the random and
hcp structures, Fig. 6, show significant disparities. The great-
est differences arise from the peaks observed in the hcp spec-
trum at 39 and 74.5 MHz and in the random spectrum at 18

and 68 MHz. The hcp peaks can be ascribed to acoustic band
gaps formed by the cell lattice. Assuming a tissue wave
speed averaged over the ECM, cytoplasm, and nucleus, the
39- and 74.5-MHz peaks correspond to wavelengths of 39.2
and 20.5 �m, respectively. These wavelengths are approxi-
mately four times the diameter of the nucleus �10 �m� and
four times the thickness of the cytoplasm layer between the
nucleus and plasma membrane �5 �m�, which form periodic
layers stacked along the z �horizontal� axis. These layers act
as quarter-wave plates that preferentially reflect the acoustic
waves propagating in the z direction. The 18- and 68-MHz
peaks in the random spectrum may arise from single-cell
resonance effects that are suppressed by coherent lattice in-
teractions in the hcp structure.

Comparative simulations were performed on tissue
structures that exhibited more complex variations in micro-
structure than merely ordered versus disordered states. These
simulations examined the effects of cell aggregation on the
backscatter spectra, where initially uniform but random dis-
tributions of cells coalesce into either spherical clusters or
foam-like structures surrounding spherical cavities. This ag-
gregation forms a hierarchical microstructure since the de-
rivative clusters or cavities represent a higher level of struc-
ture in tissue. Figure 7 shows representative cell
microstructures with increasing aggregation into a foam-like
structure with each panel. Although the total cell fraction
�and therefore cell number� is kept constant, the local cell
packing density increases as the cells coalesce. The local cell
densities in Fig. 7 are �a� 30% �no aggregation�, �b� 40%,
�c� 50%, and �d� 60% �maximum aggregation or local cell
packing�.

Simulations were performed on five different micro-
structures for each local cell density �aggregation level� to
provide averaged spectra and standard deviations for deter-
mining the statistical significance of the results. The micro-
structures varied by the locations of individual cells and
clusters/cavities. The degree of randomness in the cell and
cluster/cavity locations was kept constant, however �i.e.,
same radial distribution functions�, as were the cell diam-

FIG. 5. Top: Two-dimensional slices through simulated tissues of approxi-
mately 2100 cells with random �a� and hcp �b� cell packings at 0.50 cell
volume fraction. Gray, white, and black represent the ECM, cytoplasm, and
nuclei, respectively. Bottom: Scattered wave field images for an incident
20-MHz longitudinal wave in random �c� and hcp �d� cell packings as
shown in �a� and �b�, respectively. Wave propagation is from left to right.

FIG. 6. Comparison of ultrasonic backscatter spectra for simulated random
and hcp cell packings. The hcp cell packing displays enhanced backscatter-
ing peaks at 39 and 74.5 MHz that can be associated with acoustic band
gaps.

FIG. 7. Simulated tissue structures where the cells display various degrees
of aggregation into a foam-like structure with spherical cavities. Local cell
densities are �a� 30% �no aggregation�, �b� 40%, �c� 50%, and �d� 60%
�maximum aggregation�.
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eters, nuclear diameters, and cluster/cavity diameters. Figure
8 compares the average spectra for various types and levels
of aggregation. The only feature that appeared to change
substantially was the peak at 67 MHz, which decreased par-
tially for foam aggregation and more fully for cluster aggre-
gation. Figure 9 displays the trends for the 67-MHz peak as
a function of local cell density. The trends for a smaller peak
near 20 MHz �19 and 21 MHz for cluster and foam aggre-
gation, respectively� are also shown for comparison. Al-
though both peaks showed changes with aggregation, the un-
certainties in the trends were on the same order as the trend
changes.

The effects of cell structure on ultrasonic backscatter
spectra were simulated by varying the size of the nucleus for
all of the cells in a random tissue structure such as shown in
Fig. 5�a� �Doyle et al., 2007b�. Such nuclear size variations
can be used to model nuclear pleomorphism in tumors. The
results showed statistically significant spectral changes be-
tween 20 and 56 MHz, with the development of a large peak
at 47 MHz as the nucleus diameter increased from 8 to
14 �m �cell diameter=20 �m�. The results showed a nega-
tive linear trend of spectral intensity with nuclear diameter in
the 20–35-MHz band and a positive linear trend in the 40–
56-MHz band.

The sensitivity of the numerical model to pathological
processes such as lobular carcinoma in situ �LCIS�, a type of
breast cancer, was also explored by simulating the in situ
growth of cancer cells in cavities within a tissue �Doyle
et al., 2007b�. These processes combine changes in cell
structure such as nuclear pleomorphism, changes in tissue
structure such as the progressive filling of cavities, and hier-
archical structures such as random cavities in a random dis-
tribution of cells. An initial cell structure with spherical cavi-
ties, as shown in Fig. 7�d�, was used for the normal tissue
structure. Microstructures were then generated to simulate
the gradual accumulation of cancer cells within the cavities.
The cancer cells were differentiated from the normal cells by
having 40% larger nuclei �nuclear pleomorphism�. The spec-
tral results were similar to those of the nuclear pleomorphism
results, showing the development of a large peak at 47 MHz.
However, the LCIS simulation results differed from the
nuclear pleomorphism results by showing no spectral
changes in the 20–35-MHz band.

Another pathological process modeled was that of small
clusters of cancer cells growing within a random, uniform
tissue. This process is similar to invasive carcinoma where
the growth of microtumors pushes the normal cells closer
together and disrupts the normal histology. Figure 10 dis-

FIG. 8. Averaged ultrasonic backscatter spectra for simulated cell packings
with progressively aggregated microstructures for �a� aggregation into
spherical clusters and �b� aggregation into foam-like structures with spheri-
cal cavities. Each curve was averaged from simulations of five tissue struc-
tures where the cell and cluster/cavity locations were varied.

FIG. 9. Trends of peaks near �a� 20 MHz and �b� 67 MHz as a function of
local cell density �level of aggregation� for aggregation into spherical clus-
ters and aggregation into foam-like structures with spherical cavities. The
error bars are the standard deviations in the spectra arising from the five
structural variations.
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plays one of the modeled tissue structures where each panel
displays progressive growth of cancerous cell clusters and
the resulting increase in cell density for the normal cells. As
with previous simulations, five different microstructures
were simulated for each stage of invasion where the cell and
microtumor locations were varied. Figure 11 shows averaged
spectra with standard deviations for 0% �Fig. 11�a�� and 40%
�Fig. 11�b�� malignant cell invasion. Significant differences
were observed in the spectra that were larger than the stan-
dard deviations.

The size of the standard deviations in Figs. 11�a� and
11�b� varies substantially with frequency. Although the stan-
dard deviations are computed from microstructures with
variations in the microtumor and cell positions, the sizes of
the microtumors and cells are kept constant, as are the sizes
for the normal and pleomorphic nuclei. Therefore, spectral
regions with small standard deviations most likely arise from
resonances or other coherent scattering interactions with
these structures at these frequencies. Spectral regions with
large standard deviations can be attributed to frequencies not
dominated by mesoscopic �microtumor� or microscopic �cell
and nucleus� size interactions, and are therefore influenced
mostly by random parameters such as the cell and microtu-
mor arrangement. The standard deviations will most likely
increase in more accurate simulations with polydisperse nu-
clei, cells, and microtumors. However, even spectral regions
with relatively large standard deviations such as the 47-MHz
peak in Fig. 11�b� may produce observable trends such as
seen in Fig. 12�b�.

Figure 12�a� compares the averaged spectra for all inva-
sive stages modeled. Standard deviation bars have been
omitted for clarity. Spectral peaks at 18 and 47 MHz ap-
peared with increasing microtumor growth. In contrast, the
peak at 67 MHz present in the normal tissue spectrum �0%
malignant cell invasion� dropped in intensity between 14%
and 25% invasion like a step function. The behavior of the
67-MHz peak was similar to that of the 67-MHz peak in the

aggregation simulations �Fig. 9�, and had comparable stan-
dard deviations that were as large as the observed step
change. The correlations of the 18- and 47-MHz peak inten-
sities with malignant cell invasion were significant, however,
as shown in Fig. 12�b�. The 47-MHz peak displayed a mostly
linear trend, whereas the 18-MHz peak trend appeared non-
linear. Using a linear fit and averaged standard deviation for
the 47-MHz peak, a detection limit of approximately 8.5%
tumor cell infiltration was estimated for the simulated region.
Since ultrasound can be focused to regions as small as 2 mm
�and smaller for higher frequencies�, this detection limit
would correspond to sub-millimeter tumor detection.

To determine the effects of MS in the multiple-cell
simulations, SS simulations were performed on the 30% uni-
form cell distributions �Fig. 7�a�� and the 60% aggregated
cell distributions. Figure 13 compares the averaged spectra
between the MS and SS simulations. Differences between
MS and SS become significant above 60 MHz for the 30%
uniform tissues and above 45 MHz for the 60% aggregated
tissues. Surprisingly, the less dense, less structured uniform
tissues show a greater effect due to MS than the denser, more
structured aggregate tissues.

FIG. 10. Simulations of malignant cell invasion in a random tissue with
1231–2081 cells and 0% �a�, 14% �b�, 25% �c�, and 40% �d� invasion of
malignant cells growing as approximately spherical, randomly distributed
clusters in the tissue. Note that the malignant cells displace the normal cells,
increasing the total cell volume fraction from 0.30 �a� to 0.35 �b�, 0.40 �c�,
and 0.50 �d�. Malignant cells are differentiated from the normal cells by
having 40% larger nuclei �nuclear pleomorphism�.

FIG. 11. Simulated spectra for �a� 0% and �b� 40% malignant cell invasion
corresponding to the tissue structures in Figs. 10�a� and 10�d�, respectively.
Plots show average intensities �circles� and standard deviations �bars� for the
simulation of five tissue structures where the cell and malignant cluster
�microtumor� locations were varied.
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IV. DISCUSSION

A. Single-cell simulations

The backscatter spectra from the single-cell simulations
showed sharp peaks and troughs for cell structures that have

a fluid-solid interface between the ECM and cytoplasm or
cytoplasm and nucleus. The resonance structure vanishes
when either the shear wave speed is increased above 0 m/s
for the fluid component or decreased to 0 m/s for the solid
component. The shear properties of the cytoplasm had the
greatest effect on the fine structure in the spectra, probably
because the cytoplasm lies between the ECM and nucleus.
Variations in the nuclear diameter had a significant effect on
the backscatter spectra as well by shifting the frequency po-
sition of the peaks and troughs. Additionally, for spectra with
no resonance structure �i.e., for cells with either all solid or
all fluid cell components�, the shape of the spectrum shifted
in frequency with nuclear diameter. The sensitivity of the
model to nucleus size as opposed to overall cell properties is
probably due to the density of the nucleus in the computa-
tions.

Baddour et al. �2005� and Baddour and Kolios �2007�
obtained experimental spectra from polystyrene spheres and
whole cells in saline solution, and compared them with the-
oretical spectra from simple elastic and fluid spheres. They
assumed that the nucleus would be the primary scattering
center due to its higher density and wave speeds �Baddour
et al., 2005�, and concluded that the influence of the nucleus
on total cell scattering depends on the nucleus size �Baddour
and Kolios, 2007�. The simulated spectra of this work com-
pare fairly well with their measurements. The experimentally
measured dip observed in the backscatter transfer function at
approximately 40 MHz for 12-�m-diameter polystyrene
spheres �Baddour et al., 2005� and whole cells �Baddour and
Kolios, 2007� roughly corresponds to the dip at 45 MHz in
the simulated spectra of Fig. 4�a�. The details of the spectra
differ, however, since the simulated spectra were for cells
embedded in an ECM with a shear component of cshear

=106 m /s. Significant spectral differences are also observed
when the simulated spectra are compared against the simple
sphere models of Anderson �1950�, Faran �1951�, and Hick-
ling �1962�. These discrepancies can be attributed to the
more complex concentric structure of the simulated cells
�Fig. 1�. However, the resonance structure arising from a
fluid-solid interface is seen in both the simpler theories and
in the numerical simulations.

Other experimental data from centrifuged pellets of
single cells and isolated nuclei also showed strong correla-
tions between backscatter amplitudes and nuclear diameter at
20–60 MHz �Taggart et al., 2007�. However, as in previous
work, the experimental spectra did not show the sharp peaks
as predicted by the models. This has been attributed to a
wide distribution of nuclear diameters and shapes for the cell
types investigated �Baddour et al., 2005; Taggart et al.,
2007�. The results from this work show that variations in
nuclear diameter will shift the positions of the resonance
peaks. Since the peaks are narrow and often followed by
troughs, only small size variations are needed to average out
the peaks. Other explanations for the lack of resonance struc-
ture in single-cell spectra could include, however, variations
in cell properties and overall cell structure. The mechanical
properties of cells have been shown to be highly variable due
to the adaptive nature of the cell and of the cytoskeleton

FIG. 12. �a� Model ultrasonic backscatter spectra for malignant cell invasion
in random tissue averaged from simulations of five tissue structures where
the cell and malignant cell clump locations were varied. �b� Intensity trends
at 18 and 47 MHz from the spectra in Fig. 11�a�. The error bars are the
standard deviations in the spectra arising from the five structural variations.

FIG. 13. Comparison between the averaged ultrasonic backscatter spectra
for MS and SS simulations of uniform tissue microstructures with 30% local
cell density and aggregated tissue microstructures with 60% local cell den-
sity.
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�Discher et al., 2005�. The cytoplasm will take on a range of
shear properties depending on its environment, and the cyto-
plasmic shear properties of cells in vivo may differ from
those of cells in suspension due to increased cytoskeletal
organization resulting from cell-cell and cell-matrix contacts.

The simulation results for single cells indicate that a
more realistic model of cell structure that includes shear
properties and that differentiates the nucleus, cytoplasm, and
ECM is needed since the shear properties of the cytoplasm
and diameter of the nucleus have the strongest effects on
ultrasonic backscatter spectra. Additionally, although the
multiple-cell simulations appeared insensitive to cytoplasm
shear properties, they were sensitive to the shear wave speed
in the ECM. The results therefore indicate that tissues cannot
be considered a priori to have the acoustic properties of a
fluid since changes in the spectra will occur based on the
shear properties given to the ECM or cytoplasm, and many
tissues will have elastic matrix proteins such as collagen and
elastin. The shear properties of the ECM and cytoplasm are
also important for mode conversion between longitudinal
and shear waves at the plasma membrane. This process may
be important for the generation of shear forces at the plasma
membrane and possible sonoporation or membrane disrup-
tion at high ultrasonic intensities.

B. Multiple-cell simulations

Ultrasonic backscatter spectra from the multiple-cell
simulations were substantially different from single-cell
spectra, even where all of the cells and nuclei had the same
size and shape �e.g., Figs. 6 and 8�. Although the ECM and
cytoplasm provided a solid-fluid interface in the tissues,
sharp peaks were not observed as they were in the single-cell
spectra. The absence of single-cell resonance structure in
both MS and SS simulations �Fig. 13� indicates that it cannot
be attributed to MS in the tissue. Rather, it is most likely that
backscattered waves from all of the cells sum incoherently at
the virtual transducer. This incoherent summation would av-
erage over the single-cell resonance responses and eliminate
the sharp peaks in the tissue spectra.

Broader peaks were observed in the multiple-cell simu-
lations that showed a strong dependence on tissue micro-
structure. For ordered cell arrangements, the cell lattice pro-
duces conditions favorable for acoustic band gaps, and the
simulations correctly predicted band-gap frequencies consis-
tent with theory �Fig. 6�. Backscatter spectral peaks were
also produced or attenuated due to structural changes in ran-
dom and hierarchical microstructures �Fig. 8�. Comparisons
between MS and SS, Fig. 13, showed that aggregation of

cells produced spectral changes that were independent of MS
effects. The uniform and aggregated packs produced substan-
tially different spectra whether MS was present or not. The
spectral differences therefore most probably arise from the
differential superposition of the backscattered waves at the
virtual transducer.

Figure 13 shows that MS effects become significant
above 60 MHz for tissue microstructures with a uniform, low
packing density �30%� and above 45 MHz for tissue micro-
structures with an aggregated, high packing density �60%�.
These results are consistent with the conclusion that MS in
tissues will be dependent on the cell density of the tissue
structure. Tissues with denser cell packings may show MS
effects at lower frequencies, and recent experiments suggest
that actual tissues may exhibit MS at frequencies as low as
4.3 MHz �Aubry et al., 2008�. Other factors may be impor-
tant as well, such as the material properties of the ECM and
cell components. Important information on tissue microstruc-
ture may therefore be lost in high-frequency tissue character-
ization models that do not include MS.

Internal cell structure also had a dramatic effect on the
simulated ultrasonic spectra. Changes in the sizes of nuclei
produced a 47-MHz peak that showed strong correlations
with either nucleus size or number of enlarged nuclei intro-
duced into the microstructure. Both homogeneous changes,
where all of the nuclei diameters were the same and in-
creased uniformly �Doyle et al., 2007b�, and heterogeneous
changes, where new cells with larger nuclei were introduced
into tissue cavities �Doyle et al., 2007b� or uniformly ran-
dom tissues �Fig. 12�b��, displayed similar linear trends in
the 47-MHz peak. Other spectral changes were observed as
well that were more specific to the simulated structural
change. For example, uniform changes in nuclei sizes pro-
duced spectral intensity decreases in the 18-MHz peak and
20–35-MHz region that were not observed for other micro-
structural modifications such as cell aggregation and malig-
nant cell invasion. Table IV summarizes the simulation re-
sults for the most significant spectral changes. Experimental
evidence for a dominant 47-MHz peak arising from nuclear
size effects comes from Taggart et al. �2007�, who show a
peak in the backscatter coefficient at 47 MHz for multinucle-
ated human epithelial kidney cells.

The spectral peaks predicted by the multiple-cell calcu-
lations and their trends as a function of microstructure are
robust and statistically significant. The error bars in Fig.
12�b� represent the standard deviation of results obtained
from the simulation of five different particle packs where the
particle positions and larger microstructures were varied but

TABLE IV. Trends for significant peaks and bands in simulated ultrasonic backscatter spectra for four types of histological changes in tissues. I, D, and N
denote increasing trend, decreasing trend, and no trend, respectively. Values in parentheses are coefficients of linear correlation. The trends for the 20–35-MHz
band were obtained at 23.5 MHz.

Microstructural modification 18–20-MHz peak 20–35-MHz band 47-MHz peak 67-MHz peak

Cell aggregation �cluster; foam� I �0.77; 0.60� N �0.44; 0.13� N �0.46; 0.46� D ��0.69; �0.36�
Uniform nuclear pleomorphism D ��0.91� D ��0.99� I �0.92� N ��0.10�
In situ growth of malignant cells in lobules I �0.91� N ��0.30� I �0.87� N �0.020�
Malignant cell invasion into uniformly random tissue I �0.85� N �0.056� I �0.79� D ��0.37�
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the overall histological change—percent malignant cell
infiltration—was kept constant. The predicted trends exceed
the uncertainty introduced by the structural variations and
correlate well with malignant cell invasion. These results and
those by Doyle et al. �2007b� show that even though the
microstructure can exhibit complex permutations, general
trends may still be predictable based on common microstruc-
tural features. Moreover, Table IV shows that different struc-
tural processes in tissues may produce different spectral re-
sponses. Use of pattern recognition approaches such as
principal components analysis or artificial neural networks
could in principle be used to classify these spectral signa-
tures in a database of simulation spectra. The findings sug-
gest that high-frequency �10–100 MHz� ultrasonic spectros-
copy would be useful for determining histology in a clinical
setting and that histology-based simulation tools may be able
to detect basic histological features such as microscopic can-
cer in spite of a large degree of tissue complexity.

The histology-based ultrasonic model developed in this
work can also be used to predict effective propagation prop-
erties such as longitudinal velocity, shear velocity, and at-
tenuation �Doyle, 2006�. Correlating these properties to tis-
sue structure is important in ultrasonic tomography,
ultrasound elastography, and other ultrasonic imaging mo-
dalities. The model can also simulate ultrasonic pulses with
arbitrary spatial and temporal characteristics by altering the
spherical-wave expansion coefficients for the incident plane
wave and by using a Fourier transform method to simulate a
time-domain pulse in the frequency domain �Doyle, 2006�.

C. Future research

Although the focus of this article is on modeling and
simulation, experimental validations with real tissues are es-
sential for assessing the accuracy of the models and their
utility in clinical practice. Further development of the model
will therefore include simulations of larger and more com-
plex tissue structures, parallelization on a multiprocessor
system to improve the computational efficiency, and valida-
tion using ultrasonic testing of tissue samples. Although the
simulation algorithm has the capability to model viscoelastic
behavior in tissues, viscoelastic properties were not included
in this study since the objective was to demonstrate the fea-
sibility of the approach and not to obtain detailed predic-
tions. Viscoelastic properties are known to preferentially at-
tenuate shear and high-frequency waves in tissues, and will
be included in future work. Comparison of model predictions
with measurements from well-characterized tissues and cell
cultures will additionally be performed to refine the tissue
and cell properties.

The present work is currently being expanded to simu-
late non-centered nuclei as well as an additional layer in the
cell to represent a plasma membrane with nonzero thickness
and properties. Multipole expansion methods can also be
used to model spheroidal cells �Rose et al., 1995; Ciric and
Cooray, 2000; Li et al., 2002� as well as multiple organelles
within a cell �Fuller and Mackowski, 2000�. Such capabili-
ties would allow the simulation of more structured and his-
tologically accurate tissues. For example, columnar and

squamous cells could be more closely approximated using
prolate and oblate spheroids, respectively, instead of spheres.

D. Medical applications

The results from this study indicate that a simulation
approach can directly model the effects of histological
changes on ultrasonic backscattering in a variety of tissue
microstructures. Since fewer approximations are used than
with previous approaches, the models can account for MS,
shear waves, mode conversion, and intracellular structure in
tissues with random, semi-random, ordered, and hierarchical
microstructures. By incorporating these structural details and
higher-order scattering processes, numerical approaches can
build upon the capabilities of previous analytical models for
tissue characterization.

For diagnostic purposes, histology-based numerical
models could be used to generate a database of ultrasonic
properties and spectra for a range of pathologies in tissues.
As demonstrated in Figs. 11 and 12, a number of simulations
could be used to extract robust signatures from the data for
specific diseases. Classifier methods such as principal com-
ponents analysis could then be used to evaluate the clinical
measurements and diagnose the disease state. This approach
promises to provide real-time histopathology during ultra-
sonic examinations.

A potential limitation of this application is that the simu-
lation results to date indicate that the greatest changes in
the ultrasonic spectra will occur at higher frequencies
��15 MHz� and across broader bandwidths than those rou-
tinely used for conventional ultrasonic imaging. However,
for many new applications these frequencies and bandwidths
are not proving to be impediments. Huang et al. �2007� ac-
quired high-frequency measurements for the lens of the eye
using a bandwidth covering 25–45 MHz, and Taggart et al.
�2007� characterized centrifuged pellets of leukemia, epithe-
lial kidney, and breast cancer cells from 20 to 60 MHz using
a single, broadband transducer. The use of high-frequency
ultrasound has also become more common with the develop-
ment of shallow, high-resolution scans and intravascular ul-
trasound. The numerical models developed in this work
would therefore be applicable to these applications as well as
to new ultrasonic methods for biopsies, endoscopies, surgical
margin assessments, and oral and skin examinations. In par-
ticular, the results indicate that the models may permit the in
vivo detection, grading, and staging of microscopic or micro-
invasive cancer in heterogeneous tissues �Doyle et al.,
2007b�. The shell-core multipole solutions used for the cell
models are also well suited for modeling the ultrasonic re-
sponse of microbubble contrast agents in tissues.

For therapeutic applications, histology-based models
could be used to predict the spatial distribution of ultrasonic
energy in heterogeneous tissues at the microscopic level and
understand the roles of elasticity, viscoelasticity, shear
forces, and the tissue environment on ultrasound-cell inter-
actions. These factors are important for a fundamental under-
standing of sonoporation, cell heating, and other processes
that alter the cell state for medical treatment. Incorporating
heating, cavitation, and nonlinear bubble or cell oscillations
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into histology-based simulations will require further devel-
opments, however, since the iterative multipole approach is a
linear, small-deformation model.

V. CONCLUSIONS

Forward models that simulate ultrasonic interactions at
the microscopic level were developed to provide a more de-
tailed, physics-based understanding of elastic wave scatter-
ing in cells and tissues. The models used an iterative multi-
pole method to simulate MS, cells with internal structure,
arbitrary configurations of scatterers, and both shear and lon-
gitudinal waves with associated mode conversion at the
plasma membrane and nuclear envelope. Wave field images
and ultrasonic backscatter spectra were calculated for simu-
lated tissues with random, ordered, and hierarchical micro-
structures. The preliminary results indicate that MS and in-
ternal cell structure may have significant effects in high-
frequency ultrasonic spectra. The results also suggest that
common microstructural changes associated with neoplasms
such as nuclear pleomorphism, malignant cell infiltration,
and tissue remodeling will show robust, diagnostic changes
in the predicted ultrasonic properties and spectra regardless
of background microstructural variations.

The prediction of spectral features for single cells and of
acoustic band gaps for hcp tissue lattices demonstrated the
consistency of the model with acoustic theory. However, ex-
perimental verification of the model predictions for hetero-
geneous tissues is required to determine the value of apply-
ing a direct simulation approach to the interpretation of
clinical ultrasound data. Although distributions in the sizes,
shapes, and structures of cells and nuclei will broaden the
spectral features produced by the “ideal” tissue structures
presented here, the iterative multipole method has the capa-
bility to simulate such distributions and therefore more real-
istic tissue structures.

Histology-based numerical models hold promise for un-
derstanding the fundamental interactions of ultrasound in tis-
sues at the microscopic level. This understanding is vital in
extracting detailed histological information from ultrasonic
data, advancing ultrasonic diagnostic capabilities, and pro-
viding simulation-based tools for the early and accurate di-
agnosis of diseases and disease states such as cancer, prema-
lignant conditions, coronary heart disease, inflammation,
fibrosis, liver steatosis, and tissue degradation. In addition to
in vivo tissue characterization, such an understanding would
benefit ultrasound-based therapies by providing predictive
models for determining the mechanisms and effects of ultra-
sonic treatments from the cell level upward. Such treatments
may include ultrasound-enhanced drug delivery, gene trans-
fection, and tissue healing.
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APPENDIX A: DERIVATION OF BOUNDARY
CONDITION EQUATIONS

The first three BC equations for the concentric-sphere
cell model �Eqs. �12�–�14�� are derived from the continuity
of the displacements �Eq. �5�� at the matrix-shell boundary.
The vector equation for the displacement BC is expressed as
an expansion of vector multipole functions �Eqs. �2�–�4�� of
n ,m moments with corresponding amplitude coefficients for
each wave field:

�
n=0

�

�
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n
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�
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n=0
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�
m=−n
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IsnmWnm�r,�,�� . �A1�

The vector equation for the displacement BC has tradi-
tionally been separated into three scalar equations. The an-
gular dependencies have then been removed and the mo-
ments isolated using Eq. �11�. However, this orthogonality
condition does not reduce the scalar equations to a closed-
form solution for the coefficients �Doyle, 2004�. Rather, the
vector equation must be solved in its entirety using the or-
thogonality of the vector spherical harmonics �Eq. �10��. To
achieve this, Eq. �A1� is multiplied by YNM

N−1� �� ,�� and in-
tegrated over the shell at r=b to generate the first coefficient
equation. The second and third coefficient equations are gen-
erated in a similar manner by multiplying with YNM

N � �� ,��
and YNM

N+1� �� ,��, respectively, and integrating.
With multiplication by YNM

N−1� �� ,�� and integration over
� and �, only terms with Ynm

n−1�� ,�� in the vector multipole
functions survive due to the delta functions over both N ,n
and L , l in Eq. �10�. This operation results in the following
equation:
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Similarly, multiplication with YNM
N � �� ,�� and YNM

N+1� �� ,��
and integration over � and � yields the following, respec-
tively:
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Equations �A2� and �A4� are reformulated by dividing
out common factors, multiplying Eq. �A2� by �N, multiply-
ing Eq. �A4� by −�N+1, and adding the two equations:
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�2� �kL

extb��

+ GNM��N�hN−1
�1� �kL

extb� − �N + 1�hN+1
�1� �kL

extb��

− AsNM��N�hN−1
�2� �kL

shellb� − �N + 1�hN+1
�2� �kL

shellb��

− GsNM��N�hN−1
�1� �kL

shellb� − �N + 1�hN+1
�1� �kL

shellb��
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�1� �kS
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The following spherical radial function identities are next
used to simplify Eq. �A5�:

�N�zN−1�kr� − �N + 1�zN+1�kr�
2N + 1

= N
zN�kr�

kr
− zN+1�kr� ,

�A6�

zN−1�kr� + zN+1�kr�
2N + 1

=
zN�kr�

kr
. �A7�

With substitution of the symbols �1�z� and �2�z� �see Appen-
dix B� and solving for the unknown coefficients �AsNM,
BsNM, GsNM, HsNM, GNM, and HNM�, the first BC equation
becomes

AsNM�1�gshell� + BsNM�2�gshell� + GsNM�1�hshell�

+ HsNM�2�hshell� − GNM�1�hext� − HNM�2�hext�

= ANM�1�gext� + BNM�2�gext� . �A8�

The second BC equation is derived by dividing Eq. �A2�
by �N, dividing Eq. �A4� by �N+1, adding the two equa-
tions, and simplifying algebraically:
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i
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�1� �kS

shellb�

− �N�hN+1
�1� �kS

shellb��� = 0. �A9�

Along with Eq. �A7�, an additional spherical radial function
identity is used to simplify Eq. �A9�:

�N + 1�zN−1�kr� − �N�zN+1�kr�
2N + 1

= �N + 1�
zN�kr�

kr
− zN+1�kr� . �A10�

With substitution of the symbols �4�z� and �5�z� and solving
for the unknown coefficients, the second BC equation be-
comes

AsNM�4�gshell� + BsNM�5�gshell� + GsNM�4�hshell�

+ HsNM�5�hshell� − GNM�4�hext� − HNM�5�hext�

= ANM�4�gext� + BNM�5�gext� . �A11�

The third coefficient equation, Eq. �A3�, is rewritten
with �3�z� to yield the third BC equation:

CsNM�3�gshell� + IsNM�3�hshell� − INM�3�hext�

= CNM�3�gext� . �A12�

The displacement BC equations at the shell-core inter-
face �Eqs. �15�–�17�� are derived in the same manner. The
stress BC equations �Eqs. �18�–�23�� are generated in a simi-
lar manner as well, except that the scalar orthogonality con-
dition �Eq. �11�� is sufficient for removing the angular depen-
dencies and isolating the moments since the BC equation
�Eq. �6�� and its constituent terms �Eqs. �7�–�9�� are scalar in
character and produce linearly separable coefficient equa-
tions.
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APPENDIX B: SYMBOL DEFINITIONS FOR RADIAL
FUNCTION TERMS

The �-symbols from the matrix-shell and shell-core BC
equations, Eqs. �12�–�23�, are presented below. The symbols
are functions of the multipole order N, longitudinal wave
vector kL, shear wave vector kS, inner sphere radius a, and
outer sphere radius b. The spherical radial functions are de-
noted by zn�kr�, and vary according to the radial function
designated by the subscripts in Eqs. �12�–�23� as j= jn�kr�,
h=hn

�1��kr�, or g=hn
�2��kr�.

�1�z� = N
zN�kLb�

kLb
− zN+1�kLb� , �B1�

�2�z� = i��N��N + 1�
zN�kSb�

kSb
, �B2�

�3�z� = zN�kSb� , �B3�

�4�z� =
zN�kLb�

kLb
, �B4�

�5�z� =
i

��N��N + 1�
�N + 1�

zN�kSb�
kSb

− zN+1�kSb�� ,

�B5�

�6�z� = kL− �zN�kLb� + 2�� �N − 1��N�
�kLb�2 − 1�zN�kLb�

+ 2
zN+1�kLb�

kLb
�� , �B6�

�7�z� = 2i�kS
��N��N + 1��N − 1�

zN�kSb�
�kSb�2 −

zN+1�kSb�
kSb

� ,

�B7�

�8�z� = �kS�N − 1�
zN�kSb�

kSb
− zN+1�kSb�� , �B8�

�9�z� = 2�kL�N − 1�
zN�kLb�
�kLb�2 −

zN+1�kLb�
kLb

� , �B9�

�10�z� =
i�kS

��N��N + 1�
�2�N2 − 1�

�kSb�2 − 1�zN�kSb�

+ 2
zN+1�kSb�

kSb
� , �B10�

�11�z� = N
zN�kLa�

kLa
− zN+1�kLa� , �B11�

�12�z� = i��N��N + 1�
zN�kSa�

kSa
, �B12�

�13�z� = zN�kSa� , �B13�

�14�z� =
zN�kLa�

kLa
, �B14�

�15�z� =
i

��N��N + 1�
�N + 1�

zN�kSa�
kSa

− zN+1�kSa�� ,

�B15�

�16�z� = kL− �zN�kLa� + 2�� �N − 1��N�
�kLa�2 − 1�zN�kLa�

+ 2
zN+1�kLa�

kLa
�� , �B16�

�17�z� = 2i�kS
��N��N + 1��N − 1�

zN�kSa�
�kSa�2

−
zN+1�kSa�

kSa
� , �B17�

�18�z� = �kS�N − 1�
zN�kSa�

kSa
− zN+1�kSa�� , �B18�

�19�z� = 2�kL�N − 1�
zN�kLa�
�kLa�2 −

zN+1�kLa�
kLa

� , �B19�

�20�z� =
i�kS

��N��N + 1�
�2�N2 − 1�

�kSa�2 − 1�zN�kSa�

+ 2
zN+1�kSa�

kSa
� . �B20�

Alacam, B., Yazici, B., Bilgutay, N., Forsberg, F., and Piccoli, C. �2004�.
“Breast tissue characterization using FARMA modeling of ultrasonic RF
echo,” Ultrasound Med. Biol. 30, 1397–1407.

Anderson, V. C. �1950�. “Sound scattering from a fluid sphere,” J. Acoust.
Soc. Am. 22, 426–431.

Aubry, A., Derode, A., and Tanter, M. �2008�. “Extraction of the multiple
scattering contribution in weakly scattering media: Application to human
soft tissue,” J. Acoust. Soc. Am. 123, 3001.

Baddour, R. E., and Kolios, M. C. �2007�. “The fluid and elastic nature of
nucleated cells: Implications from the cellular backscatter response,” J.
Acoust. Soc. Am. 121, EL16–EL22.

Baddour, R. E., Sherar, M. D., Hunt, J. W., Czarnota, G. J., and Kolios, M.
C. �2005�. “High-frequency ultrasound scattering from microspheres and
single cells,” J. Acoust. Soc. Am. 117, 934–943.

Bige, Y., Hanfeng, Z., and Rong, W. �2006�. “Analysis of microstructural
alterations of normal and pathological breast tissue in vivo using the AR
cepstrum,” Ultrasonics 44, 211–215.

Ciric, I. R., and Cooray, F. R., 2000, in Light Scattering by Nonspherical
Particles, edited by M. I. Mishchenko, J. W. Hovenier, and L. D. Travis
�Academic, San Diego�, pp. 89–130.

Discher, D. E., Janmey, P., and Wang, Y.-L. �2005�. “Tissue cells feel and
respond to the stiffness of their substrate,” Science 310, 1139–1143.

Doyle, T. E. �2004� “Computational scattering models for elastic and elec-
tromagnetic waves in particulate media,” Ph.D. dissertation, Utah State
University, Logan, UT.

Doyle, T. E., 2005, in Review of Progress in Quantitative Nondestructive
Evaluation, edited by D. O. Thompson and D. E. Chimenti �American
Institute of Physics, Melville, NY�, Vol. 24, pp. 1121–1128.

Doyle, T. E. �2006�. “Iterative simulation of elastic wave scattering in arbi-
trary dispersions of spherical particles,” J. Acoust. Soc. Am. 119, 2599–
2610.

Doyle, T. E., Robinson, D. A., Jones, S. B., Warnick, K. H., and Carruth, B.
L. �2007c�. “Modeling the permittivity of two-phase media containing

1766 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Doyle et al.: Microscopic elastic wave scattering in tissue



monodisperse spheres: Effects of microstructure and multiple scattering,”
Phys. Rev. B 76, 054203.

Doyle, T. E., and Warnick, K. H. �2006�. “Simulation of elastic wave scat-
tering in living tissue at the cellular level,” J. Acoust. Soc. Am. 120, 3283.

Doyle, T. E., Warnick, K. H., and Carruth, B. L. �2007a�. “Histology-based
simulation of ultrasonic scattering in cells and tissues,” J. Acoust. Soc.
Am. 121, 3111.

Doyle, T. E., Warnick, K. H., and Carruth, B. L. �2007b�. “Histology-based
simulations for the ultrasonic detection of microscopic cancer in vivo,” J.
Acoust. Soc. Am. 122, EL210–EL216.

Falou, O., Kumaradas, J. C., and Kolios, M. C. �2006�. “Finite element
modeling of ultrasound scattering by spherical objects and cells,” 2006
IEEE Ultrasonics Symposium, Vancouver, Canada, Oct. 2–6, pp. 2072–
2075.

Faran, J. J. �1951�. “Sound scattering by solid cylinders and spheres,” J.
Acoust. Soc. Am. 23, 405–418.

Feleppa, E. J., Kalisz, A., Sokil-Melgar, J. B., Lizzi, F. L., Liu, T., Rosado,
A. L., Shao, M. C., Fair, W. R., Wang, Y., Cookson, M. S., Reuter, V. E.,
and Heston, W. D. W. �1996�. “Typing of prostate tissue by ultrasonic
spectrum analysis,” IEEE Trans. Ultrason. Ferroelectr. Freq. Control 43,
609–619.

Finney, J. L. �1970�. “Random packings and the structure of simple liquids:
I. The geometry of random close packing,” Proc. R. Soc. London, Ser. A
319, 479–493.

Fuller, K. A., and Mackowski, D. W., 2000, in Light Scattering by Non-
spherical Particles, edited by M. I. Mishchenko, J. W. Hovenier, and L. D.
Travis �Academic, San Diego�, pp. 225–272.

Gaitini, D., Baruch, Y., Ghersin, E., Veitsman, E., Kerner, H., Shalem, B.,
Yaniv, G., Sarfaty, C., and Azhari, H. �2004�. “Feasibility study of ultra-
sonic fatty liver biopsy: Texture vs. attenuation and backscatter,” Ultra-
sound Med. Biol. 30, 1321–1327.

Gumerov, N. A., and Duraiswami, R. �2002�. “Computation of scattering
from N spheres using multipole reexpansion,” J. Acoust. Soc. Am. 112,
2688–2701.

Gumerov, N. A., and Duraiswami, R. �2005�. “Computation of scattering
from clusters of spheres using the fast multipole method,” J. Acoust. Soc.
Am. 117, 1744–1761.

Hickling, R. �1962�. “Analysis of echoes from a solid elastic sphere in
water,” J. Acoust. Soc. Am. 34, 1582–1592.

Huang, C.-C., Ameri, H., DeBoer, C., Rowley, A. P., Xu, X., Sun, L., Wang,
S.-H., Humayun, M. S., and Shung, K. K. �2007�. “Evaluation of lens
hardness in cataract surgery using high-frequency ultrasonic parameters in
vitro,” Ultrasound Med. Biol. 33, 1609–1616.

Hunt, J. W., Worthington, A. E., Xuan, A., Kolios, M. C., Czarnota, G. J.,
and Sherar, M. D. �2002�. “A model based upon pseudo regular spacing of
cells combined with the randomization of the nuclei can explain the sig-
nificant changes in high-frequency ultrasound signals during apoptosis,”
Ultrasound Med. Biol. 28, 217–226.

Insana, M. F. �1995�. “Modeling acoustic backscatter from kidney micro-
structure using an anisotropic correlation function,” J. Acoust. Soc. Am.
97, 649–655.

Kutay, M. A., Petropulu, A. P., and Piccoli, C. W. �2001�. “On modeling
biomedical ultrasound RF echoes using a power-law shot-noise model,”
IEEE Trans. Ultrason. Ferroelectr. Freq. Control 48, 953–968.

Li, L.-W., Kang, X.-K., and Leong, M.-S., 2002, Spheroidal Wave Functions
in Electromagnetic Theory �Wiley, New York�.

Liu, X.-Z., Gong, X.-F., Zhang, D., Ye, S.-G., and Rui, B. �2006�. “Ultra-
sonic characterization of porcine liver tissue at frequency between 25 to
50 MHz,” World J. Gastroenterol. 12, 2276–2279.

Liu, Z., Chan, C. T., Sheng, P., Goertzen, A. L., and Page, J. H. �2000�.

“Elastic wave scattering by periodic structures of spherical objects: Theory
and experiment,” Phys. Rev. B 62, 2446–2457.

Lizzi, F. L., Astor, M., Feleppa, E. J., Shao, M., and Kalisz, A. �1997�.
“Statistical framework for ultrasonic spectral parameter imaging,” Ultra-
sound Med. Biol. 23, 1371–1382.

Lizzi, F. L., Greenebaum, M., Feleppa, E. J., Elbaum, M., and Coleman, D.
J. �1983�. “Theoretical framework for spectrum analysis in ultrasonic tis-
sue characterization,” J. Acoust. Soc. Am. 73, 1366–1373.

Mamou, J., Oelze, M. L., O’Brien, W. D., Jr., and Zachary, J. F. �2005�.
“Identifying ultrasonic scattering sites from three-dimensional impedance
maps,” J. Acoust. Soc. Am. 117, 413–423.

Mamou, J., Oelze, M. L., O’Brien, W. D., Jr.., and Zachary, J. F. �2008�.
“Extended three-dimensional impedance map methods for identifying ul-
trasonic scattering sites,” J. Acoust. Soc. Am. 123, 1195–1208.

Meziri, M., Pereira, W. C. A., Abdelwahab, A., Degott, C., and Laugier, P.
�2005�. “In vitro chronic hepatic disease characterization with a multipara-
metric ultrasonic approach,” Ultrasonics 43, 305–313.

Oelze, M. L., and O’Brien, W. D., Jr. �2006�. “Application of three scatter-
ing models to characterization of solid tumors in mice,” Ultrason. Imaging
28, 83–96.

Oelze, M. L., O’Brien, W. D., Jr., and Zachary, J. F. �2007�. “Quantitative
ultrasound assessment of breast cancer using a multiparameter approach,”
2007 IEEE Ultrasonics Symposium, pp. 981–984.

Oelze, M. L., and Zachary, J. F. �2006�. “Examination of cancer in mouse
models using high-frequency quantitative ultrasound,” Ultrasound Med.
Biol. 32, 1639–1648.

Oelze, M. L., Zachary, J. F., and O’Brien, W. D., Jr. �2002�. “Characteriza-
tion of tissue microstructure using ultrasonic backscatter: Theory and tech-
nique for optimization using a Gaussian form factor,” J. Acoust. Soc. Am.
112, 1202–1211.

Padilla, F., Peyrin, F., and Laugier, P. �2003�. “Prediction of backscatter
coefficient in trabecular bones using a numerical model of three-
dimensional microstructure,” J. Acoust. Soc. Am. 113, 1122–1129.

Rose, J. H., Kaufmann, M. R., Wickline, S. A., Hall, C. S., and Miller, J. G.
�1995�. “A proposed microscopic elastic wave theory for ultrasonic back-
scatter from myocardial tissue,” J. Acoust. Soc. Am. 97, 656–668.

Santarelli, M. F., and Landini, L. �1996�. “A model of ultrasound backscatter
for the assessment of myocardial tissue structure and architecture,” IEEE
Trans. Biomed. Eng. 43, 901–911.

Savéry, D., and Cloutier, G. �2007�. “High-frequency ultrasound back-
scattering by blood: Analytical and semianalytical models of the erythro-
cyte cross section,” J. Acoust. Soc. Am. 121, 3963–3971.

Taggart, L. R., Baddour, R. E., Giles, A., Czarnota, G. J., and Kolios, M. C.
�2007�. “Ultrasonic characterization of whole cells and isolated nuclei,”
Ultrasound Med. Biol. 33, 389–401.

Wear, K. A. �2004�. “Measurement of dependence of backscatter coefficient
from cylinders on frequency and diameter using focused transducers—
with applications in trabecular bone,” J. Acoust. Soc. Am. 115, 66–72.

Yang, M., Baldwin, S. L., Marutyan, K. R., Wallace, K. D., Holland, M. R.,
and Miller, J. G. �2006�. “Elastic stiffness coefficients �c11, c33, and c13�
for freshly excised and formalin-fixed myocardium from ultrasonic veloc-
ity measurements,” J. Acoust. Soc. Am. 119, 1880–1887.

Yeh, W.-C., Jeng, Y.-M., Li, C.-H., Lee, P.-H., and Li, P.-C. �2005�. “Liver
steatosis classification using high-frequency ultrasound,” Ultrasound Med.
Biol. 31, 599–605.

Zinin, P. V. �1992�. “A theoretical analysis of sound attenuation mechanisms
in blood and in the erythrocyte suspensions,” Ultrasonics 30, 26–34.

Zinin, P. V., Allen, J. S., and Levin, V. M. �2005�. “Mechanical resonances
of bacterial cells,” Phys. Rev. E 72, 061907.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Doyle et al.: Microscopic elastic wave scattering in tissue 1767



Off-axis effects on the multi-pulse structure of sperm whale
coda clicks
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Sperm whale �Physeter macrocephalus� clicks have a multi-pulse structure, a result of the reflection
of sound energy between air sacs in the spermaceti organ. Although previous research revealed that
usual clicks �used for echolocation� recorded away from a vocalizing whale’s longitudinal axis have
waveforms with poorly defined pulse structures, it has been unknown whether sperm whale coda
clicks �used for communication� show similar off-axis effects. To address this knowledge gap, a
hydrophone array was used to localize vocalizing sperm whales, and the waveforms of coda clicks
recorded from different aspects were examined. Coda clicks recorded close to the whale’s acoustic
axis showed well-defined multi-pulsed waveforms, while those recorded off-axis did not. As for
usual clicks, this suggests that sound energy radiates directly into the water upon reflection off the
frontal sac. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3075598�

PACS number�s�: 43.80.Ka �WWA� Pages: 1768–1773

I. INTRODUCTION

The largest toothed whale, the sperm whale �Physeter
macrocephalus�, demonstrates extreme differences in mor-
phology and life-history, both within the species and in com-
parison to other cetaceans. However, no feature of the sperm
whale is perhaps as noticeably extreme and fascinating as its
large nasal complex. Its large nose, which contains the sper-
maceti organ, junk bodies, and other organs associated with
sound production �Fig. 1�, makes up approximately 1/3 of
the sperm whale’s total body weight and body length �Rice,
1989�, giving this species the claim to the “biggest nose on
record” �Raven and Gregory, 1933�.

Although other functions had previously been proposed
for the hypertrophied nasal complex �see Clarke, 1970, 1978;
Carrier et al., 2002�, Norris and Harvey �1972� were the first
to advance a sound generating function. They suggested that
an initial sound pulse generated by the forcing of air through
the museau de singe �or phonic lips� �Fig. 1� is reflected
between air sacs at the anterior and posterior ends of the
spermaceti organ �Norris and Harvey, 1972�, resulting in the
observed multi-pulsed structure of sperm whale clicks. This
initial theory was revised as the “bent horn” theory �Møhl
et al., 2003� to explain the weak initial pulse �p0� and pow-
erful subsequent pulse �p1� obvious in the recordings of
usual clicks �echolocation clicks� recorded from in front of
the vocalizing whale �Fig. 2�a��.

Recent research confirms the bent-horn theory; sound in
a usual click is produced at the museau de singe using a
pressure differential �Madsen et al., 2003�, and a fraction of
the initial sound energy leaks directly into the water as the
weak initial pulse �Møhl, 2001�. The majority of the sound

energy, however, is reflected backward into the spermaceti
organ �Fig. 1� �Zimmer et al., 2005b� and is subsequently
reflected off the air-filled frontal sac at the posterior of the
spermaceti organ and focused in the junk complex before
emission into the water as the powerful p1 pulse �Fig. 1;
Cranford, 1999; Møhl et al., 2000, 2003; Zimmer et al.,
2005a�. The multi-pulsed structure of usual clicks is related
to the two-way travel time between the air sacs �Møhl, 2001;
Møhl et al., 2003�.

Just as sound energy is leaked at the anterior end of the
spermaceti organ when the initial p0 pulse is produced, the
reflection of usual click sound energy on the frontal sac at
the posterior end of the nasal complex also involves the leak-
age of sound energy into the water, resulting in the emission
of a p1/2 pulse �Zimmer et al., 2005a�. When a usual click is
recorded on-axis directly in front of a vocalizing whale, the
p1/2 pulse merges with the p1 pulse �Zimmer et al., 2005a�.
Conversely, when a usual click is recorded on-axis directly
behind the vocalizing whale, the p1/2 pulse merges with the
p0 pulse �Fig. 2�b�� �Zimmer et al., 2005a�.

In either case, the recorded waveform contains distinct
and regular inter-pulse intervals �IPIs� that can be measured
to estimate the length of the vocalizing whale �Gordon,
1991b; Rhinelander and Dawson, 2004�. However, when
usual clicks are recorded off-axis, the p1/2 pulse will appear
in the far-field with a delay between 0 and the two-way
travel time of the spermaceti organ, sometimes resulting in
IPIs that cannot be distinguished �see Fig. 2�c�� and thus the
incorrect or impossible estimation of whale length �Zimmer
et al., 2005a�.

Unlike usual clicks, which exhibit a highly directional
p1 pulse with relatively few and weak subsequent pulses
�Figs. 2�a� and 2�b��, clicks produced in short stereotyped
communication patterns termed “codas” �Watkins and
Schevill, 1977� typically exhibit many successive pulses

a�Present address: 301-60 Homewood Avenue, Toronto, ON M4Y 2X4,
Canada. Electronic mail: tmschulz@dal.ca
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�Fig. 3� and thus a longer overall click duration �Madsen
et al., 2002�. The lower decay rate of coda clicks suggests
that coda click sound energy is retained within the sper-
maceti organ to reverberate repeatedly between the air sacs
rather than redirected into the junk complex to be released as
a powerful and directional pulse �Madsen et al., 2002�.

The observed differences in pulse structure between
usual and coda clicks must result from internal differences in
the structure of the sound production apparatus. One obvious
way this could be achieved is through changes in the amount
of air in the frontal and distal air sacs; for example, the
introduction of air into the frontal air sac could keep higher
levels of energy reverberating within the spermaceti organ,
consistent with the extended pulse structure of coda clicks. If

this were the case, we would also expect to observe signifi-
cant sound leakage from the frontal sac area. Although the
waveforms of usual clicks have been examined from differ-
ent recording aspects �Zimmer et al., 2005a; Madsen et al.,
2002�, it is unknown whether the pulse structure of coda
clicks also demonstrates off-axis effects indicative of sound
energy leakage at the frontal sac. Most codas are recorded
from an unknown recording aspect or from behind the vocal-
izing whale �see Marcoux et al., 2006�, prohibiting the ob-
servation of off-axis effects. To address this research gap, we
inspected and compared the waveforms of coda clicks re-
corded on different hydrophones in a passive dynamic acous-
tic array.

II. METHODS

A. Field methods

We conducted fieldwork from a 40-ft sailboat, Balaena,
between May 5 and June 20, 2004 �38 days effort� in inter-
national waters between Bermuda and the east coast of the
United States in the Sargasso Sea. Encountered sperm
whales were tracked visually during the day and acoustically
at night using a directional hydrophone �see Whitehead and
Gordon, 1986�. During the day, if whales at the surface were
moving slowly ��1 knot� and the weather conditions were
favorable, we deployed a dynamic acoustic array.

B. Acoustic array

This localization system consisted of several small
battery-powered remotely-piloted vessels �RPVs� as well as
the primary research platform from which they were
launched. From the side of each recording platform was sus-
pended a hydrophone �Vemco VHLF; frequency response:
200 Hz–20 kHz�3 dB; midband sensitivity: 147 dB re
1 V /�Pa� at approximately 80 cm below the water surface.
On each RPV, acoustic signals from the hydrophone were
amplified, high-pass filtered at 1 kHz, and broadcast by a FM
transmitter �NRG Kits PLL PRO III�. This signal was then
received by a digital AM/FM PLL synthesized radio �SONY
ICF-M260� onboard the deployment platform and digitally
recorded on a multi-track recorder �FOSTEX VF-160; sam-
pling rate: 44.1 kHz�, which simultaneously recorded the
acoustic signals detected by each of the hydrophones in the
array. On each recording platform, a global positioning sys-
tem �GPS� unit �Garmin GPS25-HVS� logged positional data
to a flashcard. A frequency shift keying �FSK� modulator
transformed the stream of ASCII sentences from the GPS
unit onboard the research platform to an amplitude-
modulated tonal signal �see Møhl et al., 2001�, which was
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FIG. 1. Schematic view of the head of a sperm whale depicting the bent-
horn model of usual click sound generation �adapted from Zimmer et al.,
2005a�. The dashed arrows indicate the primary sound path within the nasal
complex according to the modified Norris and Harvey �1972� theory. The
solid arrows indicate the emission of the weak pulse �p0� from the phonic
lips/museau de singe �Ms�, the emission of the highly directional sonar
pulse �p1� from the junk �Ju�, and the leakage of sound energy as the p1/2
pulse �p1/2� from the frontal air sac �Fr�. D, distal air sac; So, spermaceti
organ.
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FIG. 2. Usual sperm whale clicks recorded from a remote receiver from �a�
in front, �b� behind, �c� and off the acoustic axis of a vocalizing whale
�adapted from Zimmer et al., 2005a�. The different component pulses in the
clicks are denoted by p0, p1, and p2. Note that in �a� and �b�, a single pulse
by far dominates the energy content of the click. In the waveform recorded
off-axis �c�, p1/2 denotes the click energy leaked from the spermaceti organ
at the frontal sac.
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FIG. 3. Waveform of a coda click recorded from behind a vocalizing whale.
Note the multiple pulses with a low rate of decay compared to the nearly
mono-pulsed waveform of usual clicks �see Figs. 2�a� and 2�b��.
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recorded as an acoustic track on the multi-track recorder in
synchrony with the hydrophone signals. Subsequent de-
modulation of the FSK timestamp during analysis allowed
for synchronization of the acoustic and positional data �Møhl
et al., 2001�. The same hydrophone depth and filtering were
used on the deployment platform. Recording sessions were
labeled numerically according to month, day, and session of
the day �e.g., 051403 was the third recording session on May
14�.

During array deployment, the locations of the RPVs and
whales relative to the primary research platform were re-
corded on a digital camcorder �SONY DCR-PC 105� from
the sailboat’s crow’s nest. Sea surface temperature was mea-
sured using an onboard electronic thermometer, and sea sa-
linity was estimated using a refractometer.

C. Localization analysis

The binary GPS file logged on each recording platform
was converted to a RINEX file and submitted to an online
Precise Point Positioning processor �Canadian Geodetic Ser-
vice� to improve the accuracy of the positions. Further ex-
clusion of erroneous noise in GPS positions was achieved by
discarding fixes obtained using less than seven satellites and
by smoothing the x-coordinates and y-coordinates for each
GPS receiver by fitting quadratic equations to time segments
spanning several seconds before and after each epoch in the
record �see Christal and Whitehead, 2001�.

Acoustic recordings were inspected for codas that were
detected on at least three of the four hydrophones in the
array. Clicks were marked in these codas using a dedicated
software package, RAINBOW CLICK �see Gillespie, 1997;
Jaquet et al., 2001�, and the click data from each recording
were output to a custom-written routine in MATLAB® �Math-
works� for the calculation of time of arrival differences
�TOADs� between each pair of hydrophone receivers �see
Wahlberg et al., 2001�. Because sperm whales produce loud,
abrupt broadband clicks, TOADs were calculated as time dif-
ferences between hydrophones in the click onset. Since the
sperm whales were observed from the sailboat, the whales
were assumed to be at or near the surface when vocalizing,
and we localized recorded clicks in two dimensions.

For each click in each analyzed coda, an equal time-
difference two-dimensional hyperbola was calculated for
each TOAD using the relative locations of the receivers and
the speed of sound in water �calculated using sea surface
temperature and salinity in the Leroy equation; Urick, 1983�
�see Wahlberg et al., 2001�. The intersections of these hyper-
bolae were averaged to estimate the location of the sound
source for each click. The localization method used was the
same as the MINNA �minimum number of receiver array�
method described by Wahlberg et al. �2001� except that it
repeated the MINNA method for each pair of intersecting
hyperbolae and averaged the intersections to give a solution
that accounts for measurement error �see Janik, 2000;
Laurinolli et al., 2003�. The location of each coda was esti-
mated as the average of the locations of each of its clicks.

For clicks localized using four hydrophones, the error in
each click’s location was estimated from the standard devia-

tion of the hyperbola intersections in the zonal ��x� and the
meridional ��y� directions �as in Laurinolli et al., 2003�. The
error bars for each coda localized with four hydrophones
were then calculated by taking the mean of each of these
errors �zonal and meridional� over the clicks in the coda. A
calibration of this system estimated the precision of esti-
mated locations as approximately 0.5 m within the array
�Schulz et al., 2006�.

D. IPI assignment of codas

To estimate the recording angle between hydrophones
and the acoustic axis of vocalizing whales, whale trajectories
were estimated by localizing successive codas with similar
IPIs. The IPIs of localized clicks were calculated using a
modified version of a previously described IPI analysis
method �see Schulz et al., 2008�. This modified method ex-
tracts the maximum cross-correlation peak, rather than the
absolute cross-correlation peak �used by Gordon, 1991a�, be-
tween pulses for clicks with well-defined pulse structures,
allowing the user to discard clicks with distorted pulse struc-
tures �see Schulz et al., 2008�. The IPI for each coda was
calculated by taking the mode of the clicks in that coda.
Codas with modal IPIs within 0.05 ms of one another were
assumed to have been produced by the same whale �Schulz
et al., 2008�. This conservative criterion was used since other
analyses indicated that within recordings, the IPIs of codas
produced by the same whale �and analyzed using these meth-
ods� differ by no more than 0.05 ms �see Schulz et al., 2008�.
Because the clarity of the pulse structure of coda clicks
sometimes varied between acoustic channels, IPI analysis
was repeated for each hydrophone in the array, thereby in-
creasing the number of codas for which an IPI could be
obtained. The assignment of IPI values to codas was consis-
tent between hydrophone receivers.

E. Determination of whale trajectory and orientation
relative to receivers

Successive codas likely produced by the same whale �as
determined by IPI similarity� were localized and plotted to
estimate the whale’s approximate trajectory and orientation.
We reasoned that if successive codas are produced every few
seconds and are localized in a relatively straight line, fitting a
line through the estimated locations should give a reasonable
approximation of the vocalizing whale’s acoustic axis. Using
the GPS positions of the hydrophone receivers and the esti-
mated trajectory and orientation of the vocalizing whale, the
cosine rule was used to calculate the approximate angle be-
tween the whale and each hydrophone receiver relative to the
whale’s presumed body axis. The waveforms of clicks in
these localized codas were then visually inspected in a stan-
dard sound-editing program �COOL EDIT, Syntrillium� and
compared between hydrophone receivers to determine
whether there were differences in pulse structure as a result
of recording aspect.

To quantitatively describe the clarity in the multi-pulse
structure of recorded coda click waveforms, we calculated
the coefficient of variation �CV� in the squared amplitude
over each sample in each recorded click within a 5 ms time
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interval beginning at click onset. A 5 ms �221 sample� time
interval was used because the IPIs of all localized whales
were estimated as less than 5 ms and because click durations
were variable but generally longer than 5 ms. Because clicks
with distinct initial pulses possessed high CVs and clicks
with poorly defined pulse structures possessed low CVs, the
CV provided a general measure of the clarity of the click
structure while standardizing for the relative amplitude of the
recorded click.

III. RESULTS

In recording session 051403, a whale with an IPI of 2.95
ms was localized as it moved within the array toward the
periphery �Fig. 4�. The structure of coda clicks produced
while the whale was near the center of the array was clearly
multi-pulsed in recordings made on hydrophones positioned
behind the vocalizing whale �R3 and R4; Fig. 4�. However,
the pulse structure of the same clicks but recorded on a hy-
drophone receiver �R1� in an off-axis aspect was poorly de-
fined �Fig. 4�. Moreover, the pulse structure of the same
clicks but recorded slightly more on-axis in front of the vo-
calizing whale �hydrophone receiver R2� demonstrated a
clear initial pulse but a less-defined succeeding pulse �Fig.
4�.

Several seconds later at 23:28:12, after the whale had
moved approximately 38 m toward the periphery of the ar-
ray, the waveforms of coda clicks recorded on hydrophones
from behind the whale still demonstrated a clear multi-
pulsed structure �Fig. 4�. For hydrophone R1, which was
now 111° behind the vocalizing whale, the waveforms of
recorded coda clicks were slightly more multi-pulsed �Fig. 4�
than for the coda clicks recorded 53 s earlier when this hy-

drophone was at an angle of 82° in front of the animal �Fig.
4�. Conversely, for hydrophone R2, which was now 74° in
front of the animal and thus at a more off-axis angle than 53
s earlier, the multi-pulsed structure of the click waveforms
was much less discernible �Fig. 4�.

In another recording session, 061002, a whale with an
IPI of 3.24 ms was localized moving away from the
3-receiver array, nearly inline with two hydrophone receivers
�R1 and R2� while off-axis to the third hydrophone receiver
�R3� �Fig. 5�. In the two recordings made from behind the
vocalizing whale �R1: 172°; R2: 164°�, the waveforms of
coda clicks recorded at 20:27:55 possessed well-defined
pulse structures, although the first pulse in the clicks was
more elongated and less distinct than the subsequent pulses
�Fig. 5�. In contrast, in the recording made from an off-axis
aspect �107°� to the acoustic axis of the vocalizing whale, the
waveforms of the same clicks demonstrated additional pulses
between the primary pulses �Fig. 5�. We note, however, that
since this whale was localized outside the array where errors
can increase markedly �see Watkins and Schevill, 1972�,
these results should be considered with caution. Nonetheless,
similar differences in waveforms on different hydrophone
receivers were observed for another whale in session 061002
with an IPI of 3.51 ms also localized moving away from the
3-receiver array.

To examine the effect of recording angle on the clarity
of pulse structure, we also plotted the CV of the squared
amplitude for each localized click waveform on each hydro-
phone receiver against the estimated angle between the loca-
tion of that hydrophone and the acoustic axis of the whale at
the time at which the click was produced. Figure 6 quantita-
tively illustrates the qualitative observation described above
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FIG. 4. The GPS positions of four hydrophone receivers �R1–R4; �� at
23:27:19 UTC and the estimated location solutions �with error bars of two
standard deviations in the zonal and meridional directions� for codas with
IPIs of 2.95 ms ��� produced throughout recording session 051403. The
arrow indicates the estimated heading of the vocalizing whale based on
codas localized between 23:27:19 and 23:28:12. The waveform of coda
clicks as received on each of the four hydrophone receivers at 23:27:19 and
23:28:12 are presented along the right side of the figure together with the
calculated angle between each hydrophone receiver and the estimated acous-
tic axis of the whale. The hydrophone deployed from the primary research
platform is designated as R1. Note: the initial pulse of the click depicted in
the hydrophone R4 waveform is a result of an anomalous occurrence where
the FM receiver also picked up the hydrophone signal transmitted by an-
other FM transmitter.
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that coda clicks recorded off-axis tended to possess less well-
defined waveforms than those recorded closer to the acoustic
axis. Although some click waveforms that were recorded on-
axis possessed low CVs �see Fig. 6�, such waveforms pos-
sessed clear, well-defined pulse structures but poorly defined
initial pulses �e.g., see Fig. 7�, thereby resulting in a low CV
during the initial 5 ms of the click. Poorly defined initial
pulses in otherwise well-defined clicks may have been a re-
sult of the initial release of the sound energy into the water or
the distortion of the initial pulse by the p1/2 pulse.

IV. DISCUSSION

Examination of coda click waveforms recorded from
different aspects indicates that sperm whale coda clicks, like
usual clicks, are affected by recording orientation. For sev-
eral different localized whales, waveforms of coda clicks re-
corded on or near the whale’s estimated acoustic axis visu-
ally demonstrated a much more well-defined pulse structure
than the same clicks recorded off-axis. Furthermore, plotting
the CV in amplitude of localized clicks against the estimated
angle of recording indicated that clicks recorded off-axis
��90°� tended to have more poorly defined pulse structures
than those recorded closer to the acoustic axis.

Differences in click waveforms between hydrophones
are clearly due to differences in recording aspect and not an
artifact of variation in recording quality between different
hydrophones since recordings from receivers R1 and R2 in
session 051403 demonstrated poor click waveforms for the
clicks of one whale recorded off-axis within the array �Fig.
4� but demonstrated distinct multi-pulsed waveforms for the

clicks of another whale recorded on-axis in session 061002
out of the array �Fig. 5�. Moreover, there was also consis-
tency within recording sessions in the clarity of pulse struc-
ture between recordings made from similar recording as-
pects, again indicating that the waveform of recorded coda
clicks is dependent on the angle between the hydrophone
receiver and the orientation of the vocalizing whale rather
than the quality of the hydrophone recording.

If the sound energy of coda clicks were emitted only
from the anterior end of the spermaceti organ, one would
find the structure of recorded clicks to be similar at all re-
cording aspects. The results presented here that sperm whale
coda clicks recorded off-axis are much less defined in pulse
structure than clicks recorded on-axis indicate that the sound
energy does not exit solely from the front of the spermaceti
organ and must also be leaked as a p1/2 pulse from some
other point, most likely upon reflection of the frontal sac as
in usual clicks.

Zimmer et al. �2005a� mistakenly stated that field obser-
vations by Rendell and Whitehead �2004� suggest that codas
recorded in the far-field have stable IPIs. The finding here of
off-axis effects clearly indicates otherwise and partially ex-
plains the considerable number of coda clicks discarded in
previous IPI analyses of coda clicks �Rendell and Whitehead,
2004; Marcoux et al., 2006�. Moreover, the results presented
here should encourage researchers to record sperm whale
codas on-axis, most likely from behind the whale, and ex-
clude from IPI analysis coda clicks recorded off-axis with
poor pulse structure. Although ensuring on-axis recordings
with a single hydrophone can be difficult, using a number of
hydrophones in an acoustic array can increase the likelihood
of recording coda clicks from an on-axis aspect and thus
of obtaining clear IPIs for the estimation of body length
�Marcoux et al., 2006� or assignment of codas to specific
whales �Schulz et al., 2008�.
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though the pulse structure of the waveform is well-defined, it possesses a
relatively low CV in squared amplitude due to the indistinct initial pulse.
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Passive acoustic data are increasingly being used as a tool for helping to define marine mammal
populations and stocks. Fin whale �Balaenoptera physalus� songs present a unique opportunity to
determine interstock differences. Their highly stereotyped interpulse interval has been shown to
vary between geographic areas and to remain stable over time in some areas. In this study the
structure of songs recorded at two geographically close feeding aggregations in the Gulf of St.
Lawrence �GSL� and Gulf of Maine �GoM� was compared. Recordings were made from September
2005 through February 2006 in the GSL and intermittently between January 2006 and September
2007 at two locations in the GoM. 6257 pulse intervals corresponding to 19 GSL and 29 GoM songs
were measured to characterize songs from both areas. Classification trees showed that GSL songs
differ significantly from those in the GoM. The results are consistent with those derived from other
stock structure assessment methodologies, such as chemical signature and photoidentification
analysis, suggesting that fin whales in these areas may form separate management stocks. Song
structure analysis could therefore provide a useful and cost-efficient tool for defining conservation
units over temporal and geographical scales relevant to management objectives in fin whales.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068454�
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I. INTRODUCTION

Effective management of marine mammals requires a
working knowledge of their stock structure. In this paper, the
word “stock” is used in a management context to refer to
groups of individuals of the same species that are demo-
graphically, but not necessarily genetically, isolated �Taylor,
1999; Taylor, 2005; Clapham et al., 2008�. Dispersal rates
between theorized stocks, though high enough to mask ge-
netic differences, may not be sufficient for enough recruits to
migrate from an area experiencing little to no anthropogenic
removal to an area subject to high mortality to prevent the
decline or extirpation of the latter. Accordingly, it has been
suggested that management of large whales should be based
on units that would not recover within a given time frame if
extirpated �Clapham et al., 2008�. The identification and de-
lineation of such units, whose recruitment is primarily af-
fected by local births and deaths in comparison to immigra-
tion and emigration, are a key to successful management.

Stock structure can be assessed using population trends,
tagging, photoidentification, differences in parasites and con-

taminant loads, or morphological and demographic data col-
lected on harvested animals �Taylor, 1999; Dizon et al.,
1992; Gorbics and Bodkin, 2001�. Genetics is also a valued
assessment method because genetic differences indicate re-
productive isolation, which is in turn often proof of demo-
graphic isolation. Considered individually, each of these
methods can lack the power to detect differences of impor-
tance to management, and a number of authors have called
for a multidisciplinary approach to assess stock structure
�Donovan, 1991; Mellinger and Barlow, 2003; Clapham
et al., 2008�. For instance, a combination of photoidentifica-
tion studies and genetic data was necessary to define an ac-
curate population model for Northwest Atlantic humpback
whales �Megaptera novaeangliae� �Smith et al., 1999�. One
possible explanation for the failure of population assess-
ments based solely on genetics is that genetic data represent
how feeding aggregations interacted historically and are thus
only partially relevant to assessing present day differentia-
tion within this species �Clapham and Palsbøll, 1999; Taylor,
1999�. This example demonstrates one of the main weak-
nesses of genetic-based stock assessment, specifically that
genetic data reflect millennia of evolution and may not
evolve quickly enough to track structural changes that are
temporally meaningful to management, whose time frame isa�Electronic mail: juldel30@hotmail.com
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often decadal at most �McDonald et al., 2006; Clapham
et al., 2008�.

Among the alternatives recommended to conduct or im-
prove population structure assessments, acoustic methods are
among those most commonly cited as worthy of further in-
vestigation �Mellinger and Barlow, 2003; McDonald et al.,
2006�. For example, Mellinger and Barlow �2003� suggested
assessing population structure using acoustics and then using
a secondary method—such as genetics—to ground-truth as-
sessment. More importantly, they noted the importance of
examining the relationship between acoustic and genetic dif-
ferences in cases where acoustic metrics are used to assert
population structure.

The case of using baleen whale song as a proxy for stock
identity has been elegantly made by Hatch and Clark �2004�
and McDonald et al. �2006�. It relies essentially on the grow-
ing body of evidence indicating regional variations in vocal-
izations in a number of terrestrial and marine species, includ-
ing several marine mammal species �see McDonald et al.,
2006�. Although some researchers argue that acoustic signals
may be too susceptible to environmental or social factors to
be stable and, thus, reliable indicators of stock structure
�Harvey and Pagel, 1991�, they may reflect intraspecific
variation that is relevant to management but too recent to be
apparent in the genome �Hatch and Clark, 2004�. More par-
ticularly, in species such as fin whales where genetic assess-
ment of population structure is hindered by logistic difficul-
ties in collecting sufficiently large sample sizes of tissue,
geographic variations in songs may offer a good alternative,
provided they track meaningful biological units from a man-
agement point of view.

Broad-scale acoustic population assessments, largely
without genetic ground-truthing, have already been con-
ducted or contemplated for several species. McDonald et al.
�2006� reported on the existence of nine distinctive blue
whale �Balaenoptera musculus� songs worldwide and sug-
gested using this acoustic population framework for manage-
ment purposes. Humpback whale songs also vary between,
and to a limited extent within, oceanic basins �Winn et al.,
1981� and have been suggested as a stock indicator �Payne
and Guinee, 1983�. Sperm whale �Physeter macrocephalus�
populations may be best managed at the clan level, and clans
can be easily identified by their codas �Rendell and White-
head, 2003�. Killer whale �Orcinus orca� dialects have also
been proposed as stock indicators �Ford and Fisher, 1982�.
Finally, fin whales �B. physalus� are known to produce geo-
graphically distinctive songs, and several authors have hy-
pothesized using this to identify populations �Watkins et al.,
1987; Edds, 1988; Thompson et al., 1992; Clark et al., 2002;
Hatch and Clark, 2004�. However, their observations have
typically targeted individuals at distant sites, thereby maxi-
mizing the possibility of comparing geographically isolated
populations. To date, no studies have compared the structure
of songs produced in proximate areas such as adjacent feed-
ing grounds.

Central questions regarding fin whale stock structure re-
main unanswered �Donovan, 1991; Coakes et al., 2005�, pri-
marily as a result of their pelagic distribution and their typi-
cally large, sometimes overlapping, and still partly unknown

ranges �Kellogg, 1929; Mizroch et al., 1984�. Historically,
fin whale stock assessment in the North Atlantic has relied
heavily on biological and demographic data from harvested
animals �Bérubé et al., 2006�. More recently, genetic studies
have revealed a stock structure characterized by isolation-by-
distance �Bérubé et al., 1998� but failed to detect genetic
divergence at distances smaller than across oceanic basins.
Within this context, the investigation of stock identity using
acoustic signatures in fin whales offers great promise: fin
whale low-frequency �LF� calls have the potential to propa-
gate over long distances �Payne and Webb, 1971�, thus maxi-
mizing their detection, and fin whales are the most com-
monly recorded species in the North Atlantic �Clark, 1995�.
In addition, the structure of their songs—repetitive sequence
of pulses centered around 20 Hz and characterized by a
highly stereotyped pulse interval �PI� �e.g., Watkins et al.,
1987�—varies geographically �Watkins et al., 1987; Thomp-
son et al., 1992� and yet appears to remain stable over time
in some areas �Hatch and Clark, 2004�.

In the Northwest Atlantic, the International Whaling
Commission �IWC� recognizes two stocks centered around
Nova Scotia �NS�, and Newfoundland-Labrador �NL� �Ser-
geant, 1977� �Fig. 1�. Body size differences and differential
rates of population decline during a short period of exploita-
tion �1965–1972� off the Canadian Atlantic coast provided
support for some degree of population structure between
whales in NS and NL �Mitchell, 1974; Sergeant, 1977�. Al-
though concurrent tagging experiments indicated movements
between NS and NL �representing �10% of tag recaptures�,
these movements were not sufficient to offset the higher rate
of decline around NS, thereby leading the IWC to consider
two stocks �Mitchell, 1974; Sergeant, 1977�. More recently,
Breiwick �1993� reanalyzed catch and effort data from the
same whaling period as well as biological parameters of the
catch and confirmed Mitchell’s hypothesis �1974�; the cur-
rent stock definition has not been reexamined since that time.

In this paper, we reassess the stock structure of North-
west Atlantic fin whales using the structure of their song with
a special emphasis on the connection of Gulf of St. Lawrence
�GSL� fin whales to those in adjoining areas, particularly in
the Gulf of Maine �GoM�. Previous studies comparing con-
taminant loads �Hobbs et al., 2001� and residency and move-
ment patterns �Coakes et al., 2005; Robbins et al., 2007�
provided evidence that GSL fin whales are relatively isolated
from whales in the GoM, NS, or NL, even though limited
movements occur between these areas. On the other hand,
Bérubé et al. �1998� found no evidence of genetic differen-
tiation between the GSL and the GoM, which could be ex-
plained by gene flow, recent divergence, or interbreeding.
These fin whales are thus best described as belonging to
distinct feeding aggregations linked by limited genetic inter-
change. Here, we test if song structure can provide a way to
identify these aggregations that are not populations as com-
monly defined, i.e., genetically isolated, but may be isolated
enough to be considered separately for management pur-
poses. The results of the song comparative analysis are com-
pared to other stock assessment methods and discussed with
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respect to fin whale management. Finally the influence of
male dispersal and vocal learning on geographic variations in
song is also discussed.

II. METHODS

A. Recording equipment and schedule

Passive acoustic data were obtained using autonomous
recording units �ARUs� developed by Cornell’s Laboratory
of Ornithology’s Bioacoustics Research Program �http://
www.birds.cornell.edu/brp/hardware/pop-ups�. Each unit
contains batteries, a hydrophone, and a computer hard drive
encased inside a 17-in. pressurized sphere. Recordings were
obtained at three sites �Fig. 1�. In the GSL, recordings were
obtained from September 18, 2005 to February 4, 2006 on a
1 h on/1 h off duty cycle near Forestville, QC �48°30� N,
69°06� W� in the St. Lawrence Estuary. In the GoM, record-
ings were obtained at two locations: near Mount Desert Rock
�MDR� �44°04� N, 67°55� W� from June 28 to September
17, 2006 and from September 1 to October 1, 2007 and
within the Stellwagen Bank National Marine Sanctuary �SB-
NMS; 42°15� N, 70°15� W� from January 1 to March 26,
2006, September 7 to November 23, 2006, and December 5,
2006 to February 18, 2007 �Table I�. The ARUs were pro-
gramed to record at a sampling rate of 2000 Hz for SBNMS

and MDR and at 1000 Hz in the GSL. An effective fre-
quency response range for each system can be calculated as
half the value of the relevant sampling rate �that is,
�1000 Hz and �500 Hz respectively�.

B. Fin whale song and definition

A fin whale’s song is a stereotyped repetitive sequence
of LF downsweeping pulses approximately 1 s in duration
and centered around 20 Hz �Watkins, 1981; Watkins et al.,
1987; Thompson et al., 1992� �Fig. 2�. Songs are produced
by males �Watkins et al., 2000; Croll et al., 2002� and are
primarily recorded from fall until spring with a peak in win-
ter �Watkins et al., 2000; Stafford et al., 2007�, which coin-
cides with the prime breeding time between November and
January �Kjeld et al., 1992; Lockyer and Sigurjonsson,
1992�. Although singing is believed to be part of breeding
behavior, the exact function of songs remains unknown.
Song structure is far less complex than in closely related
baleen whale species. Sequences of pulses lasting approxi-
mately 3–20 min are separated by periods of silence—here
called rests—often associated with surfacing episodes. Sev-
eral sequences form a bout; bouts are typically isolated from
other bouts by at least 2 h and last up to 32 h. Within a
sequence, individual pulses are separated by stereotyped in-

FIG. 1. Map of the study area showing the three recording locations. The solid line indicates the current IWC boundary between the NL and NS fin whale
stocks.

TABLE I. Recording periods in the GSL and at two locations in the GoM: the SBNMS and MDR. Recordings were obtained in months and years indicated
by an “X.” Fin whale songs were detected in months and years indicated by a “Y.”

Area

Recording schedule

2005 2006 2007

Oct. Nov. Dec. Jan. Feb. Mar. Jul. Aug. Sep. Oct. Nov. Dec. Jan. Feb. Sep.

GSL XY XY XY X X
SBNMS XY XY XY XY XY XY XY XY X
MDR X X XY XY
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tervals, called PIs, measured from the beginning of a pulse to
the beginning of the next one �Watkins et al., 1987�. PIs
show little intra- or interindividual variation within a geo-
graphical area. Differences in PI, and to a lesser extent me-
dian pulse frequency, have been found to explain up to 82%
of the variation between songs from different areas and per-
sist over periods of years with limited intra- and interannual
variation �Hatch and Clark, 2004�. Thus, PIs provide a good
measure of acoustic divergence when comparing songs re-
corded in different areas.

C. Song selection

Passive acoustic data were visualized and analyzed us-
ing the eXtensiBle Acoustic Tool software �XBAT� �http://
www.xbat.org�. Spectrogram parameters were standardized
to maintain constant time and frequency resolution for re-
cordings sampled at different rates. An automated detector
was built using the XBAT template detector tool to search for
sequences of 20-Hz pulses in each of the three data sets.
Given the large number of songs recorded in all areas, the
following process was applied to select specific sequences
for analysis. Only sequences that could be unambiguously
attributed to a single singer and containing pulses with a high
signal-to-noise ratio were considered. In order to lower the
risk of nonindependence of data, each selected song had to
be at least 24 h but preferably several days apart. Only songs
containing a minimum of 100 usable pulses, which typically
correspond to two to four sequences, were considered for
analysis. From all the suitable songs, a random temporally
stratified subset was selected from each area for analysis.

D. Song analysis

For each song, PIs were measured and collated to create
a histogram using 0.5-s-wide frequency bins. PIs corre-
sponding to, or occurring during, rests were not included.
Histograms were classified as unimodal or bimodal based on
whether they showed one or two peaks in PI �see Fig. 3�. The
mean PI was calculated for each song and each area. For

songs characterized by a bimodal PI frequency distribution, a
boundary PI separating both peaks was defined as the mid-
point of the range of contiguous frequency bins containing
less than 1% of all PIs. PIs shorter and longer than the
boundary were averaged separately for a given singer and
pooled with short and long PIs from other singers, respec-
tively, in order to calculate the regional PI average.

PI frequency distributions were compared between re-
gions using a Kolmogorov–Smirnov two sample test. We
also investigated geographic and individual variation in song
structure with classification trees using R �R Development
Core Team 2004, http://www.R-project.org� and the RPART
library �Therneau and Atkinson, 2004�. To test for geo-
graphic variation, all PIs of each recording area were pooled;
to test for individual variation, all PIs of each song were
pooled. In both cases, data were split into increasingly ho-
mogeneous groups based on PIs, and the variation explained
by the split was visualized graphically through the depth of
the split; i.e., the longer the node, the more variation in the
data explained by the corresponding split �for a detailed ex-
planation of classification trees, see Risch et al. �2007��.

III. RESULTS

The results are based on the analysis of 19 songs from
the GSL �2234 pulses�, 10 songs from MDR �1591 pulses�,

FIG. 2. Sequence of 20-Hz pulses. The spectrogram was generated using a Hanning window, 2048-point Fast Fourier Transform �FFT�, 75% overlap, and a
window length of 0.5.

FIG. 3. �Color online� Overall PI frequency histogram for fin whale songs
from the GSL �n=2234�, MDR �n=1591�, and SBNMS �n=2432�. Fre-
quency bins were 0.5 s in width. Numbers along the x-axis represent bins’
midpoint.
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and 19 songs from SBNMS �2432 pulses�. Songs in the GSL
had a mean PI of 11.79 s �SE=0.02�. In the GoM, the overall
PI frequency distribution was bimodal. At MDR, PIs aver-
aged 9.14 s �SE=0.04� and 15.36 s �SE=0.08�. At SBNMS,
PIs averaged 9.5 s �SE=0.03� and 15.28 s �SE=0.04� �Table
II�.

PIs in the GSL and GoM �Fig. 3� were significantly
different �Kolmogorov–Smirnov two sample test statistics
=0.589; p�0.001�. This trend persisted when songs from
prime breeding months only �November to January �Kjeld
et al., 1992; Lockyer and Sigurjonsson, 1992�� were consid-
ered: PIs from late fall 2005 in the GSL were significantly
different from SBNMS PIs in winter 2006 �Kolmogorov–
Smirnov two sample test statistics=0.973; p�0.001� and in
fall 2006 to winter 2007 �Kolmogorov–Smirnov two sample
test statistics=0.915; p�0.001�.

The only noticeable overlap in frequency distribution
occurred for PIs between 10.5 and 11 s and represented 8.0%
of all GSL PIs and 5.1% and 1.3% of all PIs at SBNMS and
MDR, respectively. Considering only PIs centered around
the peak in short PI, the overlap represented 7.9% of SB-
NMS and 2.1% of MDR PIs. Although overall PI distribu-
tions at MDR and SBNMS were significantly different
�Kolmogorov–Smirnov two sample test statistics=0.091; p
�0.001�, they followed the same pattern, and songs recorded
in these areas exhibited a similar structure, as shown in
Fig. 3.

The classification tree representing geographic varia-
tions �Fig. 4� revealed differences in the structure of songs
recorded in the GSL and GoM. The overall classification
error rate for that tree was 3.53%. The first split separated
songs from SBNMS and MDR characterized by a short PI
from the other songs. The second split separated GSL songs
from SBNMS and MDR songs characterized by a long PI.
For a given song type, SBNMS and MDR songs could not be
differentiated. Consequently, both areas will be hereafter
jointly referred to as GoM. The classification tree represent-
ing interindividual variations �Fig. 5� showed the same pat-
tern, with an overall misclassification rate of 4.0%. Songs
split into three groups �PI�13.43, 10.64�PI�13.43, and
PI�10.64� reflecting the three types of PI described above.
Most of the variations in this tree were explained by the
second split separating GSL and short PI GoM songs. Fin
whales singing a particular song type could not be individu-
ally differentiated.

In the GoM, songs recorded during the winter �January
to March� 2006 were different from those recorded in and
after fall 2006, with an apparent transition period. Songs
recorded in January through March 2006 at SBNMS were all
characterized by a long PI. However, we found both the short
and long song structure among songs recorded in August and
September 2006 at SBNMS and MDR, including three songs
incorporating short and long PIs grouped in different se-

TABLE II. Mean PI and standard deviation �SD� for song sequences recorded in the GSL and at MDR and SBNMS in the GoM.

Gulf of St. Lawrence Gulf of Maine

Date Area Mean SD n Date Area Mean1 SD1 Mean2 SD2 n �n1 /n2�

9/18/05 GSL 11.42 0.50 123 1/6/06 SBNMS 14.78 1.25 ¯ ¯ 100
9/27/05 GSL 11.50 0.81 127 1/11/06 SBNMS 15.34 0.78 ¯ ¯ 125
10/8/05 GSL 11.86 1.47 100 1/20/06 SBNMS 15.26 1.12 ¯ ¯ 155

10/12/05 GSL 11.59 0.80 122 2/14/06 SBNMS 15.87 0.99 ¯ ¯ 111
10/20/05 GSL 11.76 1.20 115 2/20/06 SBNMS 15.72 1.20 ¯ ¯ 121
10/22/05 GSL 11.66 1.27 135 3/12/06 SBNMS 15.24 0.81 ¯ ¯ 161
10/28/05 GSL 11.70 1.48 108 8/29/06 MDR 8.77 1.16 15.52 1.35 378 �175 /203�
10/31/05 GSL 11.69 0.41 133 8/31/06 MDR 9.24 0.89 15.37 1.18 163 �80 /83�
11/4/05 GSL 11.55 0.76 124 9/2/06 MDR 8.87 1.30 16.17 2.74 143 �82 /61�
11/7/05 GSL 11.90 1.30 105 9/8/06 MDR 15.49 1.17 ¯ ¯ 164

11/10/05 GSL 11.75 0.65 120 9/9/06 SBNMS 8.80 1.14 ¯ ¯ 107
11/13/05 GSL 11.77 0.38 101 9/15/06 MDR 14.37 3.14 ¯ ¯ 103
11/15/05 GSL 11.78 0.36 119 9/19/06 SBNMS 14.61 1.29 ¯ ¯ 100
11/22/05 GSL 11.77 1.03 131 9/25/06 SBNMS 8.81 0.69 ¯ ¯ 114
11/25/05 GSL 11.89 0.35 105 10/1/06 SBNMS 9.02 0.65 ¯ ¯ 142
12/5/05 GSL 12.53 1.81 119 10/8/06 SBNMS 9.18 0.67 ¯ ¯ 106
12/6/05 GSL 12.01 0.63 112 10/15/06 SBNMS 9.58 1.70 ¯ ¯ 160
12/11/05 GSL 11.85 1.18 100 11/6/06 SBNMS 9.92 1.63 ¯ ¯ 122
12/13/05 GSL 12.08 0.99 135 11/15/06 SBNMS 9.30 0.65 ¯ ¯ 136

11/23/06 SBNMS 9.62 1.42 ¯ ¯ 118
12/5/06 SBNMS 9.67 0.69 ¯ ¯ 136

12/13/06 SBNMS 9.93 1.15 ¯ ¯ 117
1/3/07 SBNMS 9.99 1.02 ¯ ¯ 151

1/24/07 SBNMS 9.88 1.17 ¯ ¯ 152
9/1/07 MDR 9.31 0.61 ¯ ¯ 150
9/7/07 MDR 9.57 1.98 ¯ ¯ 128

9/10/07 MDR 9.13 0.80 ¯ ¯ 110
9/14/07 MDR 9.40 0.97 ¯ ¯ 150
9/21/07 MDR 9.05 0.78 ¯ ¯ 102
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quences displayed consecutively. From October 2006 and
until September 2007, all songs were characterized by a
short PI at both locations �Fig. 6�.

In the GSL, mean PI was positively correlated to the day
of recording �Pearson r=0.725, n=19, p�0.0005�. In the
GoM, mean PIs recorded at SNNMS in winter 2006 were not
correlated with the day of year �Pearson r=0.511, n=6, p
�0.05� while fall 2006 to winter 2007 mean PIs were posi-
tively correlated with the day of year �Pearson r=0.853, n
=12, p�0.005�. MDR fall 2007 mean PIs were not corre-
lated with recording day �Pearson r=−0.515, n=5, p�0.05�.

IV. DISCUSSION

A. Comparison of results with other stock structure
assessment methods

Results of the PI analysis indicate that GSL songs differ
from those recorded in the GoM. Fin whale stock structure in
the Northwest Atlantic has previously been assessed using
several recognized methods. First, several GSL fin whales
were tagged during the 1965–1972 Eastern Canadian whal-
ing period. Although no whaling occurred in the GSL, none
were recaptured on the whaling grounds of NL or NS
�Mitchell, 1974�, which suggests nonhomogeneous mixing
between these areas. In addition, population estimates for the
GSL derived using line-transects during the same period re-
mained relatively constant, while adjacent stocks under ex-
ploitation declined steadily. If GSL and NS or NL fin whales
belong to the same stock and mix homogeneously and taking
into account the small size of the GSL stock in relation to NS
or NL, GSL whales should also have declined to some de-
gree. Thus, GSL fin whales may be relatively isolated from
NL or NS �Mitchell, 1974; Sergeant, 1977�.

Second, levels of PCBs and persistent organochlorine
pollutants in the blubber of fin whales caught in NS and NL
during the 1965–1972 whaling period and sampled using bi-
opsy darts in the GSL in the early 1990s �Gauthier et al.,
1997� suggested that GSL fin whales are not part of the NL
stock and are relatively distinct from NS whales �Hobbs et
al., 2001�.

Third, long-term photoidentification studies indicate that
fin whales in the GoM and GSL exhibit strong site fidelity to
their feeding grounds �Agler et al., 1992; Robbins et al.,
2007; Mingan Island Cetacean Study, unpublished data; Edds
and Macfarlane, 1987�. In addition, a recent study noted that
of 57 fin whales photoidentified off Halifax, NS in 1997,
nine had also been seen in the GoM, four in the GSL, and
one in both areas �Coakes et al., 2005�. Considering the
number of individuals known in both areas ��840 in the
GoM, �430 in the GSL; Robbins et al., 2007�, the fact that
only one individual was seen in both GSL and GoM indi-
cates that very few movements occur between them, even
though some mixing between GoM and GSL fin whales may
occasionally happen within or outside these areas.

Residency and movement patterns �Agler et al., 1992;
Robbins et al., 2007; Edds and MacFarlane, 1987� as well as
differences in population trends �Mitchell, 1974� and con-
taminant loads �Hobbs et al., 2001� suggest that GSL fin

FIG. 4. Classification tree showing how songs recorded in the GSL and the
GoM split based on PIs. GoM�L� and GoM�S� refer to long and short PI
songs recorded in the GoM, respectively. The PI cutoff values are repre-
sented at each split. The numbers in parentheses indicate the misclassifica-
tion rate for each node. The vertical depth of each split indicates the pro-
portion of total variation in the data explained by it.

FIG. 5. Classification tree showing how singers from the GSL and GoM are
split based on their song’s PIs. GoM�L� and GoM�S� refer to long and short
PI songs recorded in the GoM, respectively. The PI cutoff values are repre-
sented at each split. The numbers in parentheses indicate the misclassifica-
tion rate for each node. See the legend in Fig. 4 for further details.

FIG. 6. Mean PI temporal distribution for songs recorded at MDR and
SBNMS.
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whales are likely isolated from adjacent stocks and that fin
whale feeding aggregations may qualify as demographically
isolated units. This study showed that results provided by
comparative song structure analyses are consistent with other
stock structure assessment methods and may thus be helpful
in identifying and tracking whales from different feeding ag-
gregations. In addition, it showed that songs differ on a rela-
tively small spatial scale. The stock structure currently
adopted by the IWC in the Northwest Atlantic defines two
broad stocks that are likely to encompass more than one
feeding aggregation. Clapham et al. �2008� warned that cur-
rent stock definition typically targets areas too large for man-
agement to be effective, and acoustically identifiable feeding
aggregations may thus represent a more appropriate manage-
ment unit in fin whales. Although fin whales from different
feeding aggregations may be interbreeding, individuals’ ma-
ternally directed fidelity �Clapham and Seipt, 1991� to their
feeding ground also suggests that they should be managed at
the level of feeding aggregations, as already recommended
for humpback whales �Clapham et al., 2008�.

This study also confirmed recent findings indicating that
estimates of genetic and acoustic divergence are not corre-
lated �Hatch and Clark, 2004�. Bérubé et al. �1998� did not
detect any genetic differentiation between GSL and GoM fin
whales. Evidence showing that fin whales in these areas may
be at an early stage of divergence combined to the fact that
samples used in these analyses were collected on two sum-
mer feeding grounds known to exchange a small number of
individuals could explain this finding. As movements be-
tween areas are likely to occur broadly �Bérubé et al., 2006�,
genetic stock structure assessments of feeding aggregations
may fail to detect differences between areas with different
conservation needs. Song structure analyses may provide a
good alternative.

B. Temporal trends in song structure

PIs of songs from the Northwestern Atlantic were previ-
ously found to average around 9 and 14–15 s �see Hatch and
Clark, 2004, Fig. 4�. Both values, measured for songs re-
corded from January to March 1994–1995 and November to
December 2002–2003, are in agreement with our recordings
from 2006 and 2007 in the GoM. In addition, Hatch and
Clark �2004� recorded both song types sequentially and not
simultaneously, starting with songs characterized by the short
PI. In this study, the reverse pattern was observed: the initial
period was characterized by long PIs, followed by a short
transition period during which both PIs were recorded while
the final recordings contained only short PIs. The transition
also appears to have taken place at the same time at MDR
and SBNMS �Fig. 6�, and one can speculate whether our
recordings overlap with the transition period from one song
type to the other. Regardless, it seems that song structure in
the GoM varies in a nonrandom way over a relatively short
time period. Therefore, at least on a decadal time scale, a fin
whale song structure remains fairly constant and can be used
to characterize geographic areas and groups of individuals
living therein.

C. Causes of song variations

Hatch and Clark �2004� found that estimates of genetic
divergence were not correlated with geographic variations in
song structure. Consequently, males from different popula-
tions in acoustic or physical contact are more likely to sing
different songs than allopatric, unrelated males. This finding
could explain differences observed in this study. In winter,
fin whales are forced out of the GSL by sea ice. After leaving
the GSL, fin whales might potentially winter off NS waiting
for the ice to retreat �Sergeant, 1977�. There, they might
come into contact with fin whales from adjacent stocks.
Character displacement theory predicts that under conditions
where reproductive signals could attract mates from different
populations, selective forces should act on calls to become
regionally distinctive �Gerhardt, 1994; Hatch and Clark,
2004�. Recordings of songs in fall, winter, and spring in the
GoM and other northern North Atlantic areas �Clark, 1995;
Watkins et al., 1987� as well as observations of singers dis-
playing apparent courtship behavior in the GoM �Watkins
et al., 1987� suggest that breeding could take place, at least
partly, on the feeding grounds. Therefore, it is reasonable to
presume that the different songs recorded in the GoM and
GSL may have originated from temporary range overlap of
two or more stocks during the breeding period due to sea-
sonal changes in distribution.

The hypothetical winter range overlap of two stocks in
the GoM to explain the presence of two song types in this
area by character displacement theory should correlate with
simultaneous recording of their respective songs, but this
was not the case in this study. The observed temporal segre-
gation of song types cannot be explained by spatial segrega-
tion since both song types were recorded at both locations.
GoM fin whales may in fact be characterized by two song
types, as indicated by the three songs incorporating both PIs,
whose structure alternates on a multiyear basis. Despite this
shift, these songs appear to characterize the GoM feeding
aggregation consistently and could also be used to track fin
whales from this area.

D. Implications for acoustic stock structure
assessment

The main purpose of this paper was to assess the use of
fin whale songs for characterizing management stocks. Since
some movements occur between feeding grounds �Coakes
et al., 2005�, it is important to consider and differentiate the
impacts that permanent dispersal and temporary movements
may have on their acoustic signature. Dispersal, though hard
to detect and quantify, is a critical factor in evaluating
whether individuals from different areas are demographically
isolated and should be managed together or separately. It is
thus essential to determine whether male fin whale interstock
movements can be detected acoustically.

Seasonal movements may result in temporary range
overlap that could confound genetic stock structure assess-
ments but should theoretically have no impact on the long-
term composition of a stock. In fin whales, range overlap is
likely to be caused by environmental factors leading to shifts
in prey type or abundance �Payne et al., 1990� and should be
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occasional and most prominent during the feeding season.
Temporarily sympatric fin whale stocks that intermingle to
exploit productive areas but not to mate are likely to retain
the original structure of their song. Considering that songs
can be recorded as early as September when fin whales usu-
ally still frequent their feeding grounds, acoustic sampling of
feeding aggregations may provide a better knowledge of the
distribution and range overlap of adjacent stocks that have
been characterized acoustically. It may also prove to be the
best way to investigate whether individuals from different
feeding stocks share the same area in winter and thus poten-
tially interbreed.

Studies have pointed out the existence of a possibly im-
portant gene flow between fin whale populations �Hatch and
Clark, 2004; Palsbøll et al., 2004; Bérubé et al., 2006�, and
there is genetic evidence suggesting that some males are suc-
cessful postdispersal breeders �Hatch and Clark, 2004�. De-
tecting these breeding-related, potentially permanent, move-
ments acoustically may not be possible if males are capable
of modifying their songs when exposed to new ones. As
discussed above, these movements could explain the lack of
concordance between geographic patterns of acoustic and ge-
netic variation �Hatch and Clark, 2004�. Studies on birds
have revealed the same phenomenon in a number of species
�Hafner and Petersen, 1985; Wright and Wilkinson, 2001�,
and postdispersal vocal learning in males was found to be
critical in preventing populations from diverging genetically
while maintaining local dialects �Ellers and Slabbekoorn,
2003; Wright et al., 2005�.

Whether fin whales are capable of vocal learning is un-
known. However, if male fin whales can learn new songs
after dispersing, they may adjust to the local song of their
new environment. The selective pressure for song matching
will depend on the role of singing in the mating system of fin
whales and on whether singing the local song improves a
male’s reproductive fitness, as seen in birds �Payne, 1982�.
Regardless, vocal learning could prevent the detection of dis-
persal, but it would also allow immigrants to be correctly
assigned to their new stock.

A potential drawback of using songs as a stock assess-
ment tool is that singing is a male behavior, and song-based
surveys would therefore not include females. However, if
singing is indeed a mating display and given the geographic
discreteness of various song types, one could expect males to
sing in the presence of females, presumably of their own
stock. Thus, acoustic sampling could potentially delineate
stocks encompassing the range of both males and females.
More research is needed to investigate whether fin whales
are capable of vocal learning, the role of singing in the spe-
cies’ mating system, i.e., whether it functions as a display to
attract females, and if females only respond to the song pro-
duced by males from the same stock before song-based stock
structure assessments become fully functional.

E. Conclusion

This study showed that for the areas and periods
sampled, geographic song variations are consistent with the
stock structure model derived from differences in contami-

nants loads, demographic parameters, and residency patterns.
Despite limited movements between areas, songs seem to be
a stable regional indicator and could therefore offer an ap-
propriate means to define management units, in particular at
small spatial scales where genetic assessments may be af-
fected by spatial overlap and gene flow. Because of the ex-
isting knowledge regarding the distribution of feeding aggre-
gations, the Northwest Atlantic metapopulation presents an
ideal opportunity to further test the applicability of acoustic
stock structure assessment in fin whales. Studies to better
quantify the rate of movements between the GSL, GoM, NS,
and NL concurrently with thorough acoustic and genetic
sampling could help resolve the uncertainty regarding the
potential impact of movement patterns and vocal learning on
geographic variations in song structure. It would also im-
prove the current knowledge regarding the relationship be-
tween acoustic and genetic divergence.
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Toothed whales depend on echolocation for orientation and prey localization, and source parameters
of echolocation clicks from free-ranging animals therefore convey valuable information about the
acoustic physiology and behavioral ecology of the recorded species. Recordings of wild hourglass
�Lagenorhynchus cruciger� and Hector’s dolphins �Cephalorhynchus hectori� were made in the
Drake Passage �between Tierra del Fuego and the Antarctic Peninsular� and Banks Peninsular
�Akaroa Harbour, New Zealand� with a four element hydrophone array. Analysis of source
parameters shows that both species produce narrow band high-frequency �NBHF� echolocation
clicks. Coastal Hector’s dolphins produce clicks with a mean peak frequency of 129 kHz, 3 dB
bandwidth of 20 kHz, 57 �s, 10 dB duration, and mean apparent source level �ASL� of 177 dB re
1 �Pap.-p.. The oceanic hourglass dolphins produce clicks with mean peak frequency of 126 kHz, 3
dB bandwidth of 8 kHz, 116 �s, 10 dB duration, and a mean estimated ASL of 197 dB re
1 �Pap.-p.. Thus, hourglass dolphins apparently produce clicks of higher source level, which should
allow them to detect prey at more than twice the distance compared to Hector’s dolphins. The
observed source parameter differences within these two NBHF species may be an adaptation to a
coastal cluttered environment versus a deep water, pelagic habitat.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3075600�

PACS number�s�: 43.80.Ka, 43.80.Ev �WWA� Pages: 1783–1791

I. INTRODUCTION

Toothed whales echolocate to navigate and find prey by
processing echoes generated from emission of ultrasonic
short clicks of high directionality and source level �Au,
1993�. The performance of a toothed whale biosonar system
depends on the source parameters of the transmitted echolo-

cation clicks, and analysis of click properties can thus con-
vey valuable information about the acoustic physiology and
behavioral ecology of recorded toothed whale species �e.g.,
Au, 1993; Madsen and Wahlberg, 2007�. The variation in
habitat and prey type from ice filled fjords, muddy rivers,
and deep open oceans provides diverse acoustic environ-
ments that may have contributed to the evolutionary shaping
of different click types, but little is known about how click
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source parameters may be linked to the physical environment
of the different echolocating toothed whale species �Wood
and Evans, 1980�.

A biosonar is ultimately limited in detection range by
either noise or clutter �Urich, 1983�. By clutter is meant ech-
oes from irrelevant objects ensonified by the sonar that
masks target echo reception when there is temporal overlap
in the arrival of target and clutter echoes �Au and Benoit-
Bird, 2008�. Increasing the source level of the sonar poten-
tially leads to significant ensonification of more unwanted
objects in the water meaning that the received echo-to-clutter
ratio remains constant or even deteriorates with increasing
source level. Instead an improved echo-to-clutter ratio can be
achieved by increasing the directionality of the sonar signal
as objects outside the sound beam do not add significantly to
the clutter, but this gain is at the expense of search width of
the sonar beam.

A noise-limited biosonar, on the other hand, is limited
by either the ambient noise or the self-noise of the auditory
system. For most young and healthy toothed whales
�Kastelein et al., 1999; Johnson, 1967� the hearing threshold
seems to be close to or below normal ambient noise level in
the relevant frequency band, if the current interpretations of
how toothed whales integrate noise are correct. Accordingly,
an increase in source level increases the echo-to-noise ratio
and hence the performance of the biosonar. The echo-to-
noise ratio can also be raised by increasing the receiving
directionality, which serves to reduce reception of aniso-
tropic noise. Finally, echolocation signals may be shifted to
higher frequencies where the ambient noise levels are lower
�Møhl and Andersen, 1973; Urich, 1983; Au, 1993� but at the
cost of increased sound absorption �Urich, 1983�. Thus, dif-
ferent toothed whale species likely have optimized their
echolocation capabilities to the specific habitat they have
evolved in as seen for bats �Neuweiler and Fenton, 1988�, as
a trade-off between click source parameters matched to prey
properties, sound absorption, ambient noise levels, clutter,
and the functional constraints imposed by the morphology
and size of their sound generators �Madsen and Wahlberg,
2007; Madsen et al., 2005�.

For example, the large sperm whale operates a powerful
long range biosonar system to locate mesopelagic prey
patches at long ranges by using clicks with high source lev-
els and centroid frequencies between 15 and 20 kHz where
absorption is low �Madsen et al., 2002; Møhl et al., 2000,
2003�. At the other extreme, several smaller toothed whales
have been shown to produce narrow band high-frequency
�NBHF� clicks around 130 kHz �Møhl and Andersen, 1973;
Dawson, 1988; Madsen et al., 2005; Li et al., 2007�. These
signals suffer from range-dependent absorption about 40
times higher than sperm whale clicks, so the sonar can only
operate at short ranges. The species producing NBHF clicks
are found in three different odontocete families and they all
produce echolocation clicks at peak frequencies of more than
120 kHz, 3 dB bandwidth of 6–26 kHz and Q-values be-
tween 8 and 20 �e.g., Phocoena phocoena, Neophocaena
phocaenoides, Kogia breviceps, and Cephalorhynchus hec-
tori �Møhl and Andersen, 1973; Au, 1993; Dawson, 1988;
Madsen et al., 2005; Li et al., 2007��.

The NBHF clicks are apparently very similar, yet it is
not clear what factors may have driven the seemingly con-
vergent evolution of NBHF clicks in species that live in very
different habitats. Morisaka and Connor �2007� suggested
that the NBHF signal evolved for acoustic camouflage as an
anti-predator strategy against killer whales �Orcinus orca�
whose hearing sensitivity decreases sharply at frequencies
above 60 kHz and is practically zero above 100 kHz �Szy-
manski et al., 1999�. For this anti-predator strategy to be
effective all energies of the NBHF signal must be emitted at
frequencies over 100 kHz, above the upper hearing limit of
the killer whale. Since absorption at the same time increases
considerable with frequency above 100 kHz, the NBHF spe-
cies have a small frequency band at their disposal to adapt to
their environment. Yet, it seems that the very different habi-
tats from deep water of Kogia to the coastal environment of
porpoises would face these animals with different echoloca-
tion tasks in terms of prey, predation, noise, and clutter lev-
els. Examples of such NBHF species living in different habi-
tats are Hector’s dolphin �Cephalorhynchus hectori� and the
hourglass dolphin �Lagenorhynchus cruciger�.

Hector’s dolphins are coastal and have a body length of
about 1.5 m and weigh around 50 kg �Reeves et al., 2002�.
They are only found in New Zealand and are most often
found within 1 km from land �Slooten et al., 1993; Bräger et
al., 2002�. They feed opportunistically on smaller fish and
squid caught at the bottom and at the surface �Slooten and
Dawson, 1988�. The hourglass dolphins are oceanic and
slightly larger than Hector’s dolphins, measuring
�1.4–1.9 m and weighing 74–88 kg �Godall et al., 1997�.
Molecular phylogenies �May-Collado and Agnarsson, 2006�
suggest close taxonomic affinity to the Cephalorhynchus ge-
nus. With its oceanic circumpolar sub-Antarctic distribution
knowledge about this species is primarily circumstantial
�Godall et al., 1997�. The few collected stomachs of hour-
glass dolphins contained remains of small fish �Mycophidae�
and squid �Onychoteuthidae and Enoloteuthidae families�
�Godall et al., 1997�. So, while NBHF species seemingly
produce almost identical clicks, it is possible from their dif-
ferences in habitat and morphology that they do display dif-
ferences in source parameters within the NBHF click class,
in particular, with respect to source level.

Here we show that echolocation clicks of Hector’s and
hourglass dolphins have different source levels, duration, and
bandwidth, possibly due to the different acoustic conditions
posed by their respective habitats.

II. MATERIALS AND METHODS

A. Recording chain and field sites

Recordings were made with a linear, vertical array of
four Reson TC 4034 spherical hydrophones �Reson A/S,
Slangerup, Denmark� with 20 m cable and a measured sen-
sitivity of �222 dB re 1 V /�Pa between 100 and 150 kHz.
Hydrophones were mounted horizontally in the same direc-
tion along a vertical Perspex rod with 1 m hydrophone spac-
ing. The entire array was suspended either 1 m �Hector’s� or
2 m �hourglass� below a buoy in the surface and with a 0.5
kg lead weight attached to the other end of the array �sensu
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Madsen et al., 2004a�. Signals were bandpass filtered �100
Hz �one pole� to 200 kHz �four poles��, amplified in a
custom-built four-channel amplifier, and digitized �500 kHz,
12 bit NuDAQ pci9812, AdLink, Los Angeles, CA�. The
measured frequency response of the entire recording chain
was flat ��2 dB� from 200 Hz to 180 kHz and allowed for
continuous streaming of data to disk. Clip level of the re-
cording chain was 189 dB re �Pa �peak� with 50 dB gain for
hourglass dolphins, and either 169 or 189 dB re �Pa �peak�
for Hector’s dolphins �70 or 50 dB gain� set by the max input
voltage of �5 V peak in the analog-to-digital converter.

Recordings were obtained at two field sites. Hector’s
dolphins were recorded in the coastal habitat around Akaroa
Harbour, New Zealand �43°52�9�S; 172°56�16�E� on Janu-
ary 7 and 9, 2007. When dolphins approached the large rigid-
hulled inflatable boat �RHIB� to bow ride, the engine was
turned off and the recording array lowered in the water. No
other marine mammals were in sight or detected acoustically.
Recordings were made under very calm weather conditions
�low winds, sea state 0–1 Beaufort, sea temperature of
14 °C, and salinity of 34.5‰�.

Hourglass dolphins were recorded on January 30, 2007,
in the Drake Strait �58°17�50�S; 61°29�39�W� at open sea
between Tierra del Fuego and the Antarctic Peninsular. A
group of about 20 hourglass dolphins was sighted from the
naval vessel HDMS “Vædderen” and identified by their char-
acteristic hourglass-shaped white markings on the flanks and
prominent dorsal fin. No other marine mammals were in
sight or detected acoustically. The dolphins were approached
in a RHIB and when animals were encountered within 100 m
of the RHIB the recording array was deployed. Recordings
were made under calm weather conditions �low winds, sea
state 2 Beaufort, moderate swell, sea temperature of 5.1 °C,
and salinity of 33.9‰�.

B. Click analysis

Dolphin clicks are very directional and it is thus essen-
tial to ensure that clicks used for analysis are recorded as
close to on-axis as possible �Au, 1993; Madsen and Wahl-
berg, 2007�. Off-axis clicks are distorted and with much
lower apparent source level �ASL� �Au et al., 1986�, and the
click parameters may be different than on-axis �Au, 1993�.
For click analysis we applied a set of criteria for on-axis
properties following Villadsgaard et al. �2007� to ensure that
only clicks recorded close to on-axis were used. However,
since we did not know whether focal animals were actually
pointing their acoustic axis at the array, we used the defini-
tion of Møhl et al. �2000� of ASL, i.e., the back calculated
sound intensity at a distance of 1 m from a directional source
recorded in an unknown aspect, for the clicks complying
with the following on-axis criteria: �i� recorded on all four
channels; �ii� part of a scan, i.e., a series of clicks closely
spaced in time normally first increasing then decreasing in
amplitude �sensu Møhl et al., 2003�; �iii� of maximum am-
plitude on one of the two middle hydrophone channels; and
�iv� the direct path of the click had to be stronger than any
trailing bottom or surface reflections. Further, we determined
that the localization error �see below� could not give rise to a

transmission error of more than 2 dB in the source level
calculations. Additionally, we visually inspected all on-axis
clicks and removed clicks that contained double or triple
pulses, since these likely arise from surface reflections and
are not source generated �Li et al., 2005�.

The source properties were quantified using a series of
parameters sensu Au �1993� and Madsen and Wahlberg
�2007� for each click accepted as on-axis: Duration �defined
as between �10 dB points on the envelope, calculated as the
absolute value of the analytical waveform. From here on
stated as 10 dB duration�; peak frequency, centroid fre-
quency �i.e., the frequency dividing the spectrum in two
halves of equal energy on a linear scale�, 10 dB bandwidth,
�i.e., bandwidth at �10 dB points below the spectrum peak�,
3 dB bandwidth �i.e., bandwidth at �3 dB points below the
spectrum peak�, rms bandwidth �i.e., spectral standard devia-
tion around the centroid frequency on a linear scale�, and
Q-value �centroid frequency divided by the rms bandwidth�.

Interclick intervals �ICIs� were found as the interval be-
tween the on-axis click and the click preceding the on-axis
click in the same click scan. ICI is given in milliseconds. A
few clicks were too closely spaced with echoes and clicks
from several scans to objectively derive the ICI and these
clicks were thus not included in the ICI analysis

The recordings were browsed using ADOBE AUDITION 1.5

�Syntrillium, Adobe, Mountain View, CA� and all analysis
and signal processing were performed with custom written
scripts in MATLAB �Mathworks�.

C. Calibration of localization routines

The array performance was evaluated in Aarhus Har-
bour, Denmark, by playing out calibrated tone pips with
source parameters similar to NBHF clicks at known ranges
from the array. The four-hydrophone-array was suspended
from a buoy with the top hydrophone 1 m below the surface.
The sound source �at 3 m depth� was moved gradually away
from the array at measured ranges in 10 m steps. Tone pips
�130 kHz sinus pulses of 15 cycles and a 100 �s duration�
were transmitted with an omni-directional hydrophone
�B&K8105� connected to a sound generator �Agilent, model
33220A�. The same recording chain and settings as used for
the dolphin recordings were used to record signals transmit-
ted in a range interval from 10 to 80 m from the array. Speed
of sound was estimated from the Leroy equation �Urich,
1983� from measured temperature and salinity. A precise lo-
calization range was defined as a range within which the rms
error �Villadsgaard et al., 2007� with respect to the actual
range was within a range jitter corresponding to a variation
in transmission loss �TL� �spherical spreading� of �2 dB.

D. Estimation of source level

Synchronized recordings of the same click on four chan-
nels allow localization of the clicking dolphin with three
hyperbolas calculated from time of arrival differences of the
click pair wise among the four hydrophones. Localizations
were performed using MATLAB implementing the localization
routines of Wahlberg et al. �2001� and Madsen and Wahlberg
�2007�. It proved essential to use a robust measure of the
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time of arrival differences for the same signal recorded on
the four channels. We determined the timing of a click from
the first sample exceeding �10 dB of the peak of the click
envelope �Figs. 1�a� and 2�a��.

Once the range to the animal has been estimated, TL can
be calculated and added to the received level �RL� of a click.
Villadsgaard et al. �2007� found that propagation loss of 130
kHz porpoise clicks in a shallow water habitat was well ap-
proximated by spherical spreading plus the frequency depen-
dent absorption. Given the short distances and good mixing
of the water column in the two habitats in the present study,
we also assumed that TL could be approximated by spherical
spreading plus absorption. ASL of echolocation clicks was
thus calculated using the equation

ASL = RL + TL�=20 log r + �r� �Urich, 1983� ,

where � is the absorption coefficient in dB/m and r is range
in m. For the present field sites of 14 and 5.1 °C for Akaroa
and the Drake Passage, � was calculated following expres-
sions from Fisher and Simmons �1977� using the centroid
frequency of the clicks �� is 0.037 for Hector’s dolphin and
0.029 or hourglass dolphin�. ASLs are given as peak-peak
pressure, rms pressure, and energy flux density �EFD� and
were computed as follows. RLp.-p. �dB re 1 �Pap.-p.� was
measured directly from the maximum and minimum peak
pressures of the waveform. RLrms �dB//1 �Pa rms� is the
rms pressure calculated over the 10 dB duration of the signal.
RLEFD �dB//1 �Pa2 s� is the signal energy integrated over
the 10 dB duration �Madsen, 2005�.

FIG. 1. �a� Time domain, envelope, and power spectrum of a representative
hourglass dolphin signal. The dashed square in the envelope denotes the 10
dB duration. �Fast Fourier transform �FFT� size of 256, spectrum interpo-
lated with a factor 100, sampling rate of 500 kHz, and rectangular window.�
�b� Histograms of 58 on-axis hourglass dolphins’ clicks with peak frequency,
centroid frequency, and rms bandwidth. Binwidth is 2 kHz.

FIG. 2. �a� Time domain, envelope, and power spectrum of a representative
Hector’s dolphin signal. The dashed square in the envelope denotes the 10
dB duration. �FFT size of 256, spectrum interpolated with a factor 100,
sampling rate of 500 kHz, and rectangular window.� �b� Histograms of 16
on-axis Hector’s dolphins’ clicks with peak frequency, centroid frequency,
and rms bandwidth. Binwidth is 2 kHz.
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III. RESULTS

Several hundred Hector’s dolphin clicks were recorded
over 2 days from 12 groups of between two and eight ani-
mals approaching to within 1 m from the hydrophone array.
Due to the fission-fusion structure of Hector’s dolphins
groups �Slooten and Dawson, 1988; Slooten et al., 1993� and
their small home range �Bräger et al., 2002� some animals
have likely been recorded more than once. The dolphins ap-
proached the boat to bow ride.

Around 200 hourglass dolphin clicks were recorded on
one occasion from a group of around 20 animals. The clus-
tering of the dolphins and lack of directional movement sug-
gested that they were engaged in feeding activities. Fifty-
eight hourglass dolphins’ clicks were judged to have been
recorded on-axis; however, all were recorded at too great a
range ��40 m� from the hydrophone array to allow for ac-
curate localization. We thus based ASL calculations on esti-
mated range. In order to ensure a conservative ASL estimate
we used a range of 50 m to calculate TL �see equation above�
between the clicking dolphin and the hydrophone array. A TL
of 35 dB was therefore added to each RL for this species. No
dolphins were recorded closer to the array than 40 m, and we
therefore assume that the derived source levels are minimal
estimates with the possibility of the estimated source levels
to be higher, but very unlikely to be lower.

Source signal parameters of both species are summa-
rized in Table I. Hourglass dolphins and Hector’s dolphins
both produced clicks with a centroid frequency of 128 kHz
with little intraspecific variation and identical maximum val-
ues of 132 kHz. Bandwidths were much narrower for hour-
glass dolphins meaning that the click energy was contained
in a smaller frequency band giving a higher Q-value. The
RLs of hourglass dolphins ranged from 155 to 168 dB re
1 �Pap.-p. and Hector’s dolphins RL ranged from 145 to 166
dB re 1 �Pap.-p.. The peak-to-peak source level of hourglass

dolphin was thus estimated to be about 20 dB higher than
Hector’s dolphin clicks, since they were at least 50 m away
whereas Hector’s dolphins were localized to be �20 m from
the array. Hourglass dolphin clicks were on average more
than twice as long as Hector’s dolphin clicks and appeared to
have an EFD at least 25 dB higher due to the higher source
level and longer duration. Representative clicks and histo-
grams of click parameters are shown in Figs. 1�a�, 1�b�, 2�a�,
and 2�b�. We found no correlation for click duration or band-
width with ICI, for either species �Fig. 5�.

For the array calibration 2451 clicks were included in
the analysis of the localization routines. 130 kHz clicks
could be localized precisely �with a rms error up to 2 dB� out
to 40 m from the hydrophone array �Fig. 3�. At greater dis-
tances the routines underestimated the actual distances to the
sound source, giving rise to errors larger than 3 dB in TL.

IV. DISCUSSION

NBHF clicks of porpoises and the Cephalorhynchus ge-
nus have been described as stereotypical �Au, 1993; Madsen
et al., 2005�. The source parameters of Hector’s and hour-
glass dolphins recorded in this study, however, displayed
some apparent differences. Both species produced NBHF
clicks with a centroid frequency of 128 kHz, but clicks of
hourglass dolphins were about twice as long, with a narrower
bandwidth and therefore higher Q-value, than those of Hec-
tor’s dolphins. Hourglass dolphins consequently concen-
trated their energy in a narrower frequency band while the
peak frequency and centroid frequency were similar for the
two species.

Hourglass dolphins had higher estimated source levels
than Hector’s dolphin, and the fact that even the highest of
the Hector’s source levels found in this study did not exceed
the lowest of the estimated hourglass dolphin source levels
suggests that there is a genuine source level difference be-

TABLE I. Mean ��standard deviation� and range of echolocation click source parameters of hourglass dolphins
�Lagenorhynchus cruciger� and Hector’s dolphins �Cephalorhynchus hectori�.

Parameters

Hector’s dolphin
Cephalorhynchus hectori

Hourglass dolphin
Lagenorhynchus cruciger

Mean values �stdev� Range Mean values �stdev� Range

10 dB duration ��s� 57��6� 41–65 115��24� 79–176
RLp.-p., dB re 1 �Pap.-p. 156��6� 145–166 162��4� 155–168
ASLp.-p., dB re 1 �Pap.-p.

a 177��6� 161–187 197��4�a 190–203a

RL−10 dB, dB re 1 �Pa rms 145��6� 133–154 151��4� 144–158
ASL−10 dB, dB re 1 �Pa rmsa 166��6� 152–175 186��4�a 179–193a

EFD−10 dB, dB re 1 �Pa2 s a 121��4� 110–126 146��3�a 140–152a

Peak frequency �kHz� 129��5� 117–135 126��2� 122–131
Centroid frequency �kHz� 128��3� 125–132 128��2� 124–132
3 dB bandwidth �kHz� 20��3� 12–26 8��2� 5–11
10 dB bandwidth �kHz� 30��10� 24–66 13��2� 9–18
rms bandwidth �kHz� 18��5� 11–29 11��4� 5–22
Q−3 dB 6��1� 5–11 17��4� 12–25
Qrms 8��2� 4–12 13��5� 6–26
Mean range from array �m� 11��4� 4–19 50b 50b

n 16 58

aASL for hourglass dolphins is calculated from an estimated range.
bEstimated minimum range of 50 m, corresponding to a transmission loss of 35 dB.
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tween the two species. Despite the apparent on-axis approach
used in this study we can, however, only ensure that the
clicks used for analysis were those recorded closest to on-
axis of the clicks in a given scan. Since the ASL decreases
with increasing angle to the acoustic axis �Au, 1993�, source
levels may be underestimated in our analysis compared to
true on-axis clicks. Furthermore, the ASL of hourglass dol-
phins is a rough �but most likely conservative� estimate since
the dolphins were too far away to be localized. The estimated
range of 50 m for the calculation of TL was based on a visual
estimation made at the time of recording and on the fact that
130 kHz clicks can be located accurately out to 40 m from
the array. We could not see the animals under water, but the
fact that we could not locate any of the recorded clicks leads
us to suspect that all dolphins were at greater ranges than 40
m from the array during recording. Further, the hourglass
dolphins had a mean RL of 162 dB re 1 �Pap.-p. and was
�50 m away, whereas Hector’s dolphins were �20 m away
and had a mean RL of 156 dB re 1 �Pap.-p.. A mean ASL of
197�4 dB re 1 �Pap.-p. at 1 m and unknown aspect is thus
a conservative best estimate for the hourglass dolphin �a
range increase from 50 to 100 m would increase mean SL to
204 dB re 1 �Pap.-p.�, whereas the estimate of ASL for Hec-
tor’s dolphins was 177�6 dB re 1 �Pap.-p. at 1 m �Table I�.

Hector’s dolphins came to bow ride, and as they were
very close to the boat and the hydrophone array at the time
of recording their source levels may likely have been lower
than during natural foraging, which the hourglass dolphins
were engaged in. However, Dawson and Thorpe �1990� also
found low ASLs of �150 dB re 1 �Pap.-p. for Hector’s dol-
phins foraging at the surface within 5 m from their boat.
They also recorded clicks of up to 163 dB re 1 �Pap.-p., but
could not discern the vocalizing animal and thus estimate
distance to the hydrophone.

If the source parameters measured in this study are rep-
resentative for the two species, the ASLs of hourglass dol-
phins are an order of magnitude higher than those of Hec-

tor’s dolphins. Hourglass dolphins have been found up to
around 40 cm longer and 40 kg heavier than Hector’s dol-
phin and it is possible that the higher ASL of hourglass dol-
phins can be ascribed to this size difference. However, Vil-
ladsgaard et al. �2007� reported that ASLs clicks of wild
harbor porpoises, similar in size to Hector’s dolphins, vary
considerable between different recording sites �178–205 dB
re 1 �Pap.-p.�, possibly depending on background noise level
and behavioral states of the animals. The variation in ASL of
harbor porpoises thus spans both Hector’s and hourglass dol-
phins, also spanning the size differences between the two.
Hector’s and hourglass dolphins likely also have a large dy-
namic range within which they produce clicks since we can-
not ascertain that the full source level repertoire was sampled
during these recordings.

Source level influences heavily on the range at which a
dolphin can detect prey and the source level differences
found here may thus provide a hint to the ranges at which the
dolphins have adapted their sonars to search for prey. Detec-
tion range can only be estimated knowing the echo level
threshold �DT� of a dolphin for a prey object with known
target strength �TS�. Kastelein et al. �1999� measured the
psychophysical target detection threshold �expressed as echo
energy flux density, EE� for a captive harbor porpoise
echolocating at two water-filled stain-less steel spheres to be
�27 dB re 1 �Pa2 s �between 22.4 and 27.4 dB re
1 �Pa2 s�; however, these calculations were based on too
low source level �Au et al., 2007� and the present best esti-
mate of harbor porpoise detection threshold is 44–45 dB re
1 �Pa2 s �Au, personal communication�. To calculate detec-
tion range Kastelein et al. �1999� used the active sonar equa-
tion �EE=SE−2�TL+TSE=DT� solved for EE at maxi-
mum range of detection, where SE is source EFD, TL is
transmission loss, and TSE is target strength energy. The non-
noise-limited form of the sonar equation was used due to the
low background noise usually found around 130 kHz
�Kastelein et al., 1999; Au et al., 2007�. Au et al. �2007�
found that a 30 cm cod has a broadside target strength of
�25 dB emitting artificial NBHF clicks with a centroid fre-
quency of 130 kHz. Assuming that Hector’s dolphin and
hourglass dolphin have detection thresholds comparable to
that of the harbor porpoise of 45 dB re 1 �Pa2 s and using
the porpoise as a model we can thus estimate detection
ranges of these two species. Under the assumption that both
species were recorded with representative maximum source
levels, Hector’s dolphin is predicted to be able to detect a 25
cm cod broadside up to 10–24 m away, while hourglass dol-
phins are predicted to detect the same fish out to about 52–96
m, using minimum and maximum EFD source levels of 110
and 126 dB re 1 �Pa2 s and 140 and 152 dB re 1 �Pa2 s
and respective absorption values ��, see above� �Fig. 4�. Us-
ing the same assumptions wild harbor porpoises are pre-
dicted to detect the same cod 20–84 m away using minimum
and maximum EFDs of 123 and 150 dB re 1 �Pa2 s and �
of 0.04 �Villadsgaard et al., 2007�. The 25 dB lower EFD of
Hector’s dolphin clicks thus more than halves the detection
range compared to the hourglass dolphin.

Hector’s dolphins live within the coastal zone. Shallow
coastal areas generally have a higher productivity and thus

FIG. 3. Calibration of localization precision using a 3 m aperture four ele-
ment hydrophone array. �a� Mean calculated ranges with standard deviation
plotted against actual range. The line denotes the expected localization range
from each of the actual ranges. �b� Effect of localization error on TL ex-
pressed in rms error, dB. With a 3 m aperture array NBHF species may be
localized out to 40 m with �2 dB precision on source level calculations.
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greater prey availability, but clutter and reverberation levels
are also higher. Since an increase in source level also in-
creases clutter this may explain why Hector’s dolphins use a
comparatively low source level. Increased transmission and
receiving directivity will increase detection range in a clut-
tered environment since a more directional beam or sound
reception will result in fewer unwanted echoes. Transmission
directivity depends on size of the sound transducer relative to
the emitted wavelength. If the sound production apparatus
scales with head diameter of the animal �Au et al., 1999�,
transmission directivity likely compares among the similar
sized Hector’s and hourglass dolphins presenting no special
adaptation of Hector’s dolphin to a cluttered environment.
However, if prey density is also higher in the coastal envi-
ronment, Hector’s dolphin may not need high source levels
to locate prey there. Future studies may uncover whether
Hector’s dolphins are capable of producing higher source
levels at other behavioral states as observed for harbor por-
poises �Villadsgaard et al., 2007�.

The higher source levels of hourglass dolphins oppo-
sitely suggest that they forage in an environment with lower
prey density or with longer distances between prey patches.
Since their click duration is also about twice that of Hector’s
dolphins, the energy content is increased two-ways compared
to Hector’s dolphin: higher source level �20 dB� and longer
duration �doubling of energy content, 3 dB�. If there is a size
restricted maximum output for NBHF species, as suggested
by Au �1993�, the longer click duration suggests that hour-
glass dolphins may be noise limited and that they maximize
energy content by making longer clicks to facilitate a longer
detection range. The source parameters of hourglass’ clicks
may be the result of selection for increased target range in a
noise-limited sonar situation.

For odontocete clicks, duration and bandwidth are in-
versely related �Wiersma, 1988; Au, 1993; Beedholm, 2008�
so that a change in one parameter will change the other as
well. It is therefore not surprising to find that bandwidth of
hourglass dolphin clicks is about half that of Hector’s clicks.
However, it is interesting to note that despite differences in
bandwidth both species have all click energy above 100 kHz
�Figs. 1�a� and 2�a�� and the differences in source parameters
observed between these two NBHF species are thus not in
disagreement with the NBHF anti-predator hypothesis of
Morisaka and Connor �2007�.

The duration of Hector’s dolphins’ clicks of �60 �s
found in this study is lower than in previous published stud-
ies of 80–800 �s �Dawson, 1988; Dawson and Thorpe,
1990; Dawson, 1991; Thorpe et al., 1991; Thorpe and Daw-
son, 1991�. These differences in duration likely arise from
the fact that previous studies included so-called double,
triple, and quadruple pulsed clicks in their analysis, which
we omitted here as they are most likely the result of surface
and bottom reflections �Li et al., 2005� and possibly off-axis
distortions. In addition, previous studies measured duration
by hand, whereas we used a definition of �10 dB from
maximum amplitude of the signal envelope. The durations of
Hector’s clicks measured here correspond to that of another
NBHF species the finless porpoise �Neophocaena phocae-
noides� of �30–60 �s �unknown recording aspect and defi-
nition of duration� �Akamatsu et al., 1998� and are among
the shortest of NBHF clicks. Villadsgaard et al. �2007�, how-
ever, reported a range in 10 dB duration of harbor porpoise
clicks from 44 to 113 �s thus spanning the range of both
Hector’s and hourglass dolphin clicks. It is possible that
some click source parameters change with behavior and thus
that the variation in duration between Hector’s and hour-
glass’ clicks could be caused by differences in behavior at
the time of recording. Since ICIs change during, e.g., ap-
proach and capture phases of prey in other toothed whales
�Johnson et al., 2007�, we used ICI as a proxy for behavior,
and to test whether Hector’s dolphins and hourglass dolphins
changed their click duration and/or bandwidth with ICI we
thus plotted each ICI preceding an on-axis click against its
10 dB duration and rms bandwidth for both species in Fig. 5.
ICIs were generally longer for hourglass dolphins, but where
the two species overlapped in ICI, the click duration and
bandwidth were distinctly different �Fig. 5�. Although it is
possible that more recordings of the species measured here
engaged in different behaviors may show a greater dynamic
range in click duration resulting from changes in the context
of sonar use, and not only from differences in habitat, this
study suggests a genuine difference in click duration between
Hector’s dolphin and hourglass dolphin.

So far ASLs have only been measured for three free-
ranging NBHF species: the harbor porpoise �Villadsgaard et
al., 2007� and the two present species �this study and Daw-
son and Thorpe, 1990�. The highest levels were found for
hourglass dolphins with a range 190–203 dB re 1 �Pap.-p.

FIG. 4. Estimated detection ranges of
hourglass dolphin and Hector’s dol-
phin calculated for minimum and
maximum EFD source levels using the
harbor porpoise as model �Kastelein et
al., 1999, see text for further explana-
tion� and target strength of a 25 cm
cod measured broad side �Au et al.,
2007�. Minimum and maximum detec-
tion ranges of harbor porpoise are
shown for comparison, build on data
from Villadsgaard et al. �2007� and Au
�personal communication�.
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�Table I� and harbor porpoises with a range from 178 to 205
dB re 1 �Pap.-p. �Villadsgaard et al., 2007� and Hector’s dol-
phins with a range 161–187 dB re 1 �Pap.-p. �Table I�. These
levels are 10–30 times lower than in general for broadband
dolphin clicks that have source levels of up to �220 dB re
1 �Pap.-p. �Au, 1993; Rasmussen et al., 2002; Madsen et al.,
2004b�, which again is reflected in the much longer detection
range. It is precarious to generalize from only two species,
especially with a very limited sample size in terms of behav-
ior; but at least for Cephalorhynchus dolphins and the hour-
glass dolphin, offshore NBHF dolphins seem to produce
clicks with higher source level than coastal dolphins do. To
gain a better insight into the evolution and plasticity of the
NBHF clicks this hypothesis should be tested by recording
clicks from other Cephalorhynchus and porpoise species en-
gaged in different behaviors. On the basis of the present
findings we hypothesize that the oceanic Dall’s porpoise will
have a greater source level than coastal-offshore species such
as the harbor porpoise and that riverine and very coastal
species will have the lowest source levels.
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A key component of nonhuman primate vocal communication is the production and recognition of
clear cues to social identity that function in the management of these species’ individualistic social
relationships. However, it remains unclear how ubiquitous such identity cues are across call types
and age-sex classes and what the underlying vocal production mechanisms responsible might be.
This study focused on two structurally distinct call types produced by infant baboons in contexts that
place a similar functional premium on communicating clear cues to caller identity: �1� contact calls
produced when physically separated from, and attempting to relocate, mothers and �2� distress
screams produced when aggressively attacked by other group members. Acoustic analyses and field
experiments were conducted to examine individual differentiation in single vocalizations of each
type and to test mothers’ ability to recognize infant calls. Both call types showed statistically
significant individual differentiation, but the magnitude of the differentiation was substantially
higher in contact calls. Mothers readily discriminated own-offspring contact calls from those of
familiar but unrelated infants, but did not do so when it came to distress screams. Several possible
explanations for these asymmetries in call differentiation and recognition are considered.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068453�

PACS number�s�: 43.80.Ka, 43.80.Lb �WWA� Pages: 1792–1805

I. INTRODUCTION

A central and continuing theme in research on nonhu-
man primates concerns the importance of kinship and indi-
vidual identity in structuring species’ social behavior �re-
viewed in Chapais and Berman, 2004�. Many species are
noted for strongly differentiated social relationships which
suggest a capacity for discriminating among, and perhaps
explicitly recognizing, individual conspecifics and biological
kin �reviewed in Rendall, 2004; Widdig, 2007�. They are
also noted for the variety of vocalizations they produce to
mediate social behavior in different contexts, in some of
which their individualized social relationships are literally
called into play. That is, the structure of some call types has
been shown to be differentiated according to the kinship and
individual identity of callers �e.g., Marler and Hobbett, 1975;
Macedonia, 1986; Gouzoules and Gouzoules, 1990; Hauser,
1991; Rendall et al., 1998; Fischer et al., 2001�, and, in some
cases, field and laboratory experiments have also confirmed
the perceptual salience and behavioral significance of these
identity cues to listening animals �Hansen, 1976; Waser,

1977; Kaplan et al., 1978; Cheney and Seyfarth, 1980;
Snowdon and Cleveland, 1980; Symmes and Biben, 1985;
Pereira, 1986; Rendall et al., 1996; Hammerschmidt and
Fischer, 1998; Jovanic et al., 2000; Nunn, 2000; Fischer,
2004�. Thus, the animals appear to recognize and respond to
the vocalizations of different callers in ways that are func-
tionally commensurate with their kinship or individual rela-
tionship to them. Taken together, these patterns suggest that
the organization of primate vocal repertoires might be deter-
mined in part by the social networks they function to support
and, in turn, that flexible management of social networks is
to some extent affected by the structural differentiation of
vocalizations along lines of social identity.

It is not yet clear, however, whether all calls in a spe-
cies’ repertoire are sufficiently distinctive to allow ready rec-
ognition of callers, or whether this is true only for certain
call types for which there has been a selective premium on
identity signaling and recognition. It is also often unclear
exactly what vocal production mechanisms are responsible
for generating distinctive voice cues and whether they might
create identity cues that are common across call types
�Ghazanfar and Santos, 2004; Ghazanfar et al., 2007�. For
example, although the calls of different individuals could
differ in a range of acoustic features, Rendall et al. �1998�
proposed that patterns of vocal tract resonance might be a
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particularly common and productive source of identity cues
in primates. Such cues might arise inevitably, and also
largely incidentally, as a product of idiosyncrasies in indi-
vidual vocal tract development. They might also impart a
characteristically distinctive voice pattern across most or all
of the calls produced by a given individual because, regard-
less of their source characteristics, all calls must ultimately
be radiated through, and thus be structurally shaped by, the
supralaryngeal airways. At the same time, primates have
long been suspected to have only limited ability to modify
the resonances of these airways through dynamic vocal-tract
articulations during vocal production �Lieberman et al.,
1969�. Together, these effects might yield characteristically
distinctive voice resonance patterns in each individual �Ren-
dall et al., 1998; Ghazanfar et al., 2007�. However, any one
of these assumptions might be faulty, or at least too simplis-
tic: vocal tract development might not always be sufficiently
different between individuals to yield perceptually distinctive
voice resonance patterns; some laryngeal sources �e.g., those
with very high fundamental frequency, F0� might not high-
light the supralaryngeal resonances very well, and primates
might have a greater capacity for vocal tract modulation than
previously suspected �Hauser, 1992; Riede and Zuberbühler,
2003�.

It is thus important that we continue to test the produc-
tion and recognition of identity cues in different vocaliza-
tions to more fully understand the ubiquity and underlying
vocal production mechanics of identity signaling in primates
and thus also how vocal communication patterns in these
species integrate with the functional demands of their indi-
vidualistic social lives. In this paper, we report acoustic
analyses examining individual distinctiveness in two distinct
call types produced by infant baboons and then follow-up
field experiments testing maternal recognition of infants’
calls.

We focus specifically on baboons because they are
among the best-studied primate species, yielding a compara-
tively solid understanding of their social life �Altmann, 1980;
Smuts, 1985; Strum, 1987; Cheney and Seyfarth, 2007�.
There has also been considerable recent research on their
vocal communication, including studies related to identity
cueing and vocal recognition of group members which point
to individually distinctive and recognizable calls in at least
some kinds of vocalizations produced by adults �e.g., Cheney
et al., 1996; Owren et al., 1997; Cheney and Seyfarth, 1999;
Rendall et al., 1999, 2004; Semple, 2001; Fischer et al.,
2001, 2002; Engh et al., 2006�. We focus the current work on
infants then because, by comparison to adults, there has been
relatively little systematic research on infant vocal reper-
toires, either in baboons or in other primate taxa. At the same
time, infants are, by definition, the most vulnerable members
of primate groups, subject to high risks of predation and, in
some species including baboons, also infanticide from adult
males �Palombit et al., 1997, 2000�. As a result, infants are
the individuals that most often need social support, and most
often solicit it. Finally, we focused also on the responses of
mothers to their infants’ calls because they are the most natu-
ral source of social support in primates. Thus, of all possible
social relationships, that between infants and their mothers

was deemed the most likely to manifest unambiguous cues to
identity in vocalizations and acute sensitivity to such cues.

The two contexts of vocalization chosen for study are
common ones for baboons and most other social primates.
The first involves situations in which individuals get physi-
cally separated from one another or the group at large. Such
separation happens daily when the group is moving and for-
aging and group members invariably become widely dis-
persed, sometimes in dense habitats that preclude visual con-
tact. For infants, it can also occur during group rest periods
because infants often remain active playing with age mates.
Sometimes they wander a considerable distance from their
mothers and end up out of sight. In either situation, infants
can become visibly agitated when they register the separa-
tion. They begin to scan their surroundings rapidly and re-
peatedly, sometimes climbing to an elevated position in a
tree. Ultimately, they produce loud harmonically structured
vocalizations in an attempt to relocate their mother �see Fig.
1�a��. Adults produce calls of exactly analogous structure
when they get separated from the group or from particular
social companions �Cheney et al., 1996�. These adult calls
appear to be individually distinctive and recognized by oth-
ers, which are characteristics that would facilitate their pre-
sumed function of promoting contact and reunion with the
group at large or with specific group members �Cheney et al.,
1996; Fischer et al., 2001, 2002�.

The second focal context involves aggressive conflicts,
or fights, which occur commonly in the stratified social
groups of baboons and other primates. For infants, such ag-
gression occurs when play bouts escalate into more serious
fights and when conflicts with peers or adults arise over ac-
cess to food, water, or other valued resources. Especially dire

FIG. 1. Examples of contact calls �a� and distress screams �b� produced by
infant baboons used in this study. Spectrograms were generated using a
1000-point FFT and a Gaussian window with 95% frame overlap.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Rendall et al.: Vocal cues to identity in baboons 1793



aggression can also occur when immigrant adult males try to
injure or kill infants when left unprotected by their mothers
�Palombit et al., 2000�. When attacked, the victims of ag-
gression produce loud distress screams. These calls are
among the most ubiquitous in primates, occurring in every
species for which vocalizations have been described and,
within species, in animals of every age and sex class �re-
viewed in Andrew, 1963; Gautier and Gautier, 1977; Marler
and Tenaza, 1977; Oppenheimer, 1977�. Screams can vary
substantially in form, even within single bouts of calling,
and can include broad-band noisy variants, pure-tone
frequency-modulated variants, and various intermediate
forms �Gouzoules and Gouzoules, 2000�. However, the most
common are the broad-band noisy variants �see Fig. 1�b��,
which are also often the first and loudest screams produced
when attacked. Research on species closely related to ba-
boons suggests that noisy screams occur more commonly
when aggression is most severe with the greatest risk of in-
jury �Gouzoules et al., 1984, 1986; Fugate et al., 2008�.
These distress screams are proposed to function in recruiting
intervention and support from mothers, collateral kin, or
other social allies who might be out of sight but not earshot.
This recruitment function is again thought to be facilitated by
individually distinctive call structures which allow listeners
to readily identify the caller and then to intervene or not
based on their relationship to it �Gouzoules et al., 1986;
Gouzoules and Gouzoules, 1990; Fugate et al., 2008�.

Together, infant contact calls and distress screams con-
stitute a productive comparison. Although they vary consid-
erably in their detailed acoustic structure and mediate very
different behavioral contexts, they are nevertheless structur-
ally and functionally similar in being loud conspicuous calls
that transmit considerable distances seemingly in the service
of similar functional goals, namely, to capture the attention
and recruit the support of mothers or other caregivers.
Hence, both calling contexts place a selective premium on
individually distinctive call structures that permit ready rec-
ognition and responding by mothers and potentially others.
In the first part of this paper, we report acoustic analyses
quantifying the degree of individual distinctiveness in these
two call types. In the second part of this paper, we test ma-
ternal recognition of both call types.

II. INDIVIDUAL DISTINCTIVENESS IN INFANT
CONTACT CALLS AND DISTRESS SCREAMS

A. Methods

1. Study site, subjects, and calling contexts

Research was conducted on free-ranging chacma ba-
boons �Papio hamadryas ursinus� in the Moremi Game Re-
serve in northern Botswana, which lies within the Okavango
Delta. The habitat is a mosaic of open grassy floodplains and
wooded islands that rise a few meters above the floodplains.
The subjects of research were the adult females and their
immature offspring, from the main study group at this site
�group C�. At the time of research �February 1996–March
1997�, this group contained approximately 75 individuals
and had been studied continuously since 1977 �Cheney and
Seyfarth, 2007�. As a result, the animals were fully habitu-

ated to human observers and the social and genealogical his-
tory of natal animals was known.

For this project, research focused on immature baboons
between the ages of 6–15 months. Baboons in this age range
are socially immature and rely heavily on their mothers for
social support and physical comforting. However, they are
also motorically independent and thus often stray consider-
able distances from, and end up out of sight of, their moth-
ers. It is during such absences from their mothers that young
baboons are especially vulnerable to predators, and to ag-
gression from others, including infanticidal attack. As a re-
sult, this context of visual separation between infants and
their mothers defines a situation in which infants should be
maximally motivated to provide unambiguous cues to iden-
tity in their contact calls or distress screams, and mothers in
turn should be strongly motivated to detect and act on such
cues. Our analyses were therefore limited to contact calls and
distress screams produced in such contexts. For distress
screams, we further limited our analyses to calls produced
during aggressive attacks �from immature peers or adults�
that involved direct physical contact that could potentially
result in injury. These attacks are more serious than ones
involving only threats and chases, and therefore they repre-
sent the aggressive context for which immature animals
would benefit the most from agonistic support and to which
mothers should be the most motivated to respond. During
this study, no instances of infanticidal attacks were captured
in vocal recordings or direct behavioral data collection.
Hence, this most dire context of infant screaming is not in-
cluded in analyses.

2. Vocalization recording

Infant contact calls and distress screams were recorded
during the course of an ongoing regimen of behavioral sam-
pling of mothers and their infants. Behavioral sampling in-
volved collecting a continuous record of a focal animals’
general activity state �e.g., resting, moving, and foraging�,
social behavior, and proximity to other group members. A
variety of other spatial and ecological data were collected at
the same time �for additional details, see Rendall et al.,
2000�. In addition, a continuous record was made of all vo-
calizations produced and the ecological and social contexts
associated with calling. Where possible, audio recordings
were made of these vocalizations. Recordings were made
using a Sony TC-D5M cassette tape recorder, a Sennheiser
ME88 directional microphone with K3U powering module,
and type-IV Sony metal cassette tapes. Because the baboons
had been observed for decades and had been tape recorded
by numerous previous investigators, the animals were accus-
tomed to human observers and recording equipment. As a
result, high-quality recordings could therefore be made at
close range ��5 m�.

3. The vocalization sample

To provide the most comparable and direct tests of indi-
vidual differentiation in contact calls and distress screams,
we attempted to create a completely balanced sample of the
two call types as produced by the same set of individual
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infants. However, given the exigencies of fieldwork and in-
evitable variation in the number of recordings we had for
different individuals, this was not entirely possible. Ulti-
mately, we had a sufficient number of high-quality record-
ings of contact calls to permit statistical analysis for eight
infants. For seven of these same infants, we had sufficient
scream recordings as well. To avoid an unbalanced number
of individuals in statistical tests of individual distinctiveness
in the two call types, we therefore added to the scream
sample an additional infant of similar age for which we also
had sufficient recordings. The sample thus constituted con-
sisted of 259 contact calls recorded from 91 different epi-
sodes of calling from eight infants, and 182 distress screams
recorded from 40 different episodes of calling from eight
infants, seven of which were identical to those in the contact
call sample �see Table I�. These infants provided broad sam-
pling of mothers of varying social rank and representing sev-
eral different martilines. They also included both male and
female infants and included some variation in the age of
individuals within the 6–15 month bracket. In this range,
age and sex differences in call structure are probably mini-
mal. Nevertheless, they represent additional potential sources
for variation in call structure that, in the strictest sense, might
not be attributable to individual identity per se. At the same
time, they are additional relevant dimensions of callers in
naturally constituted groups that, in practical terms, should
help to facilitate their identification and recognition by oth-
ers. Hence, we make no further attempt to control for or
eliminate their effects, but instead fold them into the natural-
istic problem of vocal identification and recognition.

4. Acoustic analysis

Vocal recordings were digitized at 44.1 kHz with 16 bit
accuracy after lowpass filtering at 20.0 kHz, and acoustic
analyses were performed using PRAAT 4.6 �Boersma, 2001�.
Analysis focused on acoustic features that could be measured
from single vocalizations. Both contact calls and distress
screams often occur in bouts in which single vocalizations
are concatenated into longer series, and it is possible that
additional identity cues might be carried in the more pro-
tracted temporal organization of call sequences. However,
most previous analyses of these and similar call types in

primates have omitted this more complex level of organiza-
tion and focused instead on the structure of single vocaliza-
tions; hence, we chose to follow this precedent to improve
the comparability of our results to previous work. Further-
more, it seemed reasonable to predict, a priori, that if con-
veying cues to identity to distant listeners were an important
function of these two call types then a system in which those
cues are carried within each of many repeated single vocal-
izations would be far more functional, efficient, and redun-
dant than one in which identity cues emerge only if and after
listeners can hear a complete sequence of calls.

Acoustic analysis of contact calls and distress screams
involved three broad classes of variables addressing their
temporal, spectral, and intensity characteristics. For both call
types, we measured the duration of each call and the relative
timing of the intensity peak within the call. Although contact
calls and distress screams both had broad-band spectral
structures, contact calls characteristically involved a rela-
tively stable F0 with multiple harmonic partials, while dis-
tress screams were predominantly harsh and noisy. There-
fore, different variables were required to characterize the
detailed spectral structure of each call type.

For contact calls, we made multiple measurements of the
F0 contour which often contained an appreciable chevron-
shaped modulation over the course of a single call. We used
PRAAT to extract the F0 �“pitch”� contour for each call and
from this F0 contour we retained as variables, its beginning
frequency, ending frequency, maximum frequency, and mean
frequency. We also measured the relative time of the maxi-
mum F0 within the call and used this variable to derive mea-
sures of the beginning and ending slope of the F0 contour.
We characterized potential instabilities in the voicing associ-
ated with the F0 of each call using a measure of vocal jitter
that corrects for longer-term F0 modulation �the PPQ5 algo-
rithm in PRAAT� and using the harmonic-to-noise ratio
�HNR�. Finally, to characterize the broader spectral envelope
of contact calls as described by their harmonic partials, we
measured the amplitude of each harmonic �up to 6� from a
single 2048–point �50 ms� fast-Fourier transform �FFT�
straddling the midpoint of each call. Because all calls were
recorded at close range ��5 m�, these amplitude measure-
ments were unlikely to be affected by variable spectral

TABLE I. Summary of the vocalization sample.

Individual Sex
Mother’s

ranka Matrilineb
Contact

calls Screams

Palm F 1 1 26 21
Persephone F 2 1 18
Bart M 4 2 59 19
Bilbo M 5 2 16 34
Cleopatra F 7 4 16
Lizzy F 12 5 29 36
Nat M 17 6 59 26
Amazon F 21 7 17 20
CP F 23 8 35 10
Total 259 182

aTotal number of ranked adult females in group C=23.
bTotal number of matrilines in group C=9.
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transmission effects or variation in ambient environmental
conditions. Nevertheless, as an additional precaution, we
converted our absolute measurements into relative amplitude
�RelAmp� values by subtracting the amplitude of each har-
monic from the mean amplitude of all harmonics �including
the focal harmonic� within a given call. The resulting Rel
Amp values thus express the strength of a particular har-
monic relative to the other harmonics in the same call.

Because screams lacked a stable F0, we could not make
the same F0 and harmonic measurements for these calls. It
was also the case that the patterning of diffuse noisy energy
within screams could vary appreciably over the course of a
single call which further complicated spectral analysis of
these calls. Nevertheless, to try to capture the global spectral
patterning of screams, we divided the frequency spectrum
into a series of nonoverlapping 500 Hz frequency bins �up to
12 kHz� and measured the amplitude of the signal spectrum
within each bin. We then converted these values to RelAmp
values for each bin using the same procedure that was used
to generate Rel Amp values for the contact calls and for the
same precautionary reasons. The resulting relative amplitude
values for screams thus express the strength of the vocal
signal in a particular frequency bin relative to the other fre-
quency bins in the same call. For screams, this procedure
was conducted using a single long-term average spectrum
computed for each call and resulted in a set of 24 Rel Amp
values characterizing the global distribution of energy in
these calls over the frequency range spanning 0–12 kHz.

5. Statistical Analysis

We used multivariate discriminant analysis to evaluate
individual differentiation in the structure of contact calls and
screams. Because the results of such analyses can be dra-
matically influenced by the number of predictor variables
used, we first conducted a principal components analysis
�PCA� on the acoustic features measured for each call type.
This preliminary step allowed us to examine natural covaria-
tion among the original acoustic features according to their
associations within and between PCA factors. It also effec-
tively reduced the number of predictor variables to be used
in discriminant analysis to a small set of orthogonal multi-
variate dimensions that retained most of the variation in the
entire set of original acoustic features. We then used the mul-
tivariate factors identified from PCA as variables in discrimi-
nant analysis of each call type. In evaluating successful call
classification from discriminant analysis we followed a con-
servative split-sample approach �Klecka, 1980�. For each call
type, the sample was randomly divided in half. One-half of
the cases was used as the reference sample to generate dis-
criminant functions which were then applied to the other half
of cases, the test sample. All statistics were conducted using
NCSS version 5.1 �Hintze, 1999�.

B. Results and discussion

1. Acoustic features of calls and possible production
mechanisms

a. Contact calls. Summary statistics for the acoustic
features of each call type are given in Table II. Contact calls
were shorter, on average, than distress screams and were

characterized by a relatively stable F0 with relatively low
jitter values and a very high mean HNR �12.35 dB� which
represents an average HNR of 18:1. The F0 contour of con-

TABLE II. Descriptive statistics for acoustic features of contact calls �a� and
distress screams �b�. The association of acoustic features with PCA factors
and the significance � *� �p�0.001� of those factors in discriminant analysis
tests of individual differentiation are shown.

�a� Contact calls
Variable M CV PCA factorsa

Duration �ms� 259 0.201 1
Intensity peak �as % duration� 46.3 0.305 2*, 3*

F0-begin �Hz� 499 0.192 5*

F0-end �Hz� 465 0.166
F0-maximum �Hz� 756 0.076 1
F0-mean �Hz� 653 0.080 1
F0-slope-begin �Hz/s� 2780 0.361 5*

F0-slope-end �Hz/s� 1820 0.048 1
F0-maximum �as % duration� 0.383 0.261 2*

Jitter �%� 0.034 0.179
HNR �dB� 12.35 0.244 4*

H1 RelAmp �dB� −8.85 0.118 1
H2 RelAmp �dB� 8.43 0.156 7*

H3 RelAmp �dB� 5.64 0.169
H4 RelAmp �dB� −1.03 0.141
H5 RelAmp �dB� −2.67 0.103 6*

H6 RelAmp �dB� −1.52 0.108 4*

Overall mean 0.171

�b� Distress screams
Acoustic feature M CV PCA factorsb

Duration �ms� 351 0.810 4
Intensity peak �as % duration� 0.464 0.488 4
Percent voiced �%� 0.154 0.064 7
RelAmp 0–500 Hz �dB� −11.25 0.561 2*

RelAmp 500–1000 Hz �dB� −12.29 0.831 2*

RelAmp 1000–1500 Hz �dB� −9.37 0.532 1, 2*

RelAmp 1500–2000 Hz �dB� −4.61 0.322 1
RelAmp 2000–2500 Hz �dB� 1.35 0.232 1
RelAmp 2500–3000 Hz �dB� 8.22 0.193 1
RelAmp 3000–3500 Hz �dB� 9.38 0.197 1
RelAmp 3500–4000 Hz �dB� 7.32 0.173 1
RelAmp 4000–4500 Hz �dB� 5.85 0.184 1
RelAmp 4500–5000 Hz �dB� 5.91 0.182 1
RelAmp 5000–5500 Hz �dB� 6.13 0.172 1
RelAmp 5500–6000 Hz �dB� 6.28 0.162 1
RelAmp 6000–6500 Hz �dB� 6.05 0.156 2*, 3*

RelAmp 6500–7000 Hz �dB� 5.65 0.157 2*

RelAmp 7000–7500 Hz �dB� 4.74 0.172 2*

RelAmp 7500–8000 Hz �dB� 3.71 0.179 1, 2*

RelAmp 8000–8500 Hz �dB� 2.43 0.193 1
RelAmp 8500–9000 Hz �dB� 0.71 0.222 1
RelAmp 9000–9500 Hz �dB� −1.72 0.265 1
RelAmp 9500–10 000 Hz �dB� −4.06 0.321 1
RelAmp 10 000–10 500 Hz �dB� −5.80 0.363 1
RelAmp 10 500–11 000 Hz �dB� −7.06 0.369 1
RelAmp 11 000–11 500 Hz �dB� −8.18 0.385 1
RelAmp 11 500–12 000 Hz �dB� −9.40 0.423 1
Overall mean 0.308

aPCA factor 8 was not associated with any single specific acoustic feature.
bPCA factors 5, 6, and 8 were not associated with any single specific acous-
tic features.
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tact calls showed a consistent rising and falling pattern with
an average frequency excursion of approximately 150 Hz,
starting from approximately 500 Hz and finishing slightly
lower in frequency. Contact calls also showed a consistent
pattern of harmonic emphasis in which the second and third
harmonics were stronger than either the first harmonic �the
F0� or higher harmonics �H4–H6�. This pattern of differential
harmonic emphasis might be inherent to the laryngeal source
spectrum. Alternatively, it might reflect some degree of su-
pralaryngeal vocal-tract filtering.

Vocal-tract filtering effects have been shown to ac-
count for spectral patterning in similar harmonically rich
grunt vocalizations produced by adult baboons �Owren et al.,
1997; Rendall, 2003� as well as in harmonically rich contact
calls produced by closely related rhesus monkeys �Rendall
et al., 1998; Ghazanfar et al., 2007�. For baboons, the F0 of
adult grunts ranges between 50 and 120 Hz �for males and
females, respectively: Owren et al., 1997; Rendall et al.,
2004� and thus affords excellent harmonic sampling of vocal
tract resonances which are prominent in the spectral structure
of these calls. By comparison, the F0 of infant baboon con-
tact calls is quite high �500 Hz� and the consequently wide
spacing of harmonics inherently affords much sparser sam-
pling of vocal tract resonances, which might then argue
against vocal-tract filtering effects accounting for differential
harmonic emphasis in these calls. At the same time, infant
baboons also have a relatively short vocal-tract compared to
adults. Hence, it is possible that the second harmonic is em-
phasized in infant contact calls, relative to the F0, because it
coincides with the first resonance of their immature vocal
tract.

We are not aware of any systematic data on vocal-
tract length �VTL�, and thus resonant frequency locations, in
infant baboons that could be used to evaluate this possibility
more directly. However, we can attempt some preliminary
indirect assessment by evaluating the plausibility of the esti-
mated �VTL� that would result from a first resonance peak
coincident with the observed H2 harmonic emphasis. VTL
can be estimated from resonance frequencies using the fol-
lowing equation: VTL= �2k+1�c /4F, where F is the formant
�or resonant� frequency, k is the formant number minus 1,
and c is the speed of sound in air �34 400 cm /s�. We can
then use H2 frequency values of 1000 and 1300 Hz to
bracket the possible range of the putative first resonance
based on values from Table II. The resulting estimates of
VTL for this sample of infant baboons would be 6.6–8.6 cm.
These values are approximately 1 /3 to 1

2 of VTL estimates
for adult baboons �17–19 cm; see Owren et al., 1997�.
Given the marked difference in overall body and head size
between adults and infants in this age range, our estimated
VTL for infants appears reasonable. However, without more
systematic VTL measurements for both age classes, it re-
mains speculative.

b. Distress screams. By comparison to contact calls,
distress screams were approximately 40% longer in duration
and were characterized by a predominantly aperiodic source
with detectable voicing occurring in only 15% of analysis
frames. The resulting noisy spectrum of screams was ex-
tremely broadband, with detectable energy extending up to
and beyond 12 kHz. However, at this frequency and beyond,
signal strength had fallen off appreciably. Within the range
from 0 to 12 kHz, distress screams displayed some addi-
tional substructuring across individuals. Most calls showed
relatively discrete attenuation of low-frequency components

�0–2500 Hz� in addition to the inherent gradual attenuation
of signal strength at higher frequencies �8500–12 000 Hz�,
which left a broadly emphasized region of the spectrum be-
tween 2500 and 8500 Hz. The bandwidth of emphasized fre-
quencies within this broad region could vary somewhat be-
tween calls, and, on average, the region of greatest emphasis
was between 2500 and 4000 Hz. However, in general, within
the broader region between 2500 and 8500 Hz there was
little obvious subpatterning.

It is difficult to evaluate the likely production
mechanisms responsible for these patterns in screams. One
possibility is that the excess attenuation of low-frequency
components in distress screams reflects some vocal-tract fil-
tering �antiresonances� of the aperiodic laryngeal source
spectrum. However, if this were true, we would also expect
to see some obvious peaks in the broader spectrum between
2500 and 8500 Hz reflecting vocal-tract resonances in that
region that should have been well sampled by the strong
aperiodic source. The alternative is that the relatively un-
structured noisy spectrum of distress screams stems prima-
rily from the laryngeal source and reflects extremely high-
amplitude driving of the vocal folds inducing chaotic �or
nearly chaotic� vocal-fold activity which has been shown in
closely related species �Fitch et al., 2002; Riede et al., 2004,
2007; Tokuda et al., 2002�. The absence of low-frequency
components in the source spectrum could then be a by-
product of the extreme amplitude of the source which would
naturally drive the vocal folds at higher frequencies. This
effect, combined with the relatively short vocal folds of im-
mature baboons which naturally limit low-frequency vibra-
tory modes to begin with, could effectively eliminate most
low-frequency energy in the calls.

Although the exact role that vocal-tract filtering
may play in the observed spectral patterning of either call
type remains uncertain, there was little indication that it
acted within individuals to impart a common resonance pat-
tern across the two call types �see Rendall et al., 1998�.

2. Individual variation in calls

Coefficients of variation �CVs� were calculated for each
acoustic feature and for each individual, and grand means for
these values are provided in Table II. These CVs quantify the
relative stability of specific acoustic features within individu-
als and, as a result, are often taken as a preliminary metric of
the potential for reliable identity signaling. The manifest
variability in these CVs for both call types suggests that
some features might prove better than others in this respect.
Overall, CVs for the acoustic features of contact calls were
lower and less variable than were those for distress screams
�contact calls: mean CV=0.171, range=0.048–0.361; dis-
tress screams: mean CV=0.308, range=0.064–0.831�, per-
haps suggesting greater potential for reliable identity signal-
ing in contact calls compared to screams.

a. Contact calls. PCA on the acoustic features of con-
tact calls identified a set of eight orthogonal factors with
eigenvalues greater than 1. Together, these factors accounted
for 80.81% of the variation in contact calls encompassed by
the original set of 17 acoustic features. For seven of the eight
factors, one or more of the original acoustic features had a
factor loading of 0.5 or higher and thus could be explanato-
rily linked to it �see Table II�.
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Discriminant analysis using PCA scores for these
eight factors produced an overall Wilk’s lambda of 0.063,
which is very close to the lower limit of 0.0 for this test
statistic �which would indicate perfect discrimination among
groups� and represents a statistically significant degree of
differentiation in call structure between individuals �F
=15.8, P�0.0001�. This analysis identified five statistically
significant dimensions of discrimination among individuals
which involved all but one of the PCA factors and encom-
passed a mix of original acoustic features related to intensity,
the F0 contour, and harmonic amplitudes �see Table II�. No-
tably, these acoustic features were not necessarily those with
the lowest CVs. Some acoustic features with low CVs �e.g.,
H2-RelAmp, H5-RelAmp, and H6-RelAmp� did help to dif-
ferentiate individuals but some others with low CVs did not
�e.g., F0-mean, F0-max�. At the same time, some features
with relatively high CVs nevertheless contributed to differ-
entiating individuals �e.g., intensity peak, F0-slope-begin�.
These outcomes indicate that, despite their regular reporting
in this kind of research, CVs are a quite imperfect metric of
individual differentiation probably because the relative sta-
bility of features within individuals says little about the po-
tential variability in these features between individuals.

It is also noteworthy that the only PCA factor that
did not contribute to individual differentiation in contact
calls was the first factor, which accounted for more variation
in contact calls �23.8%� than any other single factor from
PCA and more than 25% of the variation in the calls that was
explained by the entire set of eight factors. This outcome
indicates that a considerable amount of the measured vari-
ability in contact calls is unrelated to individual identity.
Nevertheless, discriminant functions successfully classified
the majority of calls to the infant that produced them. Clas-
sification success for the full sample of 259 calls was 73.3%
�range: 62.5%–86.2% for different individuals�. Using the
more conservative split-sample approach, classification suc-
cess dropped marginally to 70.5% �range: 44.4%–86.0%�,
which represents a 66.0% reduction in the error that would
accompany random classification of the calls. Figure 2 plots
each call in a bivariate space captured by the first two ca-
nonical variates from discriminant analysis and illustrates the
degree of multidimensional overlap and separation of indi-
viduals’ calls.

b. Distress screams. PCA on the acoustic features of
screams identified only five factors with eigenvalues greater
than 1. Together, these factors accounted for 80.4% of the
variation in these calls encompassed by the original set of 27
acoustic features. Compared to contact calls then, the mea-
sured variation in screams was packaged into fewer signifi-
cant orthogonal dimensions. To maintain comparability in
our analyses of the two call types, we nevertheless retained
the first eight PCA factors for screams for use in discriminant
analysis tests of individual differentiation in these calls. To-
gether, this set of eight factors accounted for 89.1% of the
measured variation in screams, which actually represented
approximately 10% more of the variation in these calls than
was used to test individual differentiation in contact calls.
Once again, for several of these factors, one or more of the
original acoustic features could be explanatorily linked to it
�see Table II�.

Discriminant analysis using PCA scores for these
eight factors produced an overall Wilk’s lambda of 0.195,
which is higher than that obtained for contact calls and thus
suggests less individual differentiation in the calls, but this

value was nevertheless statistically significant �F=5.7, P
�0.0001�. Analysis of screams identified four statistically
significant dimensions of discrimination among individuals
which involved only five of the eight PCA factors and en-
compassed seven of the original acoustic features �see Table
II�. The original acoustic features contributing to individual
differentiation in screams pertained only to the attenuated
low-frequency spectral bins �0–1500 Hz� and a set of mid-
frequency spectral bins �6000–8000 Hz�. Once again, these
acoustic features were characterized by some of the lowest
CVs but also some of the highest CVs.

For screams it was also true that the first PCA factor
did not contribute to individual differentiation in screams
despite accounting for a substantial proportion of the mea-
sured variation in these calls �48.7%� and more than 50% of
that encompassed by the entire set of eight PCA factors used
for discriminant analysis. Three additional PCA factors �4, 5,
and 7�, accounting for an additional 12% of the measured
variation in these calls, did not contribute to individual dif-
ferentiation. Overall then, the majority of measured variation
in distress screams is unrelated to individual identity. Despite
this fact, discriminant functions applied to the full sample of
182 screams classified 45.1% to the infant that produced
them �range: 30.0%–68.8%�, and classification success using
the more conservative split-sample approach was similar at
46.2% �range: 0.0%–75%�. The latter classification success
represents a 38.5% reduction in the error that would accom-
pany random classification of the calls. These classification
rates are substantially lower than those obtained for contact

FIG. 2. �Color online� Scatterplots depicting each infant’s contact calls �a�
and distress screams �b� in the multidimensional space captured by the first
two canonical variates from discriminant analysis tests of individual differ-
entiation. Each individual is represented by a different symbol. The relative
distinctiveness of individuals’ calls is manifested in the degree of symbol
separation and overlap.
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calls, and this can be seen graphically in Fig. 3 where mul-
tidimensional overlap in individuals’ calls is greater for
screams than for contact calls. Nevertheless, the level of suc-
cessful classification for screams was also appreciably above
the simple theoretical chance threshold for this sample
�12.5%�.

Taken together, acoustic results suggest a potential
for individual identity signaling in both call types consistent
with the hypothesis that the functions of both call types in-
clude capturing the attention and soliciting support of some
kind from specific other group members, in this case most
likely from their mothers. The evidence suggests somewhat
greater potential for this in contact calls than screams, but no
firm conclusion can be drawn. Ultimately, how distinctive or
not either call type is depends on the ability of others actu-
ally to discriminate among callers. And, here, it is quite pos-
sible that the differences identified in our acoustic analyses
are not actually perceptible to mothers. It is also possible that
there exist differences in one or both call types that are not
captured by our acoustic analysis but that nevertheless facili-
tate recognition. Therefore, it is also critical to test maternal
recognition of both call types.

III. MATERNAL RECOGNITION OF INFANT CONTACT
CALLS AND DISTRESS SCREAMS

To test maternal recognition of infant contact calls and
distress screams we undertook a naturalistic field playback
experiment. The experiment involved playing back prere-
corded calls to mothers in standardized contexts and measur-
ing their responsiveness to those produced by their own in-
fant versus those produced by another familiar but unrelated
infant in the group matched for age and sex. The experiment
was designed to match our acoustic analyses and therefore
focused on maternal recognition of single contact calls and
distress screams, rather than protracted bouts of either type.

A. Methods

1. Subjects

The subjects of experimental trials were the mothers of
the same infants used in acoustic analyses, thereby providing
the most direct test possible of the results of our acoustic

analyses of individual differentiation in these infants’ calls.
Limiting the experiment to only these females, however,
would have yielded a precariously small experimental
sample of only eight subjects for this test. Therefore, to in-
crease the sample of subjects, the power of our test, and the
potential generality of its findings, we included as subjects
additional group females with infants of similar age to those
used in acoustic analyses.

2. Experimental design

The experiment was conducted as a set of matched play-
back trials. For each call type, a given female was the subject
of two trials: one trial involving the calls of her own infant
�“own” infant trials� and the other trial involving the calls of
a familiar, but unrelated, age- and sex-matched infant in the
group �“other” infant trials�. In each trial, the subject was
played two different exemplars of the same call type �either
contact calls or distress screams� produced by their own or
another infant separated by a 1 s interval of silence. We
played a pair of calls in each trial, rather than only a single
vocalization, to reduce the chance that, given the exigencies
of ambient noise and activity, subjects might not hear or
register a single call. In effect then, the first of the two calls
in a pair primed subjects for the second call, and the short
interval between calls increased the likelihood that they
could be coming from the same caller.

Specific vocalizations were chosen as stimuli for use in
the experiment if they were of uniformly high quality, un-
contaminated by background noise or other calling. The set
of playback stimuli ultimately used in experiments consisted
of 19 pairs of contact calls �38 different exemplars� origi-
nally recorded from 15 different infants and 14 pairs of dis-
tress screams �28 different exemplars� originally recorded
from 13 different infants.

Following the logic of many similar studies testing vocal
recognition abilities, we reasoned that if mothers could rec-
ognize the calls of their own infant and discriminate them
from the calls of other infants in the group, then they should
respond more strongly to their own infant’s calls. Because
social rank �particularly matrilineal rank in Old World mon-
keys� is an additional important dimension of primate soci-
ality potentially affecting animals’ responses to the vocaliza-
tions of others, trials were conducted to systematically
control for the influence of this factor. Thus, in other infant
trials, half the subjects were played the calls of an infant
whose mother ranked above them in the hierarchy, and the
other half were played the calls of an infant whose mother
ranked below them in the hierarchy.

3. Playback trials

Playback trials were conducted during the course of fo-
cal observations on mothers as appropriate conditions arose.
Hence, the choice of subject for any given trial was deter-
mined by the ongoing regimen of behavioral sampling �see
Rendall et al., 2000�. Trials on the same mother were sepa-
rated by several days. The order of own versus other infant
trials was balanced across subjects. Trials were conducted
only if the mother’s infant �and, in the case of other infant

FIG. 3. Results of playback trials testing mothers’ ability to discriminate the
contact calls and distress screams of their own infant from those of a famil-
iar but unrelated infant matched for age and sex. The data plotted represent
the mean �+SEM� latency and duration of orienting responses by female
baboons in the different experimental conditions. Females responded signifi-
cantly faster and longer to contact calls in own than in other infant trials
� **P�0.01�. Their responses to distress screams in own and other infant
trials did not differ significantly �NS, P�0.05�. See text for test statistics.

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 Rendall et al.: Vocal cues to identity in baboons 1799



trials, the unrelated infant whose calls were to be played�
was some distance away and out of sight and could reason-
ably be located in the direction from which calls were to be
played. Because mothers and their infants were frequently
separated from one another, these conditions occurred regu-
larly. Trials were also only conducted when the mothers were
either resting, self-grooming, moving slowly on their own, or
foraging in place and therefore were undistracted by other
group members or their activities. Calls were played through
a Nagra DSM loudspeaker positioned approximately 20 m
from the subject in the direction from which the infant was
last seen. The same speaker amplitude settings were used for
all playback trials and were established during a pretesting
period to naturally simulate a caller at approximately 50 m.

4. Maternal response assays

Playback trials were videotaped for later scoring. Re-
sponse assays included �1� whether or not the subject ac-
tively attended to call playback as evidenced by deliberate
head or body orientation in the direction of the speaker, �2�
how rapid was the orientation �latency to orient�, and �3� for
what period of time it lasted �duration of orientation� in the
10 s immediately following stimulus presentation. In con-
ducting trials, care was taken to ensure that subjects were
facing away from the speaker prior to stimulus presentation
so that changes in orientation toward the speaker after stimu-
lus presentation could be evaluated unambiguously. In the
few cases �four trials� where subjects were oriented in the
direction of the speaker for a brief portion of the 10 s inter-
val preceding stimulus presentation, the duration of this in-
cidental orientation toward the speaker in the preplayback
period was subtracted from the duration of the subjects’ ori-
entation in response to the calls in the postplayback period to
arrive at a conservative measure of the subject’s response.
The latency and duration of subjects’ orienting responses
were calculated from the onset of the first call in each play-
back stimulus.

B. Results and discussion

In total, 14 mothers were tested in paired trials involving
the contact calls of their own and another infant, and 13
mothers were tested in paired trials involving distress
screams. In both cases, mothers were clearly interested in the
calls and motivated to respond. They showed active orienta-
tion toward the playback speaker in 20 of the 28 trials
�71.4%� involving contact calls and in 16 of the 26 trials
�61.5%� involving distress screams, and in almost all cases
immediately upon hearing the calls �Fig. 3�. The average
latency to respond to contact calls was 0.79 s ��0.21 s stan-
dard error of mean �SEM�� from the onset of the first call in
the stimulus pair, while the average latency to respond to
distress screams was 0.76 s ��0.21 s SEM�. On average,
then, females started responding 1

4 of a second before hearing
the second of the two calls in a stimulus pair. At times,
females abruptly stopped their current activity �e.g., moving,
foraging in place, and self-grooming� and craned their necks,
or adjusted their whole posture, to look more directly in the
direction of the simulated caller. In seven of the trials involv-

ing contact calls �five involving their own infant�, mothers
also either got up and moved some distance toward the
speaker to investigate further or climbed to an elevated po-
sition in a tree or on a stump to scan the surroundings. Such
additional behaviors were not observed in response to
screams.

1. Maternal responses to contact calls

In the case of contact calls, females also showed clear
discrimination between calls produced by their own and
other infants. Females were more likely to orient toward the
speaker in trials involving their own infants’ calls, 13 of 14
females orienting to own infant trials compared to only 7 of
14 orienting in other infant trials �chi-square test: �1

2=6.30,
P=0.012�. They also responded significantly faster and
longer to calls produced by their own infant than to those
produced by other infants �Wilcoxon matched-pairs test: re-
sponse latency, Z=2.83, P�0.01; response duration, Z
=2.57, P�0.01�.

2. Maternal responses to distress screams

In contrast, females’ responses to distress screams pro-
vided comparatively little evidence that they discriminated
between calls produced by their own and other infants. 10 of
13 females responded with deliberate orientation to the play-
back speaker in own infant trials and 6 of 13 also oriented in
other infant trials. This difference suggests a similar ten-
dency for mothers to respond preferentially to their own in-
fants’ screams but the difference was not statistically signifi-
cant �chi-square test: �1

2=2.60, P=0.11�. Similarly, females
responded marginally faster and longer, on average, in own
than other infant trials �Fig. 3� but here again the differences
were not statistically significant �Wilcoxon matched-pairs
test: response latency, Z=1.16, P=0.12; response duration,
Z=1.36, P=0.09�.

3. Effects of social rank

Neither set of outcomes proved to be influenced by the
social rank of other infants. For contact calls, there appeared
to be some tendency for females to differentiate among other
infants. Thus, females oriented in five of seven trials involv-
ing other infants whose mother ranked higher than them in
the social hierarchy compared to only two of seven trials
involving other infants whose mother ranked lower in the
social hierarchy. However, this difference was not statisti-
cally significant �chi-square test: �1

2=2.57, P=0.11�. Further-
more, although females’ responses to all other infants were
markedly slower and shorter than they were to their own
infants, they responded faster and marginally longer, on av-
erage, in other infant trials that involved infants with mothers
of higher as opposed to lower maternal rank �latency: higher
ranking mother, mean=3.96�1.56 s SEM; lower ranking
mother, mean=7.28�1.76 s SEM; duration: higher ranking
mother, mean=2.01�0.91 s SEM; lower ranking mother,
mean=1.75�1.26 s SEM�. However, here again, the differ-
ences were not statistically significant �latency: Z=0.96, P
=0.17; duration: Z=0.82, P=0.21�.
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For distress screams, there were no similar hints of dis-
crimination among other infants according to maternal social
rank. Females oriented in an equal number of the trials in-
volving other infants of either higher or lower maternal rank
�three of seven trials in each case; chi-square test: �1

2

=0.07, P=0.80�. And their response latencies and durations
to these two classes of other infant were nearly equal �la-
tency: higher ranking mother, mean=5.34�2.09 s SEM;
lower ranking mother, mean=6.06�1.86 s SEM; duration:
higher ranking mother, mean=1.58�0.97 s SEM; lower
ranking mother, mean=0.93�0.48 s SEM� and not signifi-
cantly different �latency: Z=−0.39, P=0.35; duration: Z
=0.23, P=0.41�.

4. Recognition asymmetries

Taken together, these results suggest that females can
readily discriminate the contact calls of their own infant from
those of other infants in the group, but that they cannot do so
as clearly when it comes to distress screams. This perceptual
outcome for contact calls corroborates the results of our
acoustic analysis which indicated significant individual dif-
ferentiation in the structure of these calls and good practical
success in classifying calls to the correct infant. The percep-
tual outcome for distress screams is more difficult to recon-
cile. Acoustic analysis of these calls showed substantially
lower levels of individual differentiation and successful clas-
sification than were observed for contact calls; however, sta-
tistically significant individual differentiation and moderate
degrees of successful call classification were nevertheless
observed for screams as well.

It is, of course, possible that females in our experiment
were able to discriminate screams just as well as they did the
contact calls but simply chose not to do so. It is, after all,
notoriously difficult to definitively establish the lack of some
kind of discriminative ability based on overt behavioral re-
sponses alone. At the same time, if females could discrimi-
nate both call types equally well, why would they have cho-
sen to do so in trials involving contact calls but chosen not to
do so in trials involving screams? This kind of motivational
asymmetry is equally difficult to reconcile. Both call types
mediate situations of some urgency to infants. Indeed, if any-
thing, screams mediate contexts with more immediate dire
consequences for infants �e.g., injury and infanticide�. Fur-
thermore, females’ behavioral responses in experimental tri-
als demonstrated a clear interest in both call types. They
responded equally often in trials involving screams and their
response latencies to screams were as fast, or faster, than
they were to contact calls. Hence, the lack of clear discrimi-
nation of screams compared to contact calls is not easily
explained by an asymmetry in their motivation to respond to
the two call types.

Nor can it easily be accounted for by some kind of re-
sponse �or motivational� ceiling in our playback trials that
precluded detection of mothers’ actual discrimination of the
calls. Although females probably could not have responded
much faster in scream trials, the 10 s postplayback analysis
period certainly provided ample opportunity for them to re-
spond for longer than they did. Indeed, in contact call trials,
females responded for longer, on average, than they did in

scream trials and, in the course of these more protracted
responses to contact calls, showed their discrimination of
calls produced by their own and other infants. The same
opportunity was available for showing their ability to dis-
criminate screams.

Ultimately, it seems that despite mediating contexts of
similar need for infants and despite acoustic results indicat-
ing some individual differentiation in both call types, contact
calls and distress screams differ in their effective discrim-
inability.

IV. GENERAL DISCUSSION

A. Reconciling the recognition asymmetry

The apparent maternal asymmetry for recognizing infant
contact calls and distress screams contradicts our initial pre-
dictions based on the proposed functions of these calls. At
the same time, the asymmetry is not without precedent. The
same asymmetry was found in analogous research on closely
related rhesus monkeys �Rendall et al., 1996, 1998�. Like
baboons, rhesus also produce harmonically rich contact calls,
called “coos,” during group progressions through dense veg-
etation where visibility is limited and also when individuals
ultimately become physically separated from the group
�Hauser, 1991; Rendall et al., 1998�. These calls, like the
contact calls of baboons, are proposed to function in main-
taining contact among group members and facilitating re-
union of separated individuals. Rhesus monkeys also pro-
duce loud broad-band scream vocalizations when physically
attacked �Rowell and Hinde, 1962; Gouzoules et al., 1984�.
These calls are structurally similar to the noisy screams pro-
duced by baboons and are proposed to function similarly in
recruiting support from kin and other social allies. Previous
analyses by Rendall et al. �1998� showed that the contact
calls �coos� and distress screams produced by adult female
rhesus showed some degree of acoustic differentiation be-
tween individuals, but much greater individual distinctive-
ness in contact calls than screams. And, in playback experi-
ments analogous to those conducted here with baboons, adult
female rhesus readily differentiated contact calls produced
by close female kin from those produced by familiar but
unrelated adult females in the group, but they did not make
the same distinction for those females’ scream vocalizations
�Rendall et al., 1996, 1998; see Fig. 4�.

Once again, the recognition asymmetry could not be at-
tributed either to a motivational asymmetry or to some kind
of response ceiling that might have precluded detection of
the animals’ discrimination of screams. Furthermore,
follow-up perceptual experiments were conducted to test
how well human listeners could discriminate identity in these
two types of rhesus monkey calls �Owren and Rendall,
2003�. Like the monkeys themselves, human listeners readily
discriminated between callers’ contact calls but fared much
worse when the discrimination involved their screams. Simi-
lar results have been reported recently by Fugate et al.
�2008� based on short bouts of screams.

Taken together, this corpus of work involving two
closely related primate species is consistent in showing some
greater capacity for discriminating individual identity from
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species’ contact calls compared to distress screams. It is im-
portant to emphasize that this conclusion does not necessar-
ily mean that scream vocalizations are not individually dis-
tinctive, or recognizable, at any level, and hence that they
cannot serve to recruit support as originally proposed. Our
acoustic analyses and playback experiments, for both ba-
boons and rhesus monkeys, focused on single vocalizations,
and, in many situations, contact calls and distress screams
are produced in more protracted bouts. It is, therefore, pos-
sible that some additional cues to identity might be carried in
the organization of these more protracted bouts of calling
�see Cheney and Seyfarth, 1980, 1999; Seyfarth and Cheney,
1984; Gouzoules et al., 1986; Fugate et al., 2008�.

Therefore, an important caveat on the recognition asym-
metry reported here, and in previous work on rhesus mon-
keys, is that it might apply only to single vocalizations of
each type. However, that point is potentially also extremely
informative. The fact that single screams are not so readily
identifiable whereas single contact calls are �as are single
calls of other types in these same species; Cheney and Sey-
farth, 1997; Owren et al., 1997; Rendall et al., 1999; Fischer
et al., 2002� strongly suggests that some other factor might
be influencing the design of screams in ways that limit or
constrain salient individual differentiation at this level.

B. Alternative functions of distress screams

Previously, Owren and Rendall �1997, 2001� and Ren-
dall and Owren �2002� suggested that victims of attack might
attempt to deter aggression directly by themselves in addi-
tion to indirectly by recruiting aid from allies. They argued
that, on strictly functional grounds, it would certainly be
more expeditious if victims could end attacks promptly
themselves rather than having to wait for help from others to
arrive. By definition, though, victims’ capacity to resist or
repel their opponents physically might be relatively limited,
which is, after all, why they are the victims rather than the
aggressors to begin with. Nevertheless, they might not be
entirely impotent if they can make themselves unappealing

targets of continued attack. Owren and Rendall �1997, 2001�
thus proposed that the loud noisy screams produced by vic-
tims of attack might be designed in part to inhibit or attenu-
ate aggression through the calls’ aversive effects on oppo-
nents.

This kind of repellent function for scream-type vocaliza-
tions has seldom been explicitly considered for primates.
However, it is an acknowledged function for vocal signals in
a variety of nonprimate taxa. For example, various frogs,
birds, and mammals are known to produce loud distress calls
when captured by a predator. These calls are variously la-
beled “fear,” “distress,” “desperation,” or “death” screams
and they are thought to function as a last-ditch attempt to
startle or repel the predator sufficiently that it hesitates for an
instant, or releases its grip marginally, or even accidentally
drops its victim, allowing some opportunity for escape
�Driver and Humphries, 1969; Kruuk, 1972; Schaller, 1972;
Conover and Perito, 1981; Gochfeld, 1981; Conover, 1994;
Wise et al., 1999�. Although their detailed form can vary,
they are commonly described as “sudden,” “powerful,”
“high-intensity,” and “piercing” calls �see Fig. 5 for several
examples�.

Owren and Rendall �1997, 2001� noted that primates’
distress screams share these qualities as similarly powerful
high-intensity signals �often the loudest calls in the vocal
repertoire� with sudden �i.e., abrupt� call onsets and often
chaotic �noisy� spectral structures, which give them a jarring,
plosive, and grating quality commensurate with a similar
kind of repellent function. In fact, comparative research in-
dicates that these characteristics of screams are among those
that best induce the acoustic startle reflex when experienced
at close range �Davis, 1984; Eaton, 1984�. This reflex has
been demonstrated in a wide range of animal taxa �including
monkeys and apes� and is thought to occur in every hearing
species. It includes a cascade of behavioral and physiological

FIG. 4. Results of playback trials conducted previously on rhesus monkeys
testing the ability of adult females to discriminate between the contact calls
and distress screams of an adult female relative and a familiar but unrelated
adult female in the group. The data plotted represent the mean �+SEM�
latency and duration of orienting responses by adult females in the different
experimental conditions. Females responded significantly faster and longer
to the calls of their adult female relatives than they did to the calls of
unrelated group females in the case of contact calls � **P�0.01� but not
screams �NS, P�0.05�. See Rendall et al. �1998� for details of test statis-
tics. Figure redrawn from Rendall et al. �1998�.

FIG. 5. Cross-species comparison of distress screams produced singly or in
shout bouts of concatenated calls. Note the shared features of abrupt call
onset and an extremely broad-band noisy spectral structure. The different
species and contexts of call production are �a� a frog confronted by a preda-
tor, �b� a rabbit siezed by the mouth and then encircled by a constrictor
snake, �c� a least weasel captured in the hand by the author �DR�, and �d�–�f�
infant baboons aggressively attacked by peers or adults.
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changes in listeners that involve the immediate cessation of
ongoing activity and abrupt shifts in attention toward, and in
movement away from, the stimulus; a host of reflexive auto-
nomic changes, including heart rate and blood pressure
changes, increased muscle tonus and stimulation of brain-
stem circuits that control overall brain activity and glucose
metabolism �Davis, 1984; Eaton, 1984�. Together, these
changes represent a broad systemic reaction readying the lis-
tener for a “fight-or-flight” response. Inducing such effects,
or anything even approximating them, could be quite aver-
sive or repellent to listeners and thus highly functional to
signalers in deterring aggression.

Even if primate distress screams have not been selected
specifically to induce the startle reflex per se, the reflex con-
firms the degree to which signals can contact and influence
listener nervous systems and automatic response processes at
foundational levels, thereby potentially returning a degree of
freedom to signalers in aggressive contexts where they might
otherwise be relatively impotent.

Indeed, functional effects like these might not be un-
common as demonstrated by the widespread pattern of loud
crying and screaming by young infants of many species, in-
cluding humans and many nonhuman primates, when denied
nursing access or other physical comforts or when otherwise
subdued or frustrated in their goals �e.g., Grimm, 1967;
Ostwald, 1972; Lester and Boukydis, 1985; Todt, 1988;
Owren et al., 1992; Hammerschmidt et al., 1994; Appleby
et al., 1999; Patel and Owren, 2007�. In these situations,
young individuals who are otherwise impotent to exert their
will on others resort to loud vocal protests. The acoustic
structures of these protests are quite consistent across taxa
and involve rapidly varying combinations of loud noisy
screams and piercing high-frequency tonal cries, with dra-
matic amplitude and frequency modulations �Owren and
Rendall, 2001; Owings and Zeifman, 2004�. Everyday expe-
rience and systematic perceptual studies on humans confirm
that such screaming is extremely grating and aversive to lis-
teners and very effective in catalyzing responses from them
�Zeskind and Lester, 1978; Lester and Boukydis, 1985;
Bradley and Lang, 2000; Owings and Zeifman 2004; Patel
and Owren, 2007�.

There are few perceptual tests on nonhuman primates
that directly test how aversive such scream-type vocaliza-
tions might be to them. Nevertheless, the broad structural
similarity of scream-type vocalizations between humans and
nonhuman primates and the fundamental similarity in the
auditory systems and hearing abilities of the two groups
�Hienz and Brady, 1988; Sommers et al., 1992; Fichtel et al.,
2001; Fitch and Fritz, 2006; reviewed in Ghazanfar, 2002;
Heffner, 2004� together suggest that scream-type calls could
be as aversive to nonhuman primates as they are to human
listeners.

This proposed additional repellent function of screams
thus has considerable intuitive appeal and is consistent with a
variety of comparative acoustic and perceptual research. It
also helps to make sense of the otherwise puzzling fact that
similarly structured scream-type vocalizations occur during
aggressive conflicts in a wide range of other primate and
nonprimate species whose social behavior seldom involves

recruiting agonistic aid from others �Owings and Morton,
1998�. In fact, such screams are produced in aggressive con-
flicts that occur in otherwise solitary species where there is
not even the potential for recruiting such support �e.g., pri-
mates: Aye-aye, Stanger and Macedonia, 1994; orangutan,
Marler and Tenaza, 1977; rodents: Haney and Miczek, 1993;
shrews: Andrew, 1963�. Hence, inhibiting attackers might
well represent the original ancestral function of screams that
has been elaborated subsequently to include recruiting ago-
nistic support in social species where that potential exists.

The additional repellent function of screams compared
to contact calls might also help to account for the observed
recognition asymmetry in the two call types if the design
requirements associated with one function for screams influ-
ence or constrain the design requirements of the other. Such
signal-design tradeoffs in the face of competing signal func-
tions are certainly well known from other species and from
multiple signaling modalities, particularly in contexts where
the signals involved can have multiple potential audiences
�e.g., Cade, 1975; Tuttle and Ryan, 1981; Endler, 1988�. In
the case of distress screams then, it is possible that the noisy
spectral structure of these calls makes them functionally
aversive to opponents close at hand specifically because of
their unpatterned quality, and this in turn precludes, by defi-
nition, any consistent patterning associated with carrying re-
liable identity cues to distant recruits. This possibility re-
mains speculative, but it is an important signal-design issue
to resolve. If there is not some additional function like this at
work for screams, and vocalizing when attacked is therefore
only an attempt to recruit support from distant others by
conveying to them clear cues to caller identity, then why, in
fact, do infants �and adults� actually scream in these circum-
stances? Why do they not instead produce other calls which
are demonstrably more individually distinctive and recog-
nized by others? For example, contact calls.

Ultimately, then, we tentatively suggest that individual
contact calls and distress screams differ in their effective
discriminability because they vary in the range of functions
they have been selectively designed for. Agonistic screams
may serve a repellent function in addition to a recruitment
function, and the balance of these functional requirements
appears to emphasize aversiveness at the level of individual
scream calls and identity cueing potentially in features that
emerge from the organization of more protracted sequences
of calling. Contact calls appear not to be similarly con-
strained; hence, their structure is comparatively freed to pro-
mote individual differentiation and recognition of single vo-
calizations.
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Noise can interfere with acoustic communication by masking signals that contain biologically
important information. Communication theory recognizes several ways a sender can modify its
acoustic signal to compensate for noise, including increasing the source level of a signal, its
repetition, its duration, shifting frequency outside that of the noise band, or shifting the timing of
signal emission outside of noise periods. The extent to which animals would be expected to use
these compensation mechanisms depends on the benefit of successful communication, risk of
failure, and the cost of compensation. Here we study whether a coastal marine mammal, the
manatee, can modify vocalizations as a function of behavioral context and ambient noise level. To
investigate whether and how manatees modify their vocalizations, natural vocalization usage and
structure were examined in terms of vocalization rate, duration, frequency, and source level.
Vocalizations were classified into two call types, chirps and squeaks, which were analyzed
independently. In conditions of elevated noise levels, call rates decreased during feeding and social
behaviors, and the duration of each call type was differently influenced by the presence of calves.
These results suggest that ambient noise levels do have a detectable effect on manatee
communication and that manatees modify their vocalizations as a function of noise in specific
behavioral contexts. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3068455�

PACS number�s�: 43.80.Nd �WWA� Pages: 1806–1815

I. INTRODUCTION

Environmental noise has the potential to interfere with
acoustic communication by masking signals containing bio-
logically important information. Communication theory rec-
ognizes several ways a sender can modify its acoustic signal
to compensate for noise. These include increasing the source
level of a signal �Brumm, 2004; Scheifele et al., 2005�, its
repetition �Penna et al., 2005�, its duration �Foote et al.,
2004; Miller et al., 2000�, shifting frequency outside of the
noise band �Lesage et al., 1999; Brumm and Slabbekoorn,
2005; Parks et al., 2007�, and altering the timing of signals to
correspond with periods of less noise �Brumm and Slabbek-
oorn, 2005; Sun and Narins, 2005; Parks et al., 2007; Sousa-
Lima and Clark, 2008�. All of these phenomena have been
demonstrated in birds exposed to noise from natural sources
�Lengagne et al., 1999; Slabbekoorn and Peet, 2003;
Brumm, 2004; Brumm and Slater, 2006� and to marine mam-
mals exposed to anthropogenic noise �Lesage et al., 1999;
Miller et al., 2000; Parks, 2003; Foote et al., 2004; Scheifele
et al., 2005; Parks et al., 2007�.

The effective range of acoustic communication �or
acoustic active space� in the marine environment depends on
the acoustic propagation loss characteristics of the area, the
frequency and amplitude of the vocalizations being emitted,
the hearing sensitivity of the animal, and the ambient noise.

The importance of maintaining contact, and the required
range of communication, depends on behavioral context. For
example, it may be critical for a mother to maintain contact
with her young, but this may be over a relatively short range
if mother and young do not separate far. Members of a loose
group of adults might separate over greater distances, but
missed reunion cues may be less costly compared to interac-
tions between mothers and calves.

The effective range of vocalizations may also be af-
fected by environmental noise level. If the frequency of a
vocalization overlaps with that of noise, this may mask sig-
nificant signal information within the call, consequently in-
terfering with communication. However, compensation
mechanisms used to reduce the effect of noise likely involve
a cost. Calls with a high probability of detection may be
intercepted by predators, although this is not a significant
cost to manatees because they have no natural nonhuman
predators. Increased harassment of females by roving males
may be another potential cost resulting from high call rates
between mothers and calves �Hartman, 1979; Bengston,
1981; O’Shea and Hartley, 1995; Sousa-Lima et al., 2008�.
Louder and longer calls take more energy to produce, and if
producing a call out of the normal frequency band is less
efficient for the sound production apparatus, this may take
more energy as well �Ryan, 1986�. This balance of cost and
benefit suggests that animals are likely to modulate signaling
behavior to maintain effective communication out to the
likely range of expected receivers, but that they may nota�Electronic mail: jlm91@psu.edu
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always signal to achieve the maximum possible range. The
extent to which animals engage costly mechanisms to com-
pensate for noise may also depend on the cost of failing to
communicate �e.g., when a mother and dependent young are
separated�. Thus signaling behavior including compensation
for noise should depend on the behavioral context, the cost
of failure to communicate, and the distribution of receivers.

Vocalizations are assumed to form the basis of most long
range communication in marine mammals, as sound has the
potential to travel rapidly over long distances in water, pro-
viding a reliable medium for manatees to communicate be-
yond visual range in murky coastal or riverine waters
�Sousa-Lima et al., 2002�. The impact of noise may become
even more crucial for manatee acoustic communication dur-
ing the summer months when vision is reduced due to high
turbidity. Previous studies describing West Indian manatee
�Trichechus manatus� vocalizations allude to the presence of
two different vocalization types: tonal harmonic calls and
broader-band, less tonal calls �Schevill and Watkins, 1965;
Bengtson and Fitzgerald, 1985; Nowacek et al., 2003; Sousa-
Lima et al., 2008�. However, this differentiation has not been
quantified, and authors either analyzed only one call type or
combined all call types in their rate and source level analy-
ses. The present study quantitatively classified the vocaliza-
tions into two separate categories based on call structure.
Analyses of usage were then performed separately for each
call type. The identification of two acoustically distinct cat-
egories of manatee vocalizations may provide some insight
into their function. The presence of individually stereotyped
vocalizations in the repertoire of captive Amazonian and An-
tillean manatees provides evidence in support of the idea that
manatee vocalizations function to establish and maintain
contact between individuals �Sousa-Lima et al., 2002, 2008�.

The goal of this paper is to study how manatees vary
their vocal output to compensate for noise in different kinds
of social groups and in different behavioral contexts. This
species inhabits the shallow coastal waters near Sarasota, FL
year round, although greatest numbers are observed in the
nonwinter months when the water is most turbid. The grass-
bed habitats and shallow dredged basins that manatees utilize
are environments where low frequency sound does not
propagate as far as in the deep ocean �Miksis-Olds and
Miller, 2006; Urick, 1983�. The frequencies that propagate
best are between 1 and 2 kHz �Miksis-Olds and Miller,
2006�, a band which coincides with the dominant frequencies
of manatee vocalizations �Nowacek et al., 2003�. Thousands
of boats cause considerable variation in noise levels, which
vary systematically on an hourly basis during the day and on
a weekly basis including weekends and weekdays. Miksis-
Olds et al. �2007� demonstrated that this variation affects
how manatees utilize specific habitats. Here we study
whether manatees alter their vocalizations based on ambient
noise levels, and whether they show context dependent com-
pensation for noise in their extremely shallow coastal envi-
ronment.

II. METHODS

A. Acoustic recordings

Vocalizations and ambient noise were recorded continu-
ously throughout all group sightings and individual focal fol-
lows from a towed hydrophone system. The observation ves-
sel maintained a 25–50 m distance to the individual or group
of animals being recorded. The recording system contained
an HTI-99-HF hydrophone with built-in preamplifier. This
hydrophone had an operational frequency range of
2–125 000 Hz and a sensitivity of �178 dB re 1 mV/Pa. The
hydrophone was calibrated prior to and following each field
season via comparison to a reference transducer. The analog
signal was transferred to a Dell Inspiron 8110 laptop com-
puter via a National Instruments PCMCIA DAQ Card-6062E
with 12 bit resolution. The input range of the analog-to-
digital converter �ADC� was set to �1 V for all recordings.
The 12 bit data were then converted and stored at 16 bit
resolution using the CHICKADEE multichannel recorder ver-
sion 1.9b software program. The system noise was domi-
nated by discretization noise �Oppenheim et al., 1999� and
was well below the minimum detectable signal. Only vocal-
izations emitted at times when the trolling motor on the ob-
servation vessel was off were used in analyses. This was
done in order to eliminate any potential response of the ani-
mals to the sound of the motor that was used to follow them
during observation periods. Vocalization analysis was not de-
signed to account for potential vocalization responses to
transitions of the trolling motor being turned on and off dur-
ing the focal follow.

Broadband recordings of ambient noise were made at
the beginning and end of each sighting and/or follow when
all motors were off and the boat was drifting. The sampling
rate was 200 kHz. Noise levels were calculated in three 1/3
octave bands with center frequencies of 500 Hz, 4 kHz, and
32 kHz. System noise of the recording system was below all
ambient noise levels at all 1/3 octave bands. Three 1/3 octave
band categories were selected to represent low, mid, and high
frequency noises �LFN, MFN, and HFN, respectively� in
manatee habitats. From the perspective of the manatee, the
noise categories were designed to correspond to specific en-
vironmental signals and hearing capabilities. The LFN band
�500 Hz� was selected to match the dominant frequencies of
watercraft and other human activities that have the potential
to cause bodily injury and mask vocalizations. MFN �4 kHz�
directly overlapped with the dominant frequency of manatee
vocalizations and had a high potential for masking. Finally
the HFN band �32 kHz� was reported to be outside the most
sensitive areas of hearing for manatees �Ketten et al., 1992;
Gerstein et al., 1999�. A detailed description of the noise
components and spectral content of manatee habitats in Sa-
rasota Bay can be found in Miksis-Olds et al. �2007�.

B. Behavioral states

Manatees were observed to engage in five behavioral
states throughout the study: social, mill, travel, rest, and
feed. Social behaviors were defined as the direct interaction
between one or more manatees and include mating, herding,
and playing. Milling behavior was characterized by undi-
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rected movement, and traveling was characterized by di-
rected movement. Resting behavior was identified by re-
peated surfacing in the same location in the absence of
feeding. Feeding was identified by the observation of food
ingestion evident by grass in mouth or cropped grasses float-
ing in the vicinity.

Analysis of vocalizations included only those produced
when an entire group of manatees under observation was
engaged in the same behavior or only a single animal was
being observed. This is consistent with the methodology of
Bengtson and Fitzgerald �1985�. An additional criterion for
inclusion in the behavior analysis was that the recording
lasted a minimum of 20 min. Ten of the 99 recordings were
shorter than 20 min and were eliminated from analysis. The
20 min time period was selected because it was the minimum
amount of time needed to approach a group and accurately
determine behavioral state, number of animals, and calf pres-
ence. Estimating the number of manatees and behavior clas-
sification are both potential sources of error in the analyses.
The number and behavior of manatees may have been mis-
identified in turbid waters although the number of animals
obtained from the observation vessel compared well with
simultaneous aerial survey counts from a low flying aircraft.
No discrepancies occurred for groups of five animals or
fewer. In 13 comparisons, the maximum difference between
the aerial survey and on-water counts was two animals for
groups with a minimum of six individuals and ranging from
6 to 20 total animals. The on-water counts underestimated
the number of manatees present in all comparisons. Another
possible source of error was that animals nearby or ap-
proaching the observed group could have introduced vocal-
izations while in a different behavioral state.

C. Vocalization rate

The number of vocalizations used from each recording
was determined according to the following protocol. The
protocol was implemented to account for the context depen-
dent usage of vocalizations during different behavioral states.
Recordings made when animals were continuously observed
engaging in the same behavior were divided into 20 min time
periods; a 2 h recording made while animals were resting
would contain six nonoverlapping time periods. The 20 min
block selected to initiate the vocalization rate analysis for
each behavioral state was randomly identified to prevent bias
of rate changes associated with behavioral transitions �such
as always starting at the beginning of an observed behavior�.
Vocalizations continued to be identified in 20 min time peri-
ods within the same behavioral state until a total of 200
vocalizations were reached, the behavioral state changed, or
the recording ended. Because of the great number of vocal-
izations produced during social interactions, a separate crite-
rion was applied to this state. For social behaviors only, if
more than 200 vocalizations were obtained within the first
randomly selected 20 min time period, no further vocaliza-
tions were identified from that behavioral state on a single
recording. Vocalization rates were calculated in 20 min
blocks and were presented as the number of vocalizations per
manatee per 5 min period to maintain consistency with pre-

vious studies �Bengtson and Fitzgerald, 1985; Phillips et al.,
2004�. Mean vocalization rate was calculated from multiple
20 min time periods within the same behavioral state from
the same recording and averaged to produce a single rate
value per manatee for each behavioral state within the re-
cording; hence the recording was the unit of analysis.

D. Vocalization structure

Vocalizations included in the analysis of vocalization
structure were subjected to the same selection criteria as
those for the vocalization rate analysis. Subsets of these vo-
calizations were selected for structure analysis based on the
following additional criteria: �1� a clear start and end to the
vocalization was identified, �2� there were no overlapping
signals, and �3� the received level �rms� was a minimum of 3
dB above the noise level over the same bandwidth. Param-
eters measured were number of inflection points, duration,
minimum frequency, maximum frequency, frequency range,
and frequency of peak energy. All parameters were measured
by hand from a 512 point Fast Fourier Transform �FFT�
spectrogram. Absolute level of the signal was not used as
part of the structure analysis.

E. Source level

Vocalizations included in the source level analysis were
subjected to the same selection criteria as those for the vo-
calization rate analysis. A subset of these vocalizations was
selected for source level analysis based on the following ad-

TABLE I. Kolmogorov–Smirnov normality test statistics.

Category Covariate parameter D value p value

Average rate 0.092 �0.15
LFN 0.074 �0.15
MFN 0.104 0.06
HFN 0.091 �0.15

Group size 0.120 �0.01

Chirp Average source level 0.110 0.08
Average duration 0.089 �0.15

Average freq. range 0.090 �0.15
Average min. freq. 0.095 �0.15
Average max. freq. 0.110 0.06
Average peak freq. 0.080 �0.15

LFN 0.080 �0.15
MFN 0.100 0.1
HFN 0.110 0.06

Group size 0.130 0.01

Squeak Average source level 0.110 0.13
Average duration 0.120 0.1

Average freq. range 0.093 �0.15
Average min. freq. 0.094 �0.15
Average max. freq. 0.120 0.06
Average peak freq. 0.090 �0.15

LFN 0.110 �0.15
MFN 0.120 0.1
HFN 0.070 �0.15

Group size 0.150 �0.01
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ditional criteria: �1� distance from a single animal or compact
group of animals to the hydrophone was specified, �2� no
other animals were observed within 500 m, �3� a clear start
and end to the vocalization was identified, and �4� there were
no overlapping signals. Laser range finding binoculars were
used to obtain the distance to the most likely vocalizing ani-
mal during surfacings. A compact group was defined as a
group of animals �mother-calf pair, social group, etc.� within
a 5 m radius which translated into a 5 m error in source level
calculations. A 500 m distance was selected for criterion 2,
as sound energy from vocalizing animals beyond 500 m
would not be audible above the background noise �Miksis-
Olds and Miller, 2006; Miksis-Olds et al., 2007�.

A fifth order Butterworth band pass filter was con-
structed and applied to each vocalization over the band of
minimum and maximum signal frequencies selected by hand.
A rms received level was then calculated over the duration of
the vocalization. Final source level calculations were ob-
tained by adding a transmission loss component which was
specific to each animal distance and geographical site. Aver-
age transmission loss values generated from the Monterey–
Miami parabolic equation model �Smith, 2001� within each
manatee habitat were obtained from Miksis-Olds and Miller
�2006�.

F. Statistical analysis

Kolmogorov–Smirnov normality tests were performed
for all vocal response parameters �rate, source level, fre-
quency range, minimum frequency, maximum frequency,
and peak frequency of the dominant harmonic� and continu-
ous covariates �group size, LFN, MFN, and HFN� �Table I�.
Group size was the only parameter shown not to be normally
distributed. As a result, group size was converted to a cat-
egorical variable with five categories: �1� single animal, �2�
pair of animals, �3� three to four animals, �4� five to six
animals, and �5� seven or more animals.

A mixed model analysis of covariance �ANCOVA� was
run to determine if noise level had an effect on vocal param-
eters. The unit of analysis was the recording. Manatees are
not reported to be territorial, so recordings of vocalizations
made at the same site on different days were highly unlikely
to be from the same individuals. This was confirmed by pho-
tographs taken of each animal and compared to known ani-
mals in the Manatee Individual Photoidentification System
�MIPS� maintained by the State of Florida. One recording
per day was made at a site, and subsequent recordings on the
same day were geographically separated by a minimum of 1
km. Photoidentification was used to ensure that the same
manatee was not recorded more than once on the same day.
The probability of repeated recording of the same individual

TABLE II. Effects tested in initial mixed model ANCOVA.

Effect Variable Categories

Behavior �main effect� Categorical Social, mill, feed, rest
Calf presence �main effect� Categorical Present, absent
Group size �main effect� Categorical A=1, B=2,

C=3–4, D=5–6,
E=7 or more

LFN �main effect� Continuous
MFN �main effect� Continuous
HFN �main effect� Continuous
Behavior�calf presence
Behavior�group size
Calf presence�group size
Behavior�LFN
Behavior�MFN
Behavior�HFN
Calf presence�LFN
Calf presence�MFN
Calf presence�HFN
Group size�LFN
Group size�MFN
Group size�HFN
Calf presence�behavior�group size
Calf presence�behavior�LFN
Calf presence�behavior�MFN
Calf presence�behavior�HFN
Calf presence�group size�LFN
Calf presence�group size�MFN
Calf presence�group size�HFN
Behavior�group size�LFN
Behavior�group size�MFN
Behavior�group size�HFN

J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009 J. L. Miksis-Olds and P. L. Tyack: Manatee vocalizations and noise 1809



was thus assumed to be low. Over the course of the 2 year
study, only six animals were observed to be recorded more
than once. One manatee was the focal animal in two follows,
and five manatees were observed in different sightings on
different days over the course of 1 year.

A separate model was run for each call parameter in the
two call categories and included three categorical factors �be-
havior, calf presence, and group size� and three covariates
�LFN, MFN, and HFN� �Table II� �Littell et al., 2006�. The
initial mixed model included 6 main effects, 12 two-factor
interactions, and 10 three-factor interactions �Table II�. Inter-
actions between noise levels at different frequencies were not
the focus of this study, so only one noise variable was in-
cluded in each model interaction. The data set did not sup-
port four-factor interactions due to the low sample size in
each statistical cell. The initial mixed model was then refined
by a three-step elimination of nonsignificant factors �p
�0.60 for three-factor interactions and p�0.80 for two-
factor interactions�. Interactions exceeding the designated
significance thresholds were removed prior to the next mixed
model run. Eliminations occurred three times, and the mod-
els were run four times to identify the final significant inter-
actions.

Pairwise comparisons across states �feeding vs milling
or calf absent vs calf present� within a category of significant
interactions were made using least squares means with a
Tukey–Kramer adjustment �Littell et al., 2006�. In the least
squares means comparisons, noise levels within each fre-
quency category were tested at low noise levels �lower quar-
tile�, average noise levels �middle quartiles�, and high noise
levels �upper quartile� �Table III�. Significant relationships
within a categorical state and involving a continuous covari-
ate interaction were identified with linear regression.

III. RESULTS

Over the course of the study, 103 h of vocalization re-
cordings were obtained during 128 sightings, and 50 focal

follows. Of the total recordings, 62.5 h met all the analysis
criteria and were reviewed in detail. These were the hours
when the manatees were observed either as a single animal
or all animals within the observation group were engaged in
the same behavior. The number of usable hours in each be-
havioral category, as well as the number of vocalizations
identified, is outlined in Table IV.

A preliminary analysis was conducted to determine
whether manatee vocalizations can be classified into two dis-
tinct vocalization types. The main classification parameter
was the number of inflection points. Calls containing one or
more inflection points were designated chirps �Fig. 1�. Calls
with no inflection points were defined as squeaks �Fig. 1�. A
classification and regression tree was not needed, as the vo-
calization categories were split cleanly from the root based
on one parameter, which accounted for 100% of the variabil-
ity. Chirps tended to have a clear tonal sound to them,
whereas squeaks sounded raspy. Additionally, five traditional
acoustic parameters were measured for each vocalization:
duration, frequency range, minimum frequency, maximum
frequency, and frequency of peak energy. A series of Bonfer-
roni corrected t-tests showed that chirps and squeaks differed
acoustically based on the five parameters measured �Table
V�. Chirps were longer in duration, had a broader frequency
range, and were higher in frequency compared to the more
raspy sounding squeaks. Based on these findings, chirps and
squeaks were analyzed separately for patterns associated
with behavior, calf presence, group size, and ambient noise.
The classification in this study supports the verbal descrip-
tions of different calls made previously by Schevill and Wat-
kins �1965�, Bengtson and Fitzgerald �1985�, and Nowacek
et al. �2003� where vocalizations were described as either as
tonal harmonic calls or broader-band, less tonal, nonhar-
monically related calls that sounded squeaky or raspy. Sousa-
Lima et al. �2008� also identified the two vocalization types
and presented the idea of a graded repertoire between the two
call types. However, the study of Sousa-Lima et al. �2008�

TABLE III. Noise levels for each behavior category in decibels re 1 �Pa. Min is the minimum level recorded during the designated behavior. Max is the
maximum level recorded during the designated behavior. Average is the noise level over the range of the Q2 and Q3 quartiles.

Feed Mill Rest Social

Min Average Max Min Average Max Min Average Max Min Average Max

LFN 47 56–68 80 38 51–59 67 38 47–53 67 47 51–65 70
MFN 45 52–66 79 43 48–56 65 40 48–52 64 46 49–58 68
HFM 46 54–66 80 45 53–64 65 45 54–58 66 44 53–59 68

TABLE IV. Behavior category breakdown of hours and identified vocalizations.

Behavior
Behavior
�h�

Usable
�h� Total vocalizations Trolling motor off Trolling motor on

Social 20 14.5 3083 2668 415
Mill 10.5 10 677 580 97
Rest 23 18 935 887 48
Feed 23.5 20 1326 1083 243
Total 77 62.5 6021 5218 803
% of total �86.7� �13.3�
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did not measure inflection points as one of the vocalization
parameters, which was the primary categorization parameter
in this study.

The range of source levels obtained in this study �105–
150 dB rms re 1 �Pa at 1 m� overlapped with the range of
source levels previously reported �90–138 dB rms re 1 �Pa
at 1 m� �Nowacek et al., 2003; Phillips et al., 2004�. Average

source level for chirps was 122�6.5 dB rms re 1 �Pa at 1
m. Average squeak source level was 120�6.8 dB rms re
1 �Pa at 1 m. These average source levels were greater than
the means of 100 and 112 dB re 1 �Pa at 1 m previously
reported �Nowacek et al., 2003; Phillips et al., 2004�. This
difference could result from the selection in this study for
source level calculations of vocalizations that exceeded the 3
dB threshold criteria. Quieter vocalizations tended to have
less sharp onset and offset, were more likely to be masked by
background noise, and were therefore more likely to be
eliminated from further analysis. Source levels reported here
therefore reflect a sample that was biased to represent rela-
tively high signal-to-noise levels for manatee vocalizations,
which is likely also biased for high source levels.

Alternative explanations as to why this study obtained
greater source levels include �1� that vocalizations emitted
during the summer season in very turbid waters may be
louder than those emitted in less turbid waters or during the
winter season and �2� that there was a systematic error in the

FIG. 1. �Color online� Spectrogram of manatee vocalization exemplars: �a� chirp, �b� chirp, �c� squeak, and �d� squeak. Spectrograms are plotted on a relative
decibel scale. Black stars indicate inflection points.

TABLE V. Summary table of the average parameter values for chirps and
squeaks. The reported p-value should be compared with a Bonferroni ad-
justed alpha value of 0.01 for all parameters.

Chirps Squeaks t stat p-value

Sample size �n� 1168 375
Duration �ms� 221.8 �93� 198.4 �69� 4.47 �0.001
Freq range �Hz� 15,033 �3915� 12,776 �4614� 9.28 �0.001
Min freq �Hz� 1,804 �704� 1,358 �868� 9.7 �0.001
Max freq �Hz� 18,026 �3953� 14,135 �4647� 11.02 �0.001
Peak freq �Hz� 5,097 �2721� 3,341 �1884� 11.63 �0.001
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transmission loss estimation when calculating source level.
Source levels of Florida manatees reported by Nowacek et
al. �2003� were obtained from a spring in Crystal River, FL,
and those levels reported by Phillips et al. �2004� were ob-
tained during the late winter/early spring season in Homo-
sassa Springs Wildlife State Park. Environmental conditions
associated with the turbid summer conditions in Sarasota
may induce louder vocalizations in order to compensate for
decreased visual range. Systematic error in the transmission
loss estimates for calculating source level was unlikely, as
there was no relationship between source level and range to
the vocalizing animals �p=0.29� �Fig. 2�.

A. Vocalization rate

Average vocalization rates �including chirps and
squeaks� ranged from 1.04 to 4.39 vocalizations/manatee/5
min period. These values correspond well to the rates of
0.25–4.75 and 1–2 vocalization/manatee/5 min period previ-
ously reported by Bengtson and Fitzgerald �1985� and Phil-
lips et al. �2004�, respectively. A mixed model ANCOVA
tested the hypothesis that all fixed effects regression slopes
were equal to zero �H0 :B1=B2=B3=Bn=0�. Model results
showed significant interactions between behavior and both
LFN and MFN, indicating that the slopes were not all equal
to zero �Table VI�. Pairwise comparisons indicated that rates
under average noise conditions in the LFN band were lower
during feeding than resting and lower during resting than
socializing �Table VI�. Rates solely within the social behav-
ior state also decreased with increasing LFN level �Table
VI�. Patterns seen for rates in association with MFN were
similar. Resting vocal rates were lower than social vocal
rates under average noise levels, whereas feeding rates were
lower than social rates under high MFN levels. Rates solely
within the feeding behavioral state decreased with increasing
MFN levels �Table VI�.

B. Chirp usage

A mixed model ANCOVA was run on the chirp vocal-
ization parameters of source level, duration, frequency range,

minimum frequency, maximum frequency, and peak fre-
quency of the dominant harmonic. Table VI shows all the
significant fixed effects and pairwise comparisons of signifi-
cant interactions. In summary, manatees did not show modi-
fication of chirp source level, frequency range, minimum fre-
quency, or maximum frequency in relation to behavioral
context, group composition, or noise level. Chirp call dura-
tions were altered based on calf presence and noise level.
Chirps had longer durations when calves were present under
conditions of low and average LFN levels. Chirps were also
longer when calves were present under conditions of average
and high MFN levels. The peak frequency of the dominant
harmonic of chirp vocalizations was context dependent.
There was a significant interaction between group size and
behavior. Multiple comparisons revealed that the peak fre-
quency of chirps for manatees resting in groups equal to or
greater than five animals was higher than equivalent groups
of socializing manatees. A significant interaction between
calf presence and MFN was also observed in relation to peak
frequency. Under low MFN levels, chirps had lower peak
frequencies when calves were present compared to when
they were absent. Interestingly, when calves were absent,
peak frequencies decreased with increasing MFN levels.

C. Squeak usage

A mixed model ANCOVA was used to investigate the
effect of noise on squeak vocalization parameters. Table VI
shows all the significant fixed effects and pairwise compari-
sons of significant interactions. In summary, modification of
squeaks was not observed in relation to noise level, group
composition, or behavioral context for any frequency param-
eter. Squeak source levels were modified as a function of
HFN and behavioral state. Under conditions of low HFN
levels, squeaks emitted during feeding were louder than dur-
ing milling. The opposite was true under high levels of HFN.
In high levels of HFN, squeaks emitted during milling were
louder than during feeding. Durations of squeaks were
shorter under high levels of LFN when calves were present.
This was opposite of the trend observed for chirp durations.
Lastly, squeak durations increased with increased in LFN
when no calves were present.

IV. DISCUSSION

Whether most marine mammals can adjust the frequen-
cies, duration, rate, and source levels of their various call
types to increase communication range in the presence of
noise has not been extensively studied �Richardson et al.,
1995�. This study investigated whether manatees modify vo-
cal parameters to compensate for environmental noise. It was
discovered that manatees exhibited a number of vocal com-
pensation techniques and that the vocal parameters modified
were context dependent. Compensation techniques observed
in response to LFN levels included a decrease in vocalization
rate which was dependent on behavioral state, an increase in
chirp durations when calves were present, and increased
squeak durations as noise level increased when calves were
absent. Similarly, behavior-dependent decreases in vocaliza-
tion rate and increases in chirp durations with calf presence

FIG. 2. �Color online� Source level plotted as a function of range for all
vocalizations. The low r2 value and p-value of 0.29 indicate no significant
relationship.
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were observed in response to MFN. Peak frequency of chirp
vocalizations decreased with increasing MFN, and peak fre-
quencies were higher when calves were absent and MFN was
low. Vocal responses to HFN included a source level pattern
shift.

Further discussion places the observed patterns of mana-
tee vocal compensation in a broader framework of costs and
benefits relating to effective communication under conditions
of different group composition and behavioral contexts. Vo-
calization effort is the term used here to represent the physi-
cal cost of acoustic communication. Vocalization effort refers
to the energy expenditure of producing a call and is a func-

tion of source level, vocalization rate, signal duration, and/or
vocalization frequency. Vocalization effort is increased by
increasing call amplitude, rate, and duration. Shifting to
higher frequencies may take more energy for a manatee to
produce, thus increasing vocalization effort, if the sound pro-
duction mechanism of the signaler is tuned to the frequencies
usually used. It has been argued that high frequency sounds
are more costly to produce because it takes more energy to
produce sounds that are closer in wavelength to the size of
the sound-producing and resonating structures �Ryan, 1986�.

Increasing vocalization effort is one mechanism to in-
crease or maintain effective communication in the presence

TABLE VI. Significant ANCOVA effects and pairwise comparisons. The � denotes type 3 test for fixed effects. Across categorical state comparisons were
made with least squares means with a Tukey–Kramer adjustment. Covariate relationships within categorical states were tested with linear regression. In the
Significant Relationships descriptions, the values in parentheses are mean values of the measured parameter.

Category Response Significant Effects
Effect F value
�p value�� Significant relationships Relationship statistics

Rate
�calls/indv/5 min�

LFN � behavior F3,27=3.17
�0.040�

Feeding �1.08� � resting �2.12�
for average noise levels �across�

t=3.13; p=0.02; df=27

Resting �2.12� � social �2.61� for
average noise levels �across�

t=−3.83; p=0.004; df=27

Social rates decreased with
increasing noise �within�

y=−0.16x+12.6; r2=0.25;
F1,14=4.8; p=0.04

MFN � behavior F3,27=3.71
�0.023�

Resting �2.06� � social �2.52� for
average noise levels �across�

t=−3.23; p=0.02; df=27

Feeding �1.63� � social �3.31� for
high noise condition �across�

t=−3.40; p=0.01; df=27

Feeding rates decreased with
increasing noise �within�

y=−0.10x+8.2; r2=0.20;
F1,22=5.4; p=0.03

Chirp SL �dB� None
Duration �ms� LFN � calf

presence
F1,39=7.35
�0.010�

Present �219.8� � absent �194.4�
for low noise levels �across�

t=−3.38; p=0.002; df=39

Present �231.5� � absent �201.8�
for average noise levels �across�

t=−2.20; p=0.03; df=39

MFN � calf
presence

F1,39=8.77
�0.005�

Present �224.1� � absent �201.5�
for average noise levels �across�

t=−2.66; p=0.01; df=39

Present �266.2� � absent �191.8�
for high noise levels �across�

t=−3.50; p=0.001; df=39

Freq range �Hz� None
Min freq �Hz� None
Max freq �Hz� None
Peak freq �Hz� Group size �

behavior
F3,32=4.93
�0.006�

For groups ≥5, resting �6785�
� social �5071�

t=2.87–3.53;
p=0.007–0.04; df=32

MFN � calf
presence

F1,32=7.34
�0.011�

Present �4702� � absent �5250�
for low noise levels �across�

t=3.27; p=0.003; df=32

Absent: peak frequency decreased
with increasing noise levels
�within�

y=−70.4x+8691; r2=0.15;
F1,32=5.5; p=0.03

Squeak SL �dB� HFN � behavior F3,21=3.60
�0.032�

Feeding �123.6� � milling �119.0�
for low noise levels �across�

t=2.95; p=0.04; df=21

Feeding �120.8� � milling �130.3�
for high noise levels �across�

t=−2.94; p=0.04; df=21

Duration �ms� LFN � calf
presence

F3,19=5.33
�0.030�

Present �156.6� � absent �236.2�
for high noise levels �across�

t=2.45; p=0.02; df=19

No calves: durations increased in
high noise levels �within�

y=4.9x−76.7; r2=0.22;
F1,23=6.6; p=0.02

Freq range �Hz� None
Min freq �Hz� None
Max freq �Hz� None
Peak freq �Hz� None
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of environmental noise. Manatees exhibited marked changes
in vocalization effort by selectively decreasing vocalization
rate, increasing duration, decreasing peak frequencies, and
altering source levels in response to noise levels. The specific
vocal parameter altered was a function of behavioral state,
calf presence, noise level, and frequency of noise. Manatees
emitted longer chirps when calves were present, whereas the
effect on squeaks was the opposite. The difference in the
results between chirps and squeaks hints at a mother-calf
proximity maintenance function of chirps, as suggested by
Sousa-Lima et al. �2002, 2008�. Increased vocal effort in this
circumstance may aid in more effective communication
geared toward maintaining mother-calf contact. Alterna-
tively, vocal effort decreased with increasing noise levels due
to a decrease in vocalization rate during social and feeding
behaviors. This pattern may indicate that manatees wait until
it is quiet to vocalize while socializing and feeding, exhibit-
ing only minimal vocalization effort during periods of high
noise. Such a pattern of increased signaling during periods of
low noise has been documented to avoid interference from
conspecific vocalizations �e.g., Cody and Brown, 1969;
Ficken et al., 1974� or anthropogenic noise �Sun and Narins,
2005; Parks et al., 2007; Sousa-Lima and Clark, 2008�. An-
other way manatees increased their vocal effort was by in-
creasing source level. Under low noise levels the source level
of squeaks emitted during feeding was less than that emitted
during milling. However, under high noise levels, the source
level of squeaks recorded during milling was higher than
when feeding. Manatees engaged in milling behaviors tend
to separate more than when feeding, resting, or socializing,
so it is possible that manatees need to increase vocalization
effort under conditions of elevated noise levels to compen-
sate for noise effects given the greater ranges between sig-
naler and receiver at these times.

According to communication theory, manatees should
only increase their vocalization effort when the benefits of
effective vocal communication outweigh the cost of in-
creased energy expenditure. Some benefits of effective com-
munication include maintaining mother-calf contact, main-
taining group cohesion, and signaling intentions. One
important factor driving vocalization effort is the range over
which the signaler and receiver must effectively communi-
cate. Typical ranges between animals will vary as a function
of context, and vocalization effort would be expected to vary
accordingly. Consequently, a common reason for increasing
the energy involved in vocalizing would be to maintain the
required range of effective communication in increased
noise. Increased vocal effort resulting from increases in
source level in elevated noise conditions is a well known
response known as the Lombard effect in humans, and has
been demonstrated for other animals including nightingales
�Luscinia megarhynchos�, beluga whales �Delphinapterus
leucas), common marmoset �Callithrix jacchus�, and cats
�Brumm, 2004; Egnor et al., 2006; Nonaka et al., 1997;
Scheifele et al., 2005�. Results presented here indicate that
manatees can now be included in this list.

Our findings demonstrate that manatees do alter their
vocalization effort, as indicated by changes in usage and
structure, as a function of behavior and group composition.

However, there was no simple or clear pattern that emerged
from the results. Clear-cut results are often rare in biology
and variation can be indicative of animals using different
strategies to compensate for the same stressor �i.e., one ani-
mal increases source level while another increases duration
to compensate for noise�. More extensive studies are needed
to provide details of how these changes affect the probability
of detecting and classifying the signals, how net change in
vocalization effort relates to energetic expenditure, and
whether or not the mode of compensation is indicative of call
function. The findings presented here pertain only to the
Florida manatee during the nonwinter months and in very
turbid environments. Whether the observed patterns can be
generalized to all seasons and habitats also requires addi-
tional studies.
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Noise levels in the ocean are increasing and are expected to affect marine mammals. To examine the
auditory effects of noise on odontocetes, a bottlenose dolphin �Tursiops truncatus� was exposed to
octave-band noise �4–8 kHz� of varying durations ��2–30 min� and sound pressures �130–178 dB
re 1 �Pa�. Temporary threshold shift �TTS� occurrence was quantified in an effort to �i� determine
the sound exposure levels �SELs� �dB re 1 �Pa2 s� that induce TTS and �ii� develop a model to
predict TTS onset. Hearing thresholds were measured using auditory evoked potentials. If SEL was
kept constant, significant shifts were induced by longer duration exposures but not for shorter
exposures. Higher SELs were required to induce shifts in shorter duration exposures. The results did
not support an equal-energy model to predict TTS onset. Rather, a logarithmic algorithm, which
increased in sound energy as exposure duration decreased, was a better predictor of TTS. Recovery
to baseline hearing thresholds was also logarithmic �approximately −1.8 dB/doubling of time� but
indicated variability including faster recovery rates after greater shifts and longer recoveries
necessary after longer duration exposures. The data reflected the complexity of TTS in mammals
that should be taken into account when predicting odontocete TTS.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3068456�

PACS number�s�: 43.80.Nd, 43.80.Lb, 43.66.Ed �ADP� Pages: 1816–1826

I. INTRODUCTION

Anthropogenic noise in the ocean stems from a variety
of sources including shipping, naval sonar, scientific study,
oil exploration and drilling, and construction. As usage of the
oceans increases, marine noise levels are also expected to
rise �National Academy of Sciences, 2005�. Serious concern
regarding the effects of this noise on marine mammals, as
major utilizers of sound in the ocean, has been emerging
during the past decade �Richardson et al., 1995; National
Academy of Sciences, 2003; Wartzok et al., 2004; National
Academy of Sciences, 2005�. Excessive noise exposure in
marine mammals can induce a variety of adverse behavioral
and physiological consequences including changes in hear-
ing sensitivity. In order to mitigate these effects in wild
populations, it is necessary to better understand their causes.

Excessive sound exposures may induce both permanent
and temporary alterations in hearing thresholds. Permanent
threshold changes occur when hearing capabilities do not
return to baseline levels. These changes are indicative of
hearing damage and are referred to as permanent threshold
shifts �PTSs�. Temporary threshold shifts �TTSs� demon-
strate full recovery of hearing abilities and are generally as-
sumed to be innocuous. These shifts have been demonstrated
across vertebrates including fish, reptiles, birds, and mam-

mals �Ward et al., 1958; Saunders and Dooling, 1974; Pop-
per and Clarke, 1976; Mulroy, 1986�. Characterizing and un-
derstanding how TTS is induced may allow the extrapolation
and prediction of PTS levels �Southall et al., 2008�. Further,
TTS exposure conditions may be considered as a reasonable
limit of excessive noise exposure. There is much concern, for
obvious reasons, for determining the levels of noise that in-
duce TTS or PTS in humans. As a result, the subject is well
studied in some terrestrial mammals, and the variables that
relate to TTS �intensity, duration and frequency� are rela-
tively well understood. Thus, models have been developed to
predict situations that would induce human TTS and PTS
�Ward et al., 1959; Kryter et al., 1966; Ward et al., 1976�.

TTS has long been demonstrated in other taxa, but it was
not until recently that it was shown that cetaceans are also
susceptible to threshold shifts �Schlundt et al., 2000�. Further
research has shown a relatively robust and resilient marine
mammal hearing system and has demonstrated shifts using
broadband noise, tones, and seismic waterguns �Finneran
et al., 2002; Nachtigall et al., 2003; Finneran et al., 2005�.
Yet there is much we do not know regarding TTS occurrence
and noise effects in cetaceans. For example, do short loud
sounds have the same effects as longer quieter sounds of
equivalent energy? If we know the intensity and duration of
a noise exposure, can we predict TTS?

Answers to these questions require the investigation of a
wide range of fatiguing noise levels and durations to develop
a predictive model based on empirical evidence. In pinni-
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tion, Woods Hole, MA 02543. Electronic mail: amooney@whoi.edu.
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peds, several studies have done just that �Kastak et al., 2005;
2007�. However, in odontocetes, predictive TTS models have
been developed based on comparisons across studies that
used quite different methodologies and fatiguing stimuli, and
the models developed are consequently straightforward but
general �Finneran et al., 2005�. Thus there is a need for a
comprehensive study that encompasses a range of noise level
and duration conditions in order to accurately predict the
effects of noise on a representative odontocete.

The goal of this study was to examine the relationship
between fatiguing noise amplitude and duration in inducing
TTS in an odontocete cetacean, and in doing so, to develop a
model that predicts the noise levels and durations that would
cause TTS and determine if a simple time-intensity trade-off
�equal-energy� rule could be applied to these predictions. A
secondary goal was tracking the recovery from TTS to estab-
lish the recovery rates. To achieve this, the auditory evoked
potential �AEP� technique was utilized which allowed for
rapid and repeated auditory threshold measurements. Data
gathered using the AEP method compare favorably with
those obtained using behavioral tests �Yuen et al., 2005;
Finneran and Houser, 2006� and have been applied previ-
ously in other marine mammal audiometric work including
TTS investigations �Nachtigall et al., 2004; Finneran et al.,
2007; Nachtigall et al., 2007�.

II. MATERIALS AND METHODS

A. Subject and experimental procedure

The subject used in this experiment was an 18-year-old
male Atlantic bottlenose dolphin, Tursiops truncatus, named
Boris. Boris was born and raised in the dolphin breeding
colony at the marine mammal research facility in Kaneohe
Bay, Oahu, HI. The animal has had substantial cooperative
experience with hearing research experiments, including
AEP and TTS work �Nachtigall et al., 2003; Nachtigall et al.,
2004�.

All threshold testing was conducted in the floating open-
water sea pens of the Hawaii Institute of Marine Biology,
moored off Coconut Island in Kaneohe Bay. The experiment
began in May 2004 with the establishment of a baseline au-
diogram of the subject. Controlled noise exposures for this
experiment were introduced in February 2005 and conducted
through September 2006 with a total of 57 noise exposures.
Exposures were permitted once every 4 days; however, more
typically exposures occurred once per week, and often there
would be several weeks without exposure sessions. The ani-
mal’s hearing was monitored and always returned to baseline
levels prior to a subsequent exposure. Control sessions were
paired with noise exposure sessions and were experimentally
identical, excluding the presentation of a fatiguing sound.
Because noise exposure sessions were usually presented
once per week, a greater number of control and training
threshold sessions were conducted, resulting in 82 control
sessions �thus some controls were repeated� and 201 days
and nearly 300 hearing thresholds measured that were not
associated with a fatiguing noise exposure. Noise exposures
were permitted with only one subject; thus measurements
were often repeated, and data were compared to those of

other marine and terrestrial mammals. This ensured that our
data were not strongly influenced by a one time occurrence.

Noise sessions consisted of three phases: �1� a pre-
exposure threshold measurement to ensure that the subject’s
threshold was similar to its “baseline,” or average threshold,
�2� the noise exposure session, and �3� follow-up threshold
measurements designed to determine the amount of threshold
shift and track the subject’s recovery until the subject’s hear-
ing returned to the normal threshold range. A threshold shift
was determined as the postexposure thresholds, which ex-
ceeded +1 standard deviation �SD� of the subject’s average
threshold. The amount of TTS was measured as a TTS pos-
texposure threshold minus the animal’s average threshold.
We based all TTS measurements off the subject’s mean
threshold because between measurements, hearing thresholds
often vary slightly �Johnson, 1967; Finneran and Houser,
2006�. Using the average threshold allowed us to apply a
standard threshold value and TTS level �+1 SD� for each
respective frequency examined. All threshold measurements
were conducted in the threshold measurement pen using
AEPs �Fig. 1�. Five AEP records, of 50 s each, were col-
lected per threshold determination; thus a threshold could be
estimated in 4–5 min. After the initial threshold measure-
ments, the dolphin voluntarily moved to a separate pen for
the fatiguing noise exposure. Immediately after the noise ex-
posure, Boris returned to the threshold measurement pen for
the postexposure threshold measurements. These measure-
ments would begin 1–2 min after the cessation of the noise
exposure and were conducted with their middle point at 5,
10, 20, 40, and 80 min after noise exposure to thoroughly
track the subject’s hearing recovery.

B. Evoked potential measurements

At the beginning of each hearing threshold measure-
ment, Boris entered the hearing test pen, and he immediately
stationed in front of the trainer. The trainer then gently
placed two standard 10-mm gold electroencephalogram
�EEG� electrodes, embedded in latex suction cups on the
animal. The recording electrode was located 4–10 cm be-
hind the blow-hole, just to the left or right of the animal’s
midline. The reference electrode was placed on the subject’s
dorsal fin, which minimized electrical noise from extraneous
muscle or nerve movements. Signal conduction was en-
hanced by the use of standard conductive gel placed between
the skin and the electrodes. The animal then returned to sta-
tion. Upon the trainer’s cue, Boris restationed in a hoop 1 m
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FIG. 1. Diagram of dolphin audiogram threshold testing and fatiguing noise
pen experimental setup. �1a, 1b� Trainer positions, �2� assistant position, �3�
hoop stations for noise and threshold tests. The equipment shack that housed
the AEP and noise exposure equipment is also indicated.
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below the surface and faced a sound projector 2 m away. An
acoustic baffle was hung at the surface, 1 m from both the
dolphin and the transducer, to prevent extraneous acoustic
surface reflections from interfering in the hearing threshold
area. The dolphin remained in the hoop for one to three AEP
trials ��1–3 min�, after which he was recalled to the surface
to breathe and receive fish rewards. Boris was then quickly
resent to the hoop for the remaining AEP trials. If the hearing
thresholds were part of the postexposure threshold measure-
ments, the dolphin was given a break, either resting at the
station or being taken out of the test pen, until it was time to
begin the next threshold trials.

The sound stimuli were sinusoidally amplitude modu-
lated �SAM� tone bursts digitally generated with a custom
LABVIEW program. The tones were converted from digital to
analog using an update rate of 200 kHz and a National In-
struments PCI-MIO-16E-1 data acquisition �DAQ� card
implemented into a desktop computer. Individual tone bursts
were 20 ms in duration, presented at a rate of 20 s−1, and for
1000 bursts per trial. On the basis of prior established dol-
phin modulation rates �Supin and Popov, 1995; Mooney
et al., 2006�, carrier frequencies were modulated at 1000 Hz
and with a modulation depth of 100%. The analog signals
were sent from the computer to a custom-built attenuator that
could decrease the tones in 1 dB steps. From the signal shap-
ing box, outgoing signals were sent to the projecting trans-
ducer, an ITC-1032, and concurrently monitored on a Tek-
tronix TDS 1002 oscilloscope. For each session, thresholds
were collected at one of five frequencies: 5.6, 8, 11.2, 16, or
22.5 kHz. Signals typically started at a predetermined start
sound pressure level �SPL� of 15–20 dB above the mean
threshold and were reduced in 5 dB steps for the remainder
of the five trials. If TTS was apparent and thresholds were
reached before four to five trials, the SPLs were increased to
best track the threshold.

A 30-ms AEP record was collected simultaneously with
each stimulus presentation. The received AEPs were ampli-
fied and filtered using an Iso-Dam Isolated Biological Am-
plifier and a Krohn-Hite 3102 filter, both with a bandpass of
300–3000 Hz. They were then digitized by the DAQ card at
a rate of 16 kHz. To extract the AEP from noise, 1000 of
these records were averaged for each AEP trial.

C. Noise exposure

The noise exposure pen was equipped with a hoop fixed
where the subject was required to station for the exposure
2 m from the fatiguing noise transducer. When the subject
entered the noise exposure pen, he immediately stationed in
front of the trainer. Upon a visual cue from the trainer, the
dolphin swam and stationed in the hoop. Typically, several
warm-up trials were initiated where the subject was sent to
the hoop for 1–2 min with the noise off. When the equip-
ment, animal, and trainer were ready, the trainer directed the
fatiguing noise equipment operator to turn the noise on. Be-
cause the subject initially demonstrated a startle response
that might have inhibited the experiment when an intense
fatiguing noise was abruptly turned on, the experimental pro-
cedure required the sound to be ramped up from 130 dB re

1 �Pa to 15 dB below the deemed exposure level or a maxi-
mum value of 150 dB over the course of a 30-s trial. The
animal was then recalled back to the trainer, and the sound
was turned up to the planned experimental intensity. The
dolphin was then sent back to the hoop to begin what was
considered the timed exposure. The warm-up trials were on
average 140–145 dB SPL of noise for 30 s and well below
TTS levels discussed here and elsewhere �Nachtigall et al.,
2004; Finneran et al., 2007�. Further, these trials did not
substantially increase sound exposure levels ��0.01 dB� re
1 �Pa2s. For these reasons, they were not likely to affect
measured TTS and were not considered part of the noise
exposure.

To examine the effects of noise duration and intensity on
dolphin hearing, both exposure duration and SPL were var-
ied. Hoop sound exposure duration was set at 30, 15, 7.5, 5.6
�337 s�, 3.75, or 1.88 min. All exposure durations were
monitored by the trainer who cumulatively noted and con-
trolled the animal’s exact time in the hoop for each trial. In
doing so, the trainer relayed to the equipment operator the
exact time the fatiguing sound could be turned off to get a
precise exposure duration �e.g., 1.88 min or 112 s�. Fatigu-
ing noise intensities ranged from 130 to 178 dB re 1 �Pa
where, irrespective of the initial ramp-up, SPLs were kept
constant throughout the exposure. The fatiguing noise was an
octave-band noise of 4–8 kHz �Fig. 2�. It was generated by a
custom-built white noise generator and then filtered using a
custom bandpass filter. Noise was then amplified using a
Hafler P3000 amplifier, monitored on the oscilloscope and
played through a Massa TR-61A transducer �peak frequency
of 5.5 kHz�. The noise level was calibrated 11 times through-
out the experiment to ensure that no drift occurred in sound
levels. To calibrate, a Biomon 8235 hydrophone �−173 dB
sensitivity and �1 dB from 1 to 40 kHz� was placed in the
center of the hoop when the animal was not present. The
hydrophone was connected to the oscilloscope to monitor the
noise levels, a Fluke 8922A rms voltmeter �1 MHz band-
width, �0.01 dB up to 200 kHz, 1 s integration time�, the
same DAQ card, and a custom LABVIEW program to record
received levels. The noise was then measured with the volt-
meter in SPL based on the total rms over the 4–8 kHz band.
Received sound pressure varied by �0.35 dB �SD� at the
160 dB level across the 11 calibrations. From the SPL �re
1 �Pa�, it was then possible to calculate the noise spectral
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FIG. 2. �Color online� �a� Fatiguing noise spectral density recorded from the
hoop calibration position in the noise pen. The octave-band noise is
4–8 kHz with a center frequency of 5.6 kHz. The SPL in this case is ap-
proximately 160 dB re 1 �Pa. �b� Ambient sound at experimental pens in
Kaneohe Bay, Oahu, HI measured with a Biomon 8235 and plotted as noise
spectral density using a 1024-point FFT. Ten noise samples were averaged
to create both plots.
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density �dB re 1 �Pa2 Hz−1� from 4 to 8 kHz. Sound expo-
sure level �SEL� �dB re 1 �Pa2 s� was also calculated from
the received SPLs for each exposure sound pressure and du-
ration. SPL and SEL are hereafter referred to with the above
units.

The exposure schedule was semirandom. Initial expo-
sures were 30 min, and SPL was increased until threshold
shifts were induced. Duration was then decreased in order,
from 30 to 1.88 min. We then increased the duration �similar
to an ABBA session format�. Exposures were then remeasured
at the shortest durations �1.88 and 3.75 min� using higher
SELs than the previous sessions. These sessions were re-
peated twice. We then increased exposure duration again,
this time at the initial SELs. Thresholds shifts were usually
investigated at all five frequencies before exposure duration
was changed. The time between exposure sessions as well as
the variation of exposure duration and SEL likely experimen-
tally precluded some processes that could affect TTS �such
as cochlear toughening; Hamernik et al., 2003�. Further, the
animal was well experienced in TTS studies �Nachtigall
et al., 2003; Nachtigall et al., 2004� and likely did not de-
velop unique protective auditory mechanisms for this study.

The dolphin’s behavior was continuously monitored dur-
ing the noise exposure by both the trainer and an assistant.
While the trainer was responsible for interacting with the
dolphin, the assistant recorded behavioral alterations includ-
ing number of respirations during surface intervals, latency
of time from surface station to the hoop �delay�, excessive
head or body movement, or any apparent reactions to the
fatiguing sound �or reactions within control trials�. Because
the dolphin had significant experience in TTS, AEP, and
other psychoacoustic experiments, his “normal” behavior
was well known, and behavioral changes were easily noted.
The animal also had significant previous training required to
maintain participation in research and husbandry activities,
and thus reactions to avoid such activities were expected to
be minimized. The dependent variables of respirations, la-
tency, and behavioral modification were measured and ana-
lyzed in respective one-way analyses of variance �ANOVAs�
to determine if behavioral changes were observed. The assis-
tant also informed the trainer of the duration of the surface
intervals and time in the hoop, which were varied somewhat
from trial to trial to prevent the dolphin from predicting
when each trial and hoop session was over. However, the
total time in the hoop for each noise exposure or control
session was pre-established and maintained as the exposure
time for that session �i.e., 30, 15,… min�. While the animal
needed to surface and breathe during exposure sessions, this
did not increase SELs because the surface intervals were
kept short �45 s� and SPLs were lower at the surface station
�10 dB�.

D. Data analysis

A 16-ms window of each averaged AEP response to the
SAM tones was fast Fourier transformed �FFT� to view the
response in the frequency domain. At higher amplitude SPLs
��20 dB above threshold�, the spectra reflected a well-
pronounced peak of 0.1–0.2 �V at the frequency of stimulus

modulation—1000 Hz. At higher sound levels, these peaks
were easily distinguishable from background noise; this is
because the background noise levels of these spectra were
distributed among 50 harmonics across a range of 3 kHz.
Thus the magnitude of this noise was a few nV. At SPLs
close to threshold, the amplitude of the 1000-Hz spectrum
peak was dependent on stimulus sound pressure. Thus, the
peak values could be plotted against SPL, and an approxi-
mated linear regression could be obtained addressing the
peak values. The point where the regression line crossed the
abscissa was taken as the theoretical sound level at which no
AEP response would be induced and thus was considered the
animal’s threshold �Nachtigall et al., 2004; Nachtigall et al.,
2007�. While the entire EFR input-output function of the
odontocete was not linear, the oblique portion near threshold
was reasonably approximated by regression methods, thus
aiding to determine an arbitrary but well established method
to estimate response threshold �e.g., Supin et al., 2001;
Popov et al., 2005; Nachtigall et al., 2008�. Five records
were collected for each threshold set, and the points with the
highest r2 value were used in determining the thresholds.
While actual threshold measurements were determined off-
line, EFRs and FFTs were monitored in real time to assess
the animal’s AEP response. If both values reached back-
ground noise levels for two subsequent trials, SPL was in-
creased 5 dB above the start SPL. This was to ensure the
greatest number of reliable data points per threshold estima-
tion within a short period of time.

To determine TTS, postexposure thresholds were com-
pared to the subject’s mean �baseline� thresholds for each of
the five frequencies tested. These thresholds and their respec-
tive standard deviations were calculated from measurements
not associated with a noise exposure. More than 40 thresh-
olds were acquired for each frequency. A threshold shift was
then determined as a threshold, after a control or actual noise
exposure, where the threshold exceeded 1 SD above the
mean threshold. These criteria allowed for comparisons to an
established threshold and variance. Variance beyond this
could then likely be explained by the dependent variable,
noise exposure. A TTS was defined as a demonstrated “re-
covery” back to within �1 SD of the mean. These shifts
were deemed greater than the day-to-day variation that was
found in the baseline thresholds and were distinguishable by
comparison to over 300 thresholds measured during the
course of the experiment. The consequent recoveries pro-
vided confirmation of the shift. All analyses were completed
with Excel, MATLAB, and MINITAB software.

III. RESULTS

Baseline hearing thresholds for the dolphin subject were
relatively consistent, varying by 2–3 dB SD �mean
=2.8 dB� at a particular frequency �Fig. 3�a� and 3�b��. Hear-
ing was most sensitive at the higher frequencies �16 and
22.5 kHz� and followed a typical mammalian curve. Base-
line thresholds and TTS were primarily explored at
11.2 kHz. The subject demonstrated hearing recovery from
all threshold shifts, and baseline thresholds did not signifi-
cantly increase over the duration of the experiment �Fig. 4�.
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No TTS was measured after control conditions in which no
sound was presented. The experimental matrix for all expo-
sures �160 dB and occurrences of TTS are listed in Table I.

A. Threshold shifts and frequency

Temporary threshold shifts were recorded in 26 of 57
noise exposure sessions and at all frequencies tested �Fig.

3�b��. However, TTS at the higher more sensitive frequencies
�16 and 22.5 kHz� did not occur frequently, and no signifi-
cant increases in the mean threshold postnoise exposure were
recorded at those frequencies. Mean postexposure thresholds
for 5.6, 8, and 11.2 kHz demonstrated significant increases in
hearing thresholds, relative to the baseline hearing threshold
�one-way ANOVA, F5,82=16.69, p�0.001; subsequent
Tukey’s pairwise comparison�. These frequencies fell imme-
diately within the center frequency of the fatiguing noise
�5.6 kHz� and one-half �8 kHz� and one octave above the
noise center frequency. The greatest mean threshold shift oc-
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FIG. 3. �a� Audiogram of Boris. �b� Mean hearing thresholds ��1 SD� of
Boris for 5.6–22.5 kHz in SPL �dB re 1 �Pa�. The fatiguing noise band,
from 4 to 8 kHz, is depicted at the bottom, relative to the hearing thresholds
tested. �c� Mean ��1 SD� amount of TTS �dB re 1 �Pa� at each of the five
frequencies tested. The * indicates that 5.6, 8, and 11.2 kHz demonstrated
mean shifts that were significantly greater than their average threshold �one-
way ANOVA and Tukey’s pairwise comparison, p�0.001, F5,82=16.69�.
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FIG. 4. Thresholds over the duration of the experiment for �a� 11.2 kHz and
�b� 8 kHz. Black diamonds indicated thresholds measured after a fatiguing
noise exposure. The middle line indicates mean threshold, and top and bot-
tom lines indicate �1 SD from the mean.

TABLE I. Noise exposure experimental matrix where the fatiguing sound
was octave-band white noise of 4–8 kHz. Parameters listed include audio-
gram test frequency �kHz�, exposure duration �min�, noise SPL, SEL, and
number of exposures and number of shifts at corresponding test conditions.

Frequency
�kHz�

Duration
�min�

SPL
�dB re 1 �Pa�

SEL
�dB re 1 �Pa2 s�

�No. of
exposures-

no. of shifts�

5.6 30 160 192.5 �1-1�
15 163 192.5 �1-1�

7.5 166 192.5 �1-1�
3.75 169 192.5 �1-0�
3.75 175 198.5 �1-0�
1.875 172 192.5 �1-0�
1.875 178 198.5 �1-0�

8 30 160 192.5 �1-1�
15 163 192.5 �1-1�

7.5 166 192.5 �1-1�
3.75 169 192.5 �1-0�
3.75 175 198.5 �1-1�
1.875 172 192.5 �1-0�
1.875 178 198.5 �1-1�

11.2 30 160 192.5 �1-1�
15 163 192.5 �3-2�

7.5 166 192.5 �3-3�
5.625 172 197 �1-1�
3.75 169 192.5 �1-0�
3.75 172 195.5 �1-0�
3.75 175 198.5 �3-1�
1.875 172 192.5 �1-0�
1.875 175 195.5 �1-0�
1.875 178 198.5 �3-3�

16 30 160 192.5 �1-1�
15 163 192.5 �1-1�

7.5 166 192.5 �1-0�
3.75 169 192.5 �1-0�
3.75 175 198.5 �1-0�
1.875 172 192.5 �1-0�
1.875 178 198.5 �1-0�

22 30 160 192.5 �1-0�
15 163 192.5 �1-1�

7.5 166 192.5 �1-0�
3.75 169 192.5 �1-0�
3.75 175 198.5 �1-0�
1.875 172 192.5 �1-0�
1.875 178 198.5 �1-0�
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curred at 8 kHz �8.3 dB SPL� although 5.6 and 11.2 kHz
both demonstrated an average TTS of 6 and 6.1 dB SPL,
respectively.

Of all the thresholds measured at each selected fre-
quency, TTS was found at 11.2 kHz after 51% of postnoise
thresholds �n=29� and in 71% �n=21� of the postexposures
when the SEL was �185 dB. Thresholds after noise expo-
sure were measured in seven instances for each of the other
frequencies tested, and TTS occurrences were found to be
43%, 71%, 29%, and 14% for 5.6, 8, 16, and 22.5 kHz,
respectively.

B. Threshold shifts and sound exposure levels

Fatiguing sound exposure levels could be adjusted in at
least two ways: either by altering the exposure duration or by
varying the amplitude of the sound. Generally, as either ex-
posure duration or sound pressure increased, if the other vari-
able remained constant, a greater incidence of TTS could be
expected. For example, at the start of the experiment, expo-
sure duration was held at 30 min, but noise SPL and con-
comitant SELs were gradually increased �Fig. 5�. Postnoise
exposure thresholds did not demonstrate TTS until approxi-
mately 155 dB SPL, or 187 dB SEL. These sound levels
induced a relatively small shift �3 dB SPL� at 11.2 kHz. In
the following several sessions, as SEL was gradually in-
creased to 192.5 dB �160 dB SPL�, the amount of TTS at
11.2 kHz also increased �Fig. 6�a��.

One initial goal of the experiment was to examine the
equal-energy hypothesis by keeping SEL constant and by
varying exposure duration and sound pressure to determine
the effects on TTS. Thus, after TTS was measured at all
relevant threshold frequencies �5.6–22.5 kHz� using a
30-min, 160-dB SPL noise exposure, exposure duration was
halved and sound pressure was increased by 3 dB,
keeping SEL constant, and exposures and thresholds were
measured again. However, TTS did not stay constant as ex-
posure duration decreased. Threshold shift occurrence de-
creased from 80%–86% for 15–30 min exposures to 71% at
7.5 min and to zero significant TTS occurrences at 3.75 and
1.88 min. The amount of TTS also decreased with exposure
duration �Fig. 6�a�� and could be predicted by a significant
linear relationship �r2=0.77; p�0.001; y=0.34x+2.57;

F1,12=36.29�. Thus, for the same SELs, exposures of 30 min
produced nearly 12 dB TTS, whereas 1.88 min of exposure
did not generate a shift.

In order to induce TTS at durations of 1.88–3.75 min,
fatiguing noise SEL had to be increased from 192.5 to
198.5 dB. Intermediate levels at 195.5 dB SEL did not in-
duce significant amounts of TTS. At 198.5 dB SEL, signifi-
cant TTS was induced at 8 and 11.2 kHz in seven of eight
exposures, with a mean shift of 5.4 dB and one shift of
11 dB �Fig. 6�b��. Overall, no significant relationship was
found between the amount of shift �measured at 5.6, 8, and
11.2 kHz� and SEL �r2=0.02; p=0.42�. Using the situations
in which SEL was increased to induce TTS, threshold shift
growth was predicted, revealing a strong positive relation-
ship between SELs and amount of TTS �r2=0.96; p�0.001;
TTS=−0.702+1.36 �SEL�; F2,18=112.2�.

C. Recovery from threshold shifts

Following noise exposures, AEP measurements were re-
corded for up to 80 min afterward to track the subject’s re-
covery. Following all noise exposure sessions, the subject
fully recovered to baseline values within 80 min. When
shifts occurred, recovery to within �1 SD of the baseline
thresholds was typically seen in 20 min �15 /26�. In only
three instances was the subject not within 1 SD of the base-
line threshold values by 40 min after the noise exposure.
These were either 15- or 30-min exposures at a SEL of
192.5 dB. The shifts were 12, 9.3, and 9.6 dB for 11.2, 11.2,
and 5.6 kHz, respectively. Total recovery was rare within
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FIG. 5. Sound exposure levels required to induce TTS as the duration of
exposure changes at all threshold frequencies tested. Shorter duration expo-
sures required greater SEL to induce TTS. Dotted line indicates an equal-
energy line of 195 dB SEL. Black diamonds indicate TTS occurrence; open
circles indicate no TTS.
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FIG. 6. �a� Amount of threshold shift measured at 8 kHz �closed symbols�
and 11.2 kHz �open symbols� for SELs of 192.5 dB and below. Increasing
SELs and corresponding symbols are labeled at the right, demonstrating that
at constant exposure duration but increasing SEL, TTS increased. A regres-
sion of the 192.5 dB SEL data was used to illustrate that with decreasing
noise exposure duration, TTS decreased when SEL was held constant �r2

=0.77, p�0.001, y=0.34x+2.57, n=13�. �b� Amount of TTS for SELs of
192.5 dB and higher. Threshold frequencies are not discriminated, but SEL
symbols are labeled to the right. Note that at shorter durations the amount of
shift is clustered and higher SELs �top circle� are required to induce signifi-
cant TTS.
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10 min of the noise exposure following shifts, only occurring
on three occasions, with TTSs of 3.0, 4.7, and 5.8 dB.

Examples of recovery functions after noise exposure are
plotted in Fig. 7. In the figure, despite a constant SEL of
192.5, the recovery functions varied for each respective ex-
posure duration and sound pressure session. While the great-
est shift was found at the 30-min exposure, the 7.5-min ex-
posure demonstrated greater TTS than the 15 min exposure.
However recovery from the 7.5-min exposure was most
rapid. Neither the 3.75- nor the 1.88-min exposures induced
threshold shifts.

Recovery rates followed a logarithmic function, which
was held relatively constant across various methods of analy-
sis �Fig. 8�. Greater shifts demonstrated initially steeper
slopes of recovery, and lesser shifts reflected more gradual
recovery rates. This was best seen by breaking the recovery
functions into separate groups ��7 dB shifts, �7 dB shifts,
�15 min exposure, and �15 min exposure�. The slopes of
these groups varied somewhat but were roughly similar and
were calculated as −7.4, −5.6, −6.3, and −6.7 log�min�, re-
spectively, and all were linear in log time. The somewhat
steeper slopes of �7 dB shifts and �15 min exposure may
reflect the greater mean shifts of those groups, 8.3 and
7.2 dB SPL, respectively. The shallower slope of the �7 dB
shift group was a result of the relatively lower TTS
values �mean=4.6 dB SPL� of the grouping. On average,
all recoveries could be approximated by a function of
−1.8 dB/doubling of time.

D. Behavioral reactions

The subject’s behavior during both the fatiguing noise
and the control sessions was monitored and recorded by an
assistant; for analysis, behavioral comparisons were made
between the control and exposure sessions. Sessions were
also divided into groupings of those with 30, 15, �7.5 min
exposures, which were rough proxies for long, moderate, and
short duration exposures. No significant difference in overt
behavioral changes was found between the exposure and
control sessions. However, the subject did exhibit a signifi-
cant increase in respirations during noise sessions as com-
pared to the control sessions for the longer duration expo-
sures and during noise exposures overall �Fig. 9�a�� �one-

way ANOVA and subsequent Tukey’s pairwise comparison,
p�0.001, F7,4557=31.98�. Mean respirations ��SD� for
these longer durations and all control exposures were 6.14
��3.21� and 5.98 ��3.10�, respectively, and 8.81 ��2.99�
and 7.31 ��3.59� for the equivalent noise exposures. The
delay from the intertrial station to the hoop/noise exposure
station was also significantly greater during noise exposure
sessions, and this was across the groupings of exposure du-
ration �p�0.001, F7,4559=25.31�. Mean values for these dif-
ferences for the groups of 30, 15, �7.5 min, and all control
trials were 6.61 ��4.48�, 6.01 ��2.85�, 5.92 ��3.64�, and
6.41 s ��4.01 s�, respectively. For the noise sessions, delay
means were 9.28 ��5.50�, 8.02 ��3.51�, 8.00 ��3.97�, and
8.77 s ��4.95 s� for the respective groups.

IV. DISCUSSION

The data presented here provide a broad examination of
the interaction of fatiguing noise duration and amplitude on
TTS in a bottlenose dolphin. Shorter duration exposures
were found to require greater amounts of energy �higher
SELs� to induce similar amounts of TTS relative to longer
duration exposures, indicating that a simple equal-energy ap-
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proach does not adequately predict TTS in dolphins. Small
behavioral changes in the number of respirations and delay
to the exposure station were evident in noise exposure con-
ditions versus control. Mean TTS levels induced here were
relatively small compared to those often demonstrated in ter-
restrial mammals and some other marine mammals �Ward
et al., 1959; Finneran et al., 2007; Kastak et al., 2007�. How-
ever, the data presented here demonstrate the SELs required
for TTS onset across a range of exposure durations, and TTS
onset can certainly be considered helpful in assessing the
effects of noise on wild populations.

The frequency for which the greatest TTS was observed
was one-half octave above the center frequency of the noise.
Other significant levels of mean TTS were found at the cen-
ter frequency of the noise and one octave above the center
frequency. These trends reflect what has been demonstrated
previously with the same animal in similar noise exposure
conditions �Nachtigall et al., 2004� as well as results col-
lected with terrestrial mammals and pinnipeds �Ward et al.,
1959; Ward, 1962; Kastak et al., 2005�, indicating that the
frequency trend of odontocete noise-induced TTS appears
relatively conserved in marine mammals. The experiment
was designed using frequencies below the regions of best
auditory sensitivity for a bottlenose dolphin but similar to
that of introduced anthropogenic noise. It is likely that at
higher frequencies �20–100 kHz� and regions of better sen-
sitivity, TTS levels might have been greater �Mills, 1982�.
Further, snapping shrimp produce high levels of background
noise in Kaneohe Bay, creating an environment for masking
�Fig. 2�b��. In a quieter situation, we would have likely seen
greater levels of TTS �Humes, 1980�; thus these results may

be somewhat conservative in the amount of TTS induced for
the sound levels used. In quieter situations, TTS onset may
actually occur at lower exposure levels than predicted by the
present study. The dolphin also has relatively poor high fre-
quency hearing ��50 kHz�, which seems typical of adult
male dolphins �Houser and Finneran, 2006�. The animal’s
hearing within the range of the noise exposure �4–8 kHz�
and test conditions �5.6–22.5 kHz� was relatively normal
�Nachtigall et al., 2000�. There are no data to suggest that the
hearing loss outside of the range of the TTS test conditions
would affect the amount of TTS at these much lower fre-
quencies examined here.

Exposure duration was also a consideration here. Sound
exposure levels were calculated using hoop exposure times.
However, for most sessions, the animal had to leave the ex-
perimental sound field to breathe. This procedure was not
quite an intermittent exposure protocol as the animal was
still exposed to noise while he was at the surface, although
noise levels were 10 dB SPL lower at the surface station.
Because these surface interval durations were minimized and
surface sound levels were lower, this protocol did not signifi-
cantly change SELs �e.g., 192.5 versus 192.7 dB SEL for
30 min exposures, 192.5 versus 192.7 dB for 15 min, 192.5
versus 192.6 dB for 7.5 min, 192.5 versus 192.6 dB for
3.75 min�. Thus, it was possible that some very minor TTS
recovery occurred during surface intervals, although this was
unlikely based on the consistency of SELs and maintenance
of relatively high SPLs �150–165 dB� �Ward, 1991�.

Based on the SELs that induced TTS, the data were
evaluated to determine a model that would predict TTS on-
set. Several algorithms have been suggested to predict noise
levels that induce TTS including the general equal-energy
rule, which assumes that as long as noise exposure energy
levels are constant, similar threshold shifts will be induced
regardless of the noise temporal pattern �Ward et al., 1959�.
This is often termed the “3-dB rule” as a halving of sound
exposure duration and a 3-dB increase in sound intensity
maintains a constant energy level and should theoretically
induce similar shifts �Kryter et al., 1966�. This rule has been
employed for human standards �NIOSH, 1998� and has re-
cently been proposed for use in predicting TTS in odonto-
cetes �Finneran et al., 2005�. However, despite the fact that it
is applied as a general rule and fits in many situations, em-
pirical studies often do not support the equal-energy hypoth-
esis as an accurate means to predict TTS, demonstrating that
the trade-off between time and energy is not necessarily lin-
ear �Buck et al., 1984; Ward, 1991; Hamernik and Qui,
2001�.

Our data generally follow an equal-energy line of
195 dB SEL; however, the TTS instances more often split
the line rather than fall upon it �Fig. 5�. At shorter duration
exposures, such as might occur with a single sonar ping ex-
posure, greater SELs were required to induce TTS relative to
longer duration exposures. Further, when SEL was held con-
stant �sound duration decreased but SPLs increased�, the
amount of TTS did not hold constant as would be predicted
by an equal-energy hypothesis �Fig. 6�a��. Rather, TTS levels
also decreased. At shorter duration exposures, increased
SELs were required to induce significant levels of TTS �Fig.
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FIG. 9. Mean number of respirations �a� and delay from intertrial stationing
pad to hoop station �b� for various noise exposure and control trials. For
comparison, we grouped the sessions by the number of trials as well as
summed data from all trials of all sessions. There were significantly greater
respirations, indicated by the *, during noise sessions with �10 trials and all
the sessions grouped together �one-way ANOVA and Tukey’s pairwise com-
parison, p�0.001, F7,4557=31.98�. The hoop delay was significantly greater
for all groups of noise exposure trials �p�0.001, F7,4559=25.31�.
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6�b��. This noncoherence to the equal energy rule was previ-
ously demonstrated in pinnipeds �Kastak et al., 2005; Kastak
et al., 2007�. These data also indicate that equal-energy lev-
els do not induce similar TTS levels in odontocete cetaceans.

To better predict TTS onset, a model of increasing en-
ergy as exposure level decreases appears to fit these data
more closely �Fig. 10�. Described is both a linear relationship
to the threshold shift data, as well as a logarithmic relation-
ship. The linear model does approximate the trend suffi-
ciently well �r2=0.57, p�0.001, SEL=−0.21�T�+197.14,
F1,22=28.65�, where T=duration of the exposure in minutes.
However, the logarithmic estimation does a much better job
of predicting the threshold shifts and would apparently make
a better model for predicting TTS �r2=0.78, p�0.001,
SEL=−6.17 log�T�+200.21, F2,21=78.71�.

Interestingly, although the equal-energy model is often
proposed to predict the occurrence of human TTS, there is
often a contradiction to this rule, and this is found across
taxa, including in humans �Mills et al., 1981�, guinea pigs
�Buck et al., 1984�, and chinchillas �Ward, 1991�. Threshold
shift occurrence depends on many factors in addition to fa-
tiguing noise energy; these include frequency, intensity, du-
ration, and time intervals of exposure �Bohne and Clark,
1990�. Therefore using energy and SEL alone is an insuffi-
cient metric for predicting TTS. Although SEL combines
both exposure SPLs and duration, these two factors do not
necessarily contribute equally to the TTS onset. For example,
it is possible that mechanisms that work to reduce TTS for
short duration exposures fatigue are reduced for longer du-
ration exposures. It is vital to present both SPL and duration
in reporting and predicting TTS. Further, as more informa-
tion is collected regarding odontocete TTS, it becomes in-
creasingly obvious that the subject of TTS is quite complex.
The best way to predict TTS may be to investigate it using a
range of variables to determine what exposures produce the
same TTS and address an equal-TTS based approach to re-
ducing deleterious noise exposures �Kryter et al., 1966;
Ward, 1991�.

When TTS onset was examined relative to sensation
level �SL�, or the difference in decibel between the fatiguing
noise SPL and the average threshold, two points were rela-

tively apparent �Fig. 11�. First, there was a relationship be-
tween SL and exposure duration. As exposure duration de-
creased, lower SLs were needed to induce TTS. The clarity
of the trend may be a means of predicting TTS based on SLs
and duration and deserves further investigation. As the trend
was negative, it may be important to determine the SLs that
induce TTS at much longer duration exposures and if or at
what SLs the trend asymptotes. Such predictions may further
the understanding of effective quiet �the level at which no
duration of exposure will induce TTS� for marine mammals.
Second, the SLs of TTS onset for longer duration exposures
were similar to SLs of shipping and snapping shrimp noise
found in some natural habitats �Johnson, 1967; Erbe, 2002;
Aguilar de Soto et al., 2006; Lammers et al., 2008�. In other
words, both shipping and snapping shrimp sounds may have
enough energy to induce TTS if the animal is exposed for a
long enough duration. This result implies caution for intro-
ducing a constant of noise into the marine environment, but
we stress that such sound levels may be naturally encoun-
tered by some animals, in some instances.

When considering the behavioral data, it is important to
realize that these experiments were primarily designed as
hearing investigations, not as investigations of behavioral ef-
fects of noise. Thus some caution must be taken when inter-
preting behavior during these studies and extrapolating to
other conditions. We assume that behavioral changes associ-
ated with noise exposure indicate an aversion to the fatiguing
noise, but this is only an assumption. There were no overt
behavioral changes that were significantly associated with
the presence of the fatiguing noise. However, the dolphin
was reinforced throughout his extensive research training
and husbandry experience to limit any deviations from ex-
pected procedures, and in the interest of the present study,
such considerations were taken here. Thus, major behavioral
changes were unexpected. However, more subtle changes
such as significant increases in respiration rates and delay
from the intertrial station to the hoop station were observed
�Fig. 9�. Fatiguing noise levels at the surface intertrial station
were 10 dB lower in SPL then at the hoop. Presumably, this
may have been a passive method of deferring noise exposure
by the dolphin. Interestingly, only the longer duration expo-
sures reflected higher respiration rates, perhaps implying that
potentially the shorter duration exposures, although higher in
SPL, may have been less adverse. The only occasion on
which the dolphin exhibited an obvious reaction to fatiguing
noise exposure was when an amplifier electrically shorted
during the exposure, creating an unplanned, unusual, and
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FIG. 10. The SELs required to induce TTS at higher noise levels where
threshold frequencies are discriminated. Just TTS occurrence is plotted. Two
methods to predict TTS are also graphed: a linear estimation of TTS �dotted
line� �r2=0.57, p�0.001, SEL=−0.21T+197.14, n=23� and a logarithmic
estimation �r2=0.78, p�0.001, SEL=−6.17 log�T�+200.21, n=23�. Note
that in both cases, the slope is positive, indicating that for shorter time
durations, greater energy is required to induce TTS.
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relatively loud sound. The dolphin immediately pulled out of
the hoop and swam vigorously around the noise exposure
pen, burst-pulsing and jaw popping at the transducer and not
heeding the trainer for several minutes. However, this was an
isolated event and typically the animal stationed properly
and observed the trainers’ cues. The animal reacted to the
unexpected in an unusual way.

Previous TTS studies have often demonstrated more ob-
vious behavioral reactions to noise exposure �Kastak et al.,
1999; Schlundt et al., 2000�. However, it seems more often
that there are only small behavioral changes as these animals
are exceptionally well trained. Thus, motivation regarding
certain tasks can override presumed reactions to potentially
adverse stimuli. Such overriding motivations have been
found in wild individuals, for example, pinnipeds raiding fish
farms that are equipped with acoustic harassment devices
�Quick et al., 2004�. The prevalence of such behaviors both
in wild and captive animals deserves further attention. Fur-
ther, our documented behavioral changes were subtle, indi-
cating the importance of detailed observations when exam-
ining the effects of noise on marine mammals.

Hearing recovery rates generally followed a logarithmic
trend of −1.8 dB recovery/doubling of time. This was similar
to some previous results, particularly for shifts that are not
greater than 10–15 dB �Nachtigall et al., 2004; Finneran
et al., 2007�. However, there was variability in the slopes,
and greater shifts reflected faster recovery rates. A similar
trend was found by Finneran et al. �2007�, which is not only
a confirmation of the logarithmic recovery functions but in-
dicates robustness of both data sets. An interesting note is
that the shifts that took 40 min to demonstrate recovery were
all of longer duration exposures. This may support the trend
that longer duration exposures will often induce greater
amounts of TTS, which concurrently requires a greater
amount of time for recovery. Similarly, in humans, recovery
functions depend somewhat on the exposure situation, and
longer duration exposures have demonstrated longer recov-
ery times �Mills, 1982�. This may also be demonstrated here.
Further, these longer recoveries were recorded on shifts mea-
sured at 5.6 and 11.2 kHz, frequencies that did not produce
the highest mean TTS. If these shifts were recorded at 8 kHz,
greater shifts and longer recoveries might have been found.
This underlies the importance of measuring multiple fre-
quencies simultaneously, an important AEP advancement
when investigating TTS �Finneran et al., 2007�.

V. CONCLUSIONS

This work demonstrates TTS onset in an odontocete
across a range of exposure durations and sound levels, and
the results indicate that shorter duration exposures often re-
quire greater sound energy to induce TTS than longer dura-
tion exposures. Recovery functions were relatively consistent
but did show some indications that different exposure situa-
tions may relate to different recovery rates. The sample size
was limited, but repetitive exposures and comparisons be-
tween studies increased the robustness of the data. These
results are inconsistent with an equal-energy model of TTS
supporting the notion that, as in terrestrial mammals, predict-

ing odontocete TTS is quite complicated. It is suggested that
TTS onset is considered sufficient to conclude physiological
effects of noise exposure in marine mammals. Future inves-
tigations should continue to explore the range of variables
that relate to threshold shifts to develop an equal-TTS model
to better predict and mitigate situations in which anthropo-
genic noise may affect marine mammals.
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New Fellows of the Acoustical Society of America

Marshall Long—For contributions to
acoustic design for the built environment

Christian Lorenzi—For contributions
to the perception of amplitude modula-
tion

Luc Mongeau—For contributions to the
aeroacoustics of phonation

Patrick W. Moore—For contributions
to dolphin bioacoustics and bio-inspired
sonar

D. Lloyd Rice—For contributions to the
assessment of technical advancement in
acoustics

Michael A. Stone—For contributions to
hearing aid gain control
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1142 Students
7669

1832 J. Acoust. Soc. Am., Vol. 125, No. 3, March 2009



ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 �Tel.: �631� 390-0215; Fax: �631� 390-0217; e-mail: asastds@aip.org�

Paul D. Schomer, Standards Director
Schomer and Associates, 2117 Robert Drive, Champaign, IL 61821 �Tel.: �217� 359-6602; Fax: �217� 359-
3303; e-mail: Schomer@SchomerAndAssociates.com�

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
S3, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes catalogs of Acoustical Standards, both National and International. To receive copies of the latest
Standards catalogs, please contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar

National Standards Meetings
Accredited Standards Committees S1, Acoustics; S2, Mechanical Vibration
and Shock; S3, Bioacoustics; S3/SC 1, Animal Bioacoustics; and S12, Noise
will meet in May 2009. The U.S. TAGs to ISO/TC 43, ISO/TC 43/SC 1,
ISO/TC 108 and its subcommittees, and IEC/TC 29 will also meet during
the Standards Plenary meeting. Specific meeting dates and times follow:

• Monday, 18 May 2009
– 4:30 p.m.–5:30 p.m.—Meeting of Accredited Standards Committee S2

on Mechanical Vibration and Shock
• Tuesday, 19 May 2009

– 7:15 a.m.–8:45 a.m.—ASA Committee on Standards (ASACOS).
Meeting of the Committee that directs the Standards Program of the
Acoustical Society.

– 9:00 a.m.–10:00 a.m.—Standards Committee Plenary Group Meeting
�PL�—To discuss national and international items relevant to Accred-
ited Standards Committees S1, S2, S3, S3/SC1 and S12. This meeting
will include the meetings of the U.S. TAGs to ISO/TC 43, ISO/TC
43/SC 1, ISO/TC 108 and its subcommittees, and IEC/TC 29.

– 10:30 a.m.–11:30 a.m.—Meeting of Accredited Standards Committee
S3 on Bioacoustics

– 11:45 a.m.–1:00 p.m.—Meeting of Accredited Standards Committee
S3/SC1 on Animal Bioacoustics

– 2:45 p.m.–3:45 p.m.—Meeting of Accredited Standards Committee S1
on Acoustics

– 4:00 p.m.–5:00 p.m.—Meeting of Accredited Standards Committee

S12 on Noise

International Standards Meetings
30 March–3 April 2009—London

• ISO/TC 108/SC 2, Measurement and evaluation of mechanical vibration
and shock as applied to machines, vehicles and structures
15–19 June 2009—Copenhagen

• ISO/TC 108/SC 5, Condition monitoring and diagnostics of machines
9–13 November 2009—Tokyo

• ICE/TC 29, Electroacoustics
16–20 November 2009—Seoul

• ISO/TC 43, Acoustics
• ISO/43/SC 1, Noise

• ISO/TC 43/SC 2, Building acoustics

STANDARDS NEWS FROM THE UNITED
STATES
American national standards call for comment on proposals
listed
This section solicits comments on proposed new American National Stan-
dards and on proposals to revise, reaffirm, or withdraw approval of existing
standards. The dates listed in parentheses are for information only.

ASA „ASC S1… „Acoustical Society of America…

Reaffirmations

BSR/ASA S1.11-2004 (R200x), Specification for Octave-Band and
Fractional-Octave-Band Analog and Digital Filters �reaffirmation and re-
designation of ANSI S1.11-2004�.

Provides performance requirements for analog, sampled-data, and digital
implementations of bandpass filters that comprise a filter set or spectrum
analyzer for acoustical measurements. It supersedes ANSI S1.11-1986
�R1998�, American National Standard Specification for Octave-Band and
Fractional-Octave-Band Analog and Digital Filters, and is a counterpart to
International Standard IEC 61260:1995, Electroacoustics-Octave-Band
and Fractional-Octave-Band Filters. �February 16, 2009�

BSR/ASA S1.26-1995 (R200x), Method for Calculation of the Absorption
of Sound by the Atmosphere �reaffirmation and redesignation of ANSI
S1.26-1995 �R2004��

Provides means to calculate atmospheric absorption losses of sound from
any source for a range of meteorological conditions. Attenuation coeffi-
cients for pure-tone sounds are calculated by means of equations or tables
over ranges of frequency and humidity, pressure and temperature of atmo-
sphere. For sounds analyzed by fractional-octave-band filters, alternative
methods are given in annexes to calculate attenuation caused by atmo-
spheric absorption from that specified for pure-tone sounds. �February 16,
2009�

ASA „ASC S3… „Acoustical Society of America…

Revisions

BSR/ASA S3.2-1989 (R200x), Method for Measuring the Intelligibility of
Speech over Communication Systems �revision and redesignation of ANSI
S3.2-1989 �R1999��

J. Acoust. Soc. Am. 125 �3�, March 2009 © 2009 Acoustical Society of America 18330001-4966/2009/125�3�/1833/3/$25.00



Includes measurement of speech intelligibility over entire communication
systems, evaluation of the contributions of elements of speech communi-
cation systems, and evaluation of factors that affect the intelligibility of
speech. Speech intelligibility over a communication system is measured
by comparing the monosyllabic words trained listeners receive and iden-
tify with the words trained talkers speak into a communication system that
connects the talkers with the listeners. �December 29, 2008�

IEEE „Institute of Electrical and Electronics Engineers…

Supplements

BSR/IEEE 1431-2004/Cor 1-200x, Standard Specification Format Guide
and Test Procedure for Coriolis Vibratory Gyros—Corrigendum 1: Figure
1—Gyro Axes and Misalignment Angles �supplement to ANSI/IEEE
1431-2004�

Corrects the labeling on a few figures. �January 6, 2009�

InfoComm „InfoComm International…

New Standards

BSR/INFOCOMM 1M-200x, Audio Coverage Uniformity in Enclosed Lis-
tener Areas �new standard�

Delivers consistent audio coverage in sound reinforcement systems to im-
prove the quality of experience for the audience, and a new metrology for
determining this coverage. �February 16, 2009�

NSF „NSF International…

Revisions

BSR/NSF 46-200x (i18), Evaluation of components and devices used in
wastewater treatment systems �revision of ANSI/NSF 46-2007�

Issue 18—To remove section 11.4.1 relating to noise levels of chlorination
devices. �December 7, 2008�

Projects Withdrawn from Consideration
An accredited standards developer may abandon the processing of a pro-

posed new or revised American National Standard or portion thereof if it has
followed its accredited procedures. The following projects have been with-
drawn accordingly:

CEA „Consumer Electronics Association…

BSR/CEA 2019-200x, Testing and Measurement Methods for Audio Am-
plifiers �new standard�

Call for Members

ASA „ASC S3… „Acoustical Society of America…

BSR/ASA S3.2-1989 (R200x), Method for Measuring the Intelligibility of
Speech over Communication Systems �revision and redesignation of ANSI
S3.2-1989 �R1999��

BSR/ASA S3.46-200x, Methods of Measurement of Real-Ear Performance
of Hearing Aids �revision and redesignation of ANSI S3.46-1997 �R2007��

ASA „ASC S12… „Acoustical Society of America…

BSR/ASA S12.9-Part 3-200x, Quantities and Procedures for Description
and Measurement of Environmental Sound, Part 3: Short-Term Measure-
ments with an Observer Present �revision of ANSI/ASAS12.9-Part 3-1993
�R2008��

BSR/ASA S12.74-200x, Airborne Sound Measurements and Acceptance
Criteria in Shipboard Spaces �new standard�

Final Actions on American National Standards
The standards actions listed below have been approved by the ANSI

Board of Standards Review �BSR� or by an ANSI-Audited Designator, as
applicable.

ABMA „ASC B3… „American Bearing Manufacturers Association…

Reaffirmations

ANSI/ABMA 13-1987 (R2008), Rolling Bearing Vibration and Noise
�Methods of Measuring� �reaffirmation of ANSI/ABMA 13-1987 �R1999��

AHAM „Association of Home Appliance Manufacturers…

Reaffirmations

ANSI/AHAM AC-2-2006 (R2008), Method for Sound Testing of Portable
Household Electric Room Air Cleaners �reaffirmation of ANSI/AHAM
AC-2-2006�: 12/15/2008

ASA „ASC S2… „Acoustical Society of America…

Reaffirmations

ANSI/ASA S2.29-2003 (R2008), Guide for the Measurement and Evalua-
tion of Vibration of Machine Shafts on Shipboard Machinery �reaffirma-
tion and redesignation of ANSI S2.29-2003�

Withdrawals

ANSI S2.7-1982 (R2004), Balancing Terminology �withdrawal of ANSI
S2.7-1982 �R2004��: 12/4/2008

ANSI S2.17-1980, Techniques of Machinery Vibration Measurement �with-
drawal of ANSI S2.17-1980 �R2004��: 12/4/2008

ASA „ASC S3… „Acoustical Society of America…

Reaffirmations

ANSI/ASA S3.41-1990 (R2008), Audible Emergency Evacuation Signal
�reaffirmation of ANSI S3.41-1990 �R2001��

ASA „ASC S12… „Acoustical Society of America…

New Standards

ANSI/ASA S12.67-2008, Pre-Installation Airborne Sound Measurements
and Acceptance Criteria of Shipboard Equipment �new standard�

ASTM „ASTM International…

Reaffirmations

ANSI/ASTM F2174-2002 (R2008), Practice for Verifying Acoustic Emis-
sion Sensor Response �reaffirmation of ANSI/ASTM F2174-2002�

Project Initiation Notification System „PINS…
ANSI Procedures require notification of ANSI by ANSI-accredited stan-

dards developers of the initiation and scope of activities expected to result in
new or revised American National Standards. This information is a key
element in planning and coordinating American National Standards.

The following is a list of proposed new American National Standards or
revisions to existing American National Standards that have been received
from ANSI-accredited standards developers that utilize the periodic mainte-
nance option in connection with their standards. Directly and materially
affected interests wishing to receive more information should contact the
standards developer directly.
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InfoComm „InfoComm International…

BSR/INFOCOMM 1M-200x, Audio Coverage Uniformity in Enclosed Lis-
tener Areas �new standard�
One of the fundamental goals of sound system performance for both speech
reinforcement and program audio is the delivery of consistent coverage in
the listening area. A well-executed audio system design is one that allows all
listeners to hear the system at approximately the same sound pressure level
throughout the desired frequency spectrum range, no matter where posi-
tioned in the designated listening area. This Standard provides a procedure
to measure the spatial coverage, and the criteria for use in the design and
commissioning of audio systems. At this time, there is not intention to
submit to ISO for adoption but this option shall be reserved. Project Need:
To allow delivery of consistent audio coverage in sound reinforcement sys-
tems and thereby improve the quality of the experience for the audience.
Also, to create a new metrology for determining this coverage. Stakehold-
ers: Entertainment venues, houses of Worship, Educational institutions, ju-
dicial and municipal chambers.

ASA „ASC S3… „Acoustical Society of America…

BSR/ASA S3.46-200x, Methods of Measurement of Real-Ear Performance
of Hearing Aids �revision and redesignation of ANSI S3.46-1997 �R2007��
Covers the terminology, procedures and essential equipment characteristics
for the measurement of the acoustic output and acoustic gain of hearing aids,
coupled to human ears, in a variety of acoustic environments. Both direct
measures of sound pressure level �SPL� and insertion measurements are
covered. Project Need: This standard has not been revised since it was
issued in 1997. There have been changes in hearing aids, test stimuli and
fitting methods since then. Stakeholders: Educators, hearing aid company
trainers, software developers and engineers, equipment manufacturers.

ASA „ASC S12… „Acoustical Society of America…

BSR/ASA S12.9-Part 3-200x, Quantities and Procedures for Description
and Measurement of Environmental Sound—Part 3: Short-Term Measure-
ments with an Observer Present �revision of ANSI/ASA S12.9-Part 3-1993
�R2008��
Specifies the procedures: �a� for measurement of environmental sounds from
a specific source or sources at a specified location; and �b� to eliminate the
contributions of extraneous background sounds from source-specific mea-
surements effectively. Sound pressure levels are measured with an observer
present to record the data described in this part. Project Need: To update the
existing American National Standard so as to promote harmonization with
other national and international noise standards. Stakeholders: Noise control
engineers, architects, land use planners, public officials.

BSR/ASA S12.74-200x, Airborne Sound Measurements and Acceptance
Criteria in Shipboard Spaces �new standard�
Specifies procedures and instrumentation for the sound-pressure measure-
ment of airborne sound in shipboard spaces. Exceptions or additions to the
requirements of this standard may be granted or added by the purchaser.
Overall noise in ship compartments is a combination of noise generated
from all equipment installed in or near that compartment as well as other
possible sources. Project Need: To describe measurements that, when taken
according to standardized procedures and compared with acceptance crite-
ria, will provide evidence of the overall acoustic adequacy of the ship’s
design and construction. Stakeholders: Naval architects, designers, engi-
neers, shipbuilders, military and non-military purchasers of ships.

IEEE „Institute of Electrical and Electronics Engineers…

BSR/IEEE C37.082-200x, Recommended Practice for the Measurement of
Sound Pressure Levels of Outdoor Power Circuit Breakers �revision of
ANSI/IEEE C37.082-1982 �R2006��
Provides recommended practice and methods for the measurement of sound-
pressure levels produced by outdoor power circuit breakers in a free-field

environment. These methods may also be used indoors or in restricted fields,
provided that precautions are observed in the measurement and the interpre-
tation of the results. Project Need: To update an existing standard in order to
include modern practices. Stakeholders: Utilities, industry, field engineers,
manufacturers.

STANDARDS NEWS FROM ABROAD
�Partially derived from ANSI Standards Action, with appreciation.�

Newly Published ISO and IEC Standards
Listed here are new and revised standards recently approved and promul-

gated by ISO—the International Organization for Standardization.

ISO Standards

ACOUSTICS „TC 43…

ISO 3822-1/Amd1:2008, Acoustics—Laboratory tests on noise emission
from appliances and equipment used in water supply installations—Part 1:
Method of measurement—Amendment 1: Measurement uncertainty

FLUID POWER SYSTEMS „TC 131…

ISO 15086-3:2008, Hydraulic fluid power—Determination of the fluid-
borne noise characteristics of components and systems—Part 3: Measure-
ment of hydraulic impedance

MECHANICAL VIBRATION AND SHOCK „TC 108…

ISO 20283-2:2008, Mechanical vibration—Measurement of vibration on

ships—Part 2: Measurement of structural vibration

IEC Standards

AUDIO, VIDEO AND MULTIMEDIA SYSTEMS AND EQUIPMENT
„TC 100…

IEC 61606-3 Ed. 1.0 en:2008, Audio and audiovisual equipment—Digital
audio parts—Basic measurement methods of audio characteristics—Part 3:
Professional use

IEC 62087-BD Ed. 2.0 en:2008, Methods of measurement for the power

consumption of audio, video and related equipment

ISO and IEC Draft International Standards

ISO

ACOUSTICS „TC 43…

ISO 3822-3/DAmd1, Acoustics—Laboratory tests on noise emission from
appliances and equipment used in water supply installations—Part 3:
Mounting and operating conditions for in-line valves and appliances—Draft
Amendment 1 �2/26/2009�

MEASUREMENT OF FLUID FLOW IN CLOSED CONDUITS „TC
30…

ISO/DIS 17089-1, Measurement of fluid flow in closed conduits—
Ultrasonic meters for gas—Part 1: Meters for custody transfer and allocation

measurement �1/30/2009�

MECHANICAL VIBRATION AND SHOCK „TC 108…

ISO 2631-4/DAmd1, Statistical analysis method �3/2/2009�

IEC Draft Standards

29/671/FDIS, IEC 61094-2 Ed.2: Electroacoustics—Measurement
microphones—Part 2: Primary method for the pressure calibration of labo-
ratory standard microphones by the reciprocity technique �01/30/2009�
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REVIEWS OF ACOUSTICAL PATENTS
Sean A. Fulop
Dept. of Linguistics, PB92
California State University Fresno
5245 N. Backer Ave., Fresno, California 93740

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
GEOFFREY EDELMANN, Naval Research Laboratory, Code 7145, 4555 Overlook Avenue SW, Washington, DC 20375
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
DAVID PREVES, Starkey Laboratories, 6600 Washington Avenue South, Eden Prairie, Minnesota 55344
NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Department of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14627

7,434,409

43.35.Ud PULSE TUBE COOLER HAVING 1/4
WAVELENGTH RESONATOR TUBE INSTEAD OF
RESERVOIR

David R. Gedeon, assignor to Sunpower, Incorporated
14 October 2008 (Class 62/6); filed 23 August 2005

The need arises for all sorts of design tricks in acoustic refrigerator
design. This brief patent describes one of those: the use of a quarter-wave
termination in a Gifford–McMahon cryocooler design to eliminate the need
for a large constant-pressure reservoir in the system. The reduced volume
and heat capacity of this design are especially appealing to end users of
these systems.—JAH

7,344,609

43.35.Zc ULTRASONIC IMPACT METHODS FOR
TREATMENT OF WELDED STRUCTURES

Efim S. Statnikov, assignor to U.I.T., L.L.C.
18 March 2008 (Class 148/558); filed 1 December 2004

An ultrasonic impact device �UID� of superior performance for tough-
ening the working surface of a metal object such as a vehicle brake shoe is
claimed. Driving current 93 is sinusoidal at the ultrasonic resonance of the
tool hammer bar. This drive current wave form is pulsed as envelope 83 and
87 such that rest periods, 86, etc., occur between drive periods to allow tool
tip contact with the work piece to improve. Material deforming impacts
occur at an ultrasonic frequency rate during the greater amplitude parts 83
and 87. During the moments of diminished drive current 86, the natural
resonance frequency is sensed via its ultrasound ringing current zero cross-
ing intervals. The drive current frequency is then readjusted, determining a

new drive frequency for next envelope pulse 87. This action �drive–ring–
readjust–drive anew� optimizes bar resonance under load, thus providing the
maximum possible ultrasound hammer amplitude for impact-hardening the
surface of the work piece.—AJC

7,353,710

43.35.Zc PRESSURE SENSOR DEVICE WITH
SURFACE ACOUSTIC WAVE ELEMENTS

Akira Oikawa et al., assignors to Kyocera Corporation
8 April 2008 (Class 73/703); filed in Japan 27 November 2003

A transmitting tire pressure sensor 1 that is economical with electric
power is claimed. Tire air pressure P depresses diaphragm 14 over closed
space S. Surface acoustic wave �SAW� device 7a senses the diaphragm
deflection while SAW device 4a mounted on backing 3 provides a reference
SAW signal to compensate for environmental temperature changes. A radio
transmitter and antenna �not shown� convey the signal to a receiver in the
vehicle. Operating electric power supplied by a battery is switched on via a
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signal from transducer 21 mounted on bar 36 that is bent significantly by
bob 70, but only when the vehicle is in motion and tire wheel is turning.—
AJC

7,436,736

43.38.Bs HYDROPHONE ARRAY MODULE

John K. Schneider and Jack C. Kitchens, assignors to Ultra-Scan
Corporation

14 October 2008 (Class 367/170); filed 13 August 2007

In order to facilitate the mass production of transducers, an array of
small electrodes are used to create an electrostatic field �instead of labor
intensive potting of a single, well-placed electrode�.—GFE

7,427,819

43.38.Fx FILM-BULK ACOUSTIC WAVE
RESONATOR WITH MOTION PLATE AND METHOD

Storrs T. Hoen et al., assignors to Avago Wireless IP Pte Limited
23 September 2008 (Class 310/320); filed 4 March 2005

The authors disclose a design for a pressure or displacement transducer
built around a film bulk acoustic resonator �FBAR�. They show how the use
of a pair of FBARs with just one of them exposed to the environment can be
used to increase the stability �temperature and strain�, and how a pentagonal
cross-section for the FBAR can improve the rejection of lateral vibration
modes in this component. The patent also discloses an accelerometer design
based on the same resonator concept. It is clear that the motivation for this

device is to get a sensor that couples directly to radio frequencies, but the
concept seems to be very inefficient at coupling energy from the motion to
the acoustic motion, resulting in a low coupling constant.—JAH

7,428,946

43.38.Ja SUSPENSION AND ELECTRO-ACOUSTIC
TRANSDUCER USING THE SUSPENSION

Kazuki Honda et al., assignors to Matsushita Electric Industrial
Company, Limited

30 September 2008 (Class 181/171); filed in Japan 25 October 2002

Corrugated or half-roll loudspeaker cone suspensions are subject to
hoop stresses that restrict the range of linear excursion and a number of
alternative geometries have been patented. What is shown here is somewhat

similar to an early Western Electric design in that individual cylindrical

sections 1b are separated by deformable bridges 2. In this case the assembly
is monolithic and the bridges are radial dimples molded into the generally
convex surface. Sections 2B and 2C clarify the geometry.—GLA

7,433,485

43.38.Ja SHALLOW SPEAKER

Brad Michael Diedrich and Chad A. Kautz, assignors to Mitek
Corporation, Incorporated

7 October 2008 (Class 381/404); filed 13 February 2008

The major feature of this shallow speaker is a large-diameter centering
spider 222 that sits outside the magnetic assembly instead of on top. For
whatever reason, the invention as illustrated is not nearly as shallow as it
might be—there is a lot of wasted space between the planar diaphragm and
the top of the voice coil.—GLA
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7,433,477

43.38.Lc AUDIO SUPERPOSITIONING

Edgar Sexauer and Klaus Graef, assignors to Dialog
Semiconductor GmbH

7 October 2008 (Class 381/119); filed in the European Patent
Office 16 April 2002

Instead of a summing amplifier followed by a gain control stage, the
gain of summing amplifier 40 is adjusted by changing the value of its feed-
back resistor. Is it possible that no prior art exists?—GLA

7,433,479

43.38.Lc HEADPHONE APPARATUS

Koichi Sato, assignor to Pioneer Corporation
7 October 2008 (Class 381/309); filed in Japan 20 December 2002

Some game boxes allow two players to compete via the Internet and
simultaneously carry on a conversation using headsets with microphones. In
such an arrangement, the sound effects of the game are normally reproduced
by loudspeakers. To avoid annoying others, however, one or both players
may prefer to hear everything through the headset; but if the two signals are
simply mixed, it may be difficult to distinguish between them. This patent
teaches that if stereo headsets are used, then at least one signal can be
synthetically localized to make its identification easier.—GLA

7,436,967

43.38.Lc APPARATUS AND METHOD OF LIMITING
POWER APPLIED TO A LOUDSPEAKER

Brian Neunaber, assignor to QSC Audio Products, Incorporated
14 October 2008 (Class 381/55); filed 23 March 2005

This is a continuation of U.S. patent no. 6,940,981 which was filed in
2003. Several variants are described but they are all concerned with protect-
ing a loudspeaker against thermal overload, and they all involve simulta-
neous sampling of voltage and current. The two values are processed in
some fashion to estimate power or voice coil temperature, and the input

signal is attenuated when a threshold is exceeded. As described, the various
embodiments use digital processing but this is not required by the patent
claims. Some hidden assumptions and simplifications are made, but these
may well be of little practical importance. However, the patent also sets
forth a number of statements that are simply false, i.e., volt-amperes does
not equate to watts, a loudspeaker’s impedance curve does not retain the
same shape when its voice coil resistance increases, and there is no such
thing as “instantaneous power.”—GLA

7,430,300

43.38.Md SOUND PRODUCTION SYSTEMS AND
METHODS FOR PROVIDING SOUND INSIDE
A HEADGEAR UNIT

Frederick Vosburgh and Walter C. Hernandez, assignors to
Digisenz LLC

30 September 2008 (Class 381/376); filed 17 November 2003

Here is a bit of free advice to the inventor who is rushing to patent a
red hot idea: before writing up endless details of possible variants and filling
pages of text with questionable theory, make a simple model to see if it
works. Turning to the patent at hand, anyone who has worn a sports or
safety helmet knows that external sounds are substantially attenuated. To
remedy this situation, one might mount a pair of microphones on the outside
of the helmet and transmit their signals to a corresponding pair of earphones
inside the helmet. Moreover, to be really scientific about this, each micro-
phone 122 might be seated in a molded replica of a human outer ear 120.
�Why not just drill a couple of holes and dispense with the electronics?� But
that’s not all. The molded ears can be augmented or replaced by an array of
microphones 180 whose signals are suitably analyzed and processed to yield
a simulation of the free-air sound field. Conspicuously missing from the
patent is any discussion of physical contact with sports helmets or wind
noise in motorcycle helmets.—GLA

7,428,429

43.38.Si HANDS-FREE PERSONAL
COMMUNICATION DEVICE

Christopher C. Gantz et al., assignors to SYNC1 LLC
23 September 2008 (Class 455/575.1); filed 5 January 2005

This is a continuation of U.S. patent no. 6,934,567, originally filed in
2002. It discloses an interesting headset design that requires no headband.
Instead, the assembly drapes across the user’s shoulders, positioning loud-
speaker 30 and microphone 25 at appropriate locations. Yoke 17 is deform-
able, allowing the assembly to rest on either the left or right shoulder. A
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connecting cable emerges from the far end of the yoke �dotted line�. Also
stored in the far end is a removable earbud that can be taken out and used
instead of the loudspeaker.—GLA

7,430,506

43.38.Si PREPROCESSING OF DIGITAL AUDIO
DATA FOR IMPROVING PERCEPTUAL
SOUND QUALITY ON A MOBILE PHONE

Young Han Nam et al., assignors to RealNetworks Asia Pacific
Company, Limited

30 September 2008 (Class 704/207); filed in Republic of Korea 9
January 2003

To make efficient use of available bandwidth, cellular telephone net-
works encode audio signals dynamically, employing algorithms based on
human speech. During normal pauses between words, for example, the en-
coder classifies the signal as noise rather than information, and the encoding
rate drops to its lowest value �1 /8�. Unfortunately, as explained in this
patent, encoding optimized for speech can mangle music. Percussive signals
are classified as noise, and annoying dropouts occur. Worse yet, the longer
music is played, the more dropouts are generated. A sophisticated method of
preprocessing is disclosed which fools the encoder into identifying music as
speech. “By this method, the number of pauses in a music signal is reduced,
and the perceptual sound quality of the music is improved.”—GLA

7,409,071

43.38.Tj LARGE-DIAMETER ARCUATE SPEAKER

Nick Bromer, Marietta, Pennsylvania
5 August 2008 (Class 381/335); filed 15 July 2003

A means of converting the “wind” portion in an arcuate array is dis-
closed. “The pulsating motion also produces changes in the air pressure, as
the particle velocity can be divided into two parts that differ in their rela-
tionship to the air pressure. I �the inventor� call these parts sound, and
wind.” Huh? An interesting discussion follows that says, in part, the sound
part follows a 1 /r relation but the wind part follows a 1 / �r�r��k formula,
k being the wavenumber. Moreover, since one transducer is common prac-
tice, the number of loudspeakers needs to be “equal to a perfect square n
�n of a number n �n�n=4,9 ,16. . . �.” Despite the contortions in the pro-

saic description and the number of figures supplied being less than that
referenced in the text, a practical device may result.—NAS

7,431,392

43.38.Vk CHAIR HAVING BUILT-IN AUDIO
SPEAKERS AND A SLIDE-OUT COMPARTMENT
FOR A PORTABLE DIGITAL STORAGE AND
PLAYBACK DEVICE

George Tamara, assignor to True Seating Concepts, LLC
7 October 2008 (Class 297/217.4); filed 26 September 2006

This is not the first stereo chair to be patented. The two novel features
appear to be the locations of the loudspeakers 22, 24 and a slide-out com-
partment 26 for an MP3 player. The patent places a great deal of emphasis
on the slide-out compartment—the term appears in the title, abstract, and
claims, although one independent claim refers merely to open and closed
positions. Power for the electronic components can be supplied from a
built-in battery pack or an AC power cord that emerges from opening
36.—GLA

7,402,112

43.40.Ey MULTIPLE MATERIAL GOLF CLUB HEAD

J. Andrew Galloway, assignor to Callaway Golf Company
22 July 2008 (Class 473/224); filed 15 October 2007

A means is disclosed wherein the sound characteristics of a golf club
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head 60 is modified by component 59 so that the sound of the golf club head
is altered when it impacts a golf ball. Data in the patent indicates that the
changes in sound level can vary from −1.5 dBA to +1.2 dBA, and the cen-
ter frequency pitch can be lowered from 100 to 800 Hz in comparison to
that of an ordinary club.—NAS

7,404,775

43.40.Tm HANDLE FOR A LACROSSE STICK

David Morrow and Andrew Maliszewski, assignors to Warrior
Lacrosse, Incorporated

29 July 2008 (Class 473/513); filed 3 March 2005

Coating 26 is “coupled” to outer surface 22 of tubular member 14, a
part of lacrosse stick 12 �or any device that requires a handle where the
orientation of same needs to be determined by tactile stimuli�. The coating,
depending on its composition, can decrease vibration while also providing
the tactile stimuli, as it need not be applied to the entire perimeter 22. The
thickness of the coating can vary from the head end to the bottom end
�which can provide additional tactile information�, and it can be applied
with varying smoothness or roughness, to suit the desires of a player.—NAS

7,412,066

43.40.Tm MICROPHONE

Peter Muren and Trygve Frederik Marton, assignors to Tandberg
Telecom AS

12 August 2008 (Class 381/177); filed in Norway 25 August 2003

Audio teleconference assemblies are often placed on tables. Impacts to

the table from human interaction can cause shocks to the microphone as-
sembly resulting in unpleasant noises at the teleconference “far end.” Vari-
ous and sundry elastic vibration isolation systems have been devised, but
this system uses “magnetic levitation.” Microphone 17 is mounted in sub-
stantially heavy top part 11 which is levitated above base 12 by magnet sets
13 and 14. The magnet sets are placed so that like poles are facing one
another which generates a repelling magnetic force. Neat idea.—NAS

7,427,035

43.40.Tm RAIL DAMPER

David Farrington and Christopher John Cedric Jones, assignors
to Corus UK Limited

23 September 2008 (Class 238/382); filed in United Kingdom 5
March 2003

A nylon clip 18 has an aperture 20 within which the foot of the rail fits.
The damper 28 consists of an elongated hollow rigid steel section 30 that is
filled with a rubber or rubber-like material, embedded in which are masses
34 and 36. The masses are sized so that their resonant frequencies are in the
range of the rail’s vibration frequencies.—EEU

7,345,953

43.40.Yq FLEXTENSIONAL VIBRATION SENSOR

Roger Ian Crickmore et al., assignors to Qinetiq Limited
18 March 2008 (Class 367/163); filed in United Kingdom 8

November 2002

A sensitive fiber optics seismic acceleration sensor is claimed where
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mass 21 is attached by bolt 22 to flex tensional ring 11, in turn attached to
supporting enclosure 24 by attachments 23. Acceleration along the 23 to 22
direction will cause mass 21 to pull ring 11 inward, causing it to also
elongate laterally along its major axis, thereby stretching fiber optics fila-
ment 13 wound around it. Light passing through the length of the fiber
filament will cause a delay that can be measured as proportional to accel-
eration. This sensor is insensitive to acceleration in either of the two lateral
directions.—AJC

7,429,053

43.40.Yq SUBFRAME STRUCTURE AND
VIBRATION DAMPER FOR THE SAME

Akira Katagiri et al., assignors to Tokai Rubber Industries,
Limited

30 September 2008 (Class 280/124.109); filed in Japan 9
September 2004

An automotive vehicle’s wheel and suspension assembly is resiliently
supported from a subframe, which is resiliently connected to the vehicle. For
certain control purposes, such as the activation of antilock braking systems,
the state of motion of the vehicle needs to be determined. This patent de-
scribes dynamic load sensors for this purpose that are incorporated in resil-
ient connectors between the subframe and vehicle frame. These sensors
employ Hall effect elements to measure the loads along three axes.—EEU

7,430,439

43.40.Yq USER HAND DETECTION FOR WIRELESS
DEVICES

Jason Griffin and Steven Fyke, assignors to Research In Motion
Limited

30 September 2008 (Class 455/552.1); filed 31 January 2005

Whether a wireless device, such as a cell phone, is being held in a
user’s hand �versus being stored in a holster, for example� is determined by
activating a vibrator in the device for a brief period, measuring the resulting
acceleration, and comparing the measured acceleration to a stored
signal.—EEU

7,430,915

43.40.Yq VIBRATION SENSOR

Mamoru Yasuda et al., assignors to Hosiden Corporation
7 October 2008 (Class 73/652); filed in Japan 2 September 2003

This single-axis sensor is intended to be sensitive, rugged, and rela-
tively easy to assemble. It consists of an electrode 1 that is rigidly fixed
inside a housing 10 and an electrode membrane 3 that carries a mass 2.
Vibrations are sensed in terms of changes in the capacitance between the
two electrodes resulting from motion along an axis perpendicular to the
membrane. A ring 9 protects the membrane from excessive axial excursions;
for example, if the sensor is dropped. The extensions 2a at the base of the

mass 2 and the ring surrounding the mass prevent excessive lateral and
torsional deflections due to lateral impacts. Lips at the bottom of the plastic
housing 10 enable convenient “snapping together” assembly of the
device.—EEU

7,437,274

43.40.Yq METHOD AND APPARATUS FOR
OBJECTIVE MEASUREMENT OF NOISE

Francois Charette et al., assignors to Ford Motor Company
14 October 2008 (Class 702/184); filed 12 August 2002

For quality control purposes an automotive vehicle is placed on a
platform, which subjects the vehicle to vibrations representative of those
resulting from the vehicle’s driving over various surfaces. These vibrations
may give rise to noise, such as squeaks and rattles. Rather than relying on
subjective evaluation by a listener, the arrangement described in this patent
uses sound data acquired via a microphone and compares the data, analyzed
in various ways, with predetermined criteria.—EEU

7,430,912

43.50.Fe RANDOM INCIDENT ABSORBER
APPROXIMATION

Donald C. Albin, Jr., assignor to International Automotive
Components Group North America, Incorporated

7 October 2008 (Class 73/599); filed 28 December 2005

Described is an obvious and commonly used method to measure sound
absorption as a function of incident angle. It is specifically geared toward
automotive noise reduction.—GFE

7,347,239

43.50.Gf TIRE NOISE REDUCING SYSTEM

Naoki Yukawa and Tadao Matsumoto, assignors to Sumitomo
Rubber Industries, Limited

25 March 2008 (Class 152/209.18); filed in Japan 27 January 2004

A tire noise damper 5B is claimed, where plastic foam ring 5B is fitted
into tire cavity 4 between retaining ribs 17 cast into the interior tire surface.
Ring 5-5B volume can be between 0.4% to 20% of the tire cavity. Tires
tested have a cavity volume resonance frequency between 125 and 200 Hz.
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In one case, a damper reduced a 220 Hz resonance amplitude by about 6 dB,
and reduced the broadband noise by 2 dB—AJC

7,351,041

43.50.Gf FAN WITH REDUCED NOISE GENERATION

Robert B. Uselton et al., assignors to Lennox Industries
Incorporated

1 April 2008 (Class 416/236 R); filed 10 February 2005

A method of reducing high frequency �whistling� noise emitted by a
moving fan blade 25 by means of skived roughness 25k-l-m on the trailing
edge pressure side 25a of fan blade 25 is claimed. By turning boundary layer
21 turbulent by this means, it is hoped to prevent the coherent shedding of
vortices at the fan blade trailing edge 25e. Theoretical expressions for sizing
the roughness scale are provided, but no supporting test data is
included.—AJC

7,406,892

43.50.Gf PLASTIC MOLDED GEAR, AND
INTERMITTENT ROTATION TRANSMISSION
DEVICE AND GEAR TRAIN USING SAME

Yoichi Takeuchi et al., assignors to Enplas Corporation
5 August 2008 (Class 74/440); filed in Japan 3 September 2003

Protruding portion 5 is formed at the ends of tooth flanks 6 of each
tooth 2. The protruding portion 5 is elastically deformed so as to absorb

backlash. A good tutorial of prior art tooth design for backlash control is
included in the text.—NAS

7,434,657

43.50.Gf ACOUSTIC FOAM SOUND REDUCER FOR
VACUUM POWER UNIT

Darrell V. Nieschwitz and Andrew L. Gabric, assignors to H-P
Products, Incorporated

14 October 2008 (Class 181/231); filed 27 October 2005

A sound absorber design is detailed, for the purpose of quietening a
vacuum motor.—GFE

7,434,659

43.50.Gf ACOUSTIC SEPTUM CAP HONEYCOMB

Earl Ayle, assignor to Hexcel Corporation
14 October 2008 (Class 181/292); filed 4 April 2005

A thin lightweight sound absorber using a honey comb shape is de-
tailed for the purpose of reducing jet engine noise.—GFE

7,427,823

43.58.Hp PIEZOELECTRIC VIBRATION ELEMENT,
PIEZOELECTRIC VIBRATOR, PIEZOELECTRIC
OSCILLATOR, FREQUENCY STABILIZATION
METHOD, AND METHOD OF MANUFACTURING
THE PIEZOELECTRIC VIBRATOR

Tsuyoshi Ohshima et al., assignors to Epson Toyocom Corporation
23 September 2008 (Class 310/344); filed in Japan 3 February 2005

This patent teaches a method for stabilizing piezoelectric resonators
using monolayer adsorption of chemicals on the resonator material and elec-
trodes. The principle presented appears to be extremely simple: One puts a
drop of polydimethysiloxane �PDMS� together with the resonator in a sealed
cavity and heats it to a prescribed temperature for a prescribed time. The
authors disclose just how long it takes for their resonators to stabilize, but, in
general, it can be accomplished in a few hours. The frequency drops as a
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monolayer of PDMS is transferred, and then it stabilizes and the resonator is
ready for use. Unfortunately, little information is given about the types of
materials used for the resonators and what the ultimate stability of the de-
vices is—does the PDMS keep migrating?—JAH

7,433,266

43.60.Gk ACOUSTIC SOURCE LOCALIZATION
SYSTEM AND APPLICATIONS OF THE SAME

Ákos Lédeczi et al., assignors to Vanderbilt University
7 October 2008 (Class 367/129); filed 15 September 2005

A method is presented which is purported to overcome the problems
with localization of sniper/gun shot/explosions in an urban environment.
Yet, it ultimately falls back on common time-of-arrival processing.—GFE

7,346,176

43.60.Qv AUTO-ADJUST NOISE CANCELING
MICROPHONE WITH POSITION SENSOR

Robert J Bernardi et al., assignors to Plantronics, Incorporated
18 March 2008 (Class 381/92); filed 11 May 2001

Noise canceling microphone system 10 is claimed that determines
whether the microphone is properly positioned. When the talker source 12 is
near microphone 14 and further from microphone 22, comparator 28-36
determines that acceptable acoustic activity is occurring and causes switch
48 to connect differential sum output 47-50 to output 52. If talker source 12
is remote from the microphones, microphones 14 and 22 receive similar
sound levels, causing the difference 47 to be virtually zero. Comparator
28-36, on sensing this, causes switch 48 to connect microphone 14 output
32-56 directly to output 52 and to turn on display 46 to warn the user to
position the microphone set closer to source 12.—AJC

7,434,834

43.60.Qv OCCUPANT PROTECTION SYSTEM FOR
VEHICLE

Takashi Mihara and Yukiyasu Ueno, assignors to Denso
Corporation

14 October 2008 (Class 280/735); filed in Japan 10 March 2004

To prevent the erroneous deployment of airbags during a presumed
rear-end collision, accelerometer sensors are augmented with sonar sensors
on the bumper �currently used for parking collision prevention�.—GFE

7,428,312

43.66.Ts METHOD FOR ADAPTING A HEARING
DEVICE TO A MOMENTARY ACOUSTIC SITUATION
AND A HEARING DEVICE SYSTEM

Hilmar Meier et al., assignors to Phonak AG
23 September 2008 (Class 381/312); filed 18 November 2003

The momentary acoustical environment is identified by a hearing de-
vice, and its signal processing parameters, including those other than vol-
ume level, are automatically updated accordingly to preset rules. The wearer
may also adjust these parameters manually via wireless control from a re-
mote device or with an input unit, e.g., buttons, integrated into the hearing
device.—DAP

7,430,299

43.66.Ts SYSTEM AND METHOD FOR
TRANSMITTING AUDIO VIA A SERIAL DATA PORT
IN A HEARING INSTRUMENT

Stephen W. Armstrong and Brian D. Csermak, assignors to Sound
Design Technologies, Limited

30 September 2008 (Class 381/312); filed 12 April 2004

A bi-directional serial data port facilitates communication between a
hearing device and external device. Processed audio signals picked up by an
ear canal microphone are transmitted to the external device to allow the
hearing aid dispensing professional to monitor the audio presented to the
hearing aid wearer as signal processing parameters are changed.—DAP

7,433,480

43.66.Ts HEARING AID WITH WIRELESS
TRANSMISSION SYSTEM, AND OPERATING
METHOD THEREFOR

Torsten Niederdränk, assignor to Siemens Audiologische Technik
GmbH

7 October 2008 (Class 381/312); filed in Germany 1 December
2003

To facilitate wireless communication in a hearing aid without having
to add an antenna, the telecoil and hearing aid receiver are used for their
usual functions of receiving inductive audio signals and converting electrical
signals to acoustic energy, respectively, and also to transmit and receive
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electromagnetic signals at frequencies above the audible spectrum in order
to communicate with an external device.—DAP

7,433,481

43.66.Ts DIGITAL HEARING AID SYSTEM

Stephen W. Armstrong et al., assignors to Sound Design
Technologies, Limited

7 October 2008 (Class 381/312); filed 13 June 2005

To mitigate occlusion resulting from the hearing aid wearer’s own
voice, two microphones are used in a directional hearing aid with digital
signal processing. The output of the microphone that is placed in the ear
canal, which is the occlusion signal, is equalized and subtracted from the
processed intended audio signal picked up by the other microphone.—DAP

7,433,490

43.70.Gr SYSTEM AND METHOD FOR REAL TIME
LIP SYNCHRONIZATION

Ying Huang et al., assignors to Microsoft Corporation
7 October 2008 (Class 382/100); filed 16 May 2006

A method to synchronize lip shapes on a sketched face with an input
audio signal is put forward.—GFE

7,434,117

43.72.Gy METHOD AND APPARATUS OF
DETERMINING BAD FRAME INDICATION FOR
SPEECH SERVICE IN A WIRELESS
COMMUNICATION SYSTEM

Pei-Shiun Chung and Wei-Nan Sun, assignors to MediaTek
Incorporated

7 October 2008 (Class 714/704); filed 28 October 2005

Corruption in transmitted blocks of speech information in a wireless
communication system is detected and quantified as a signal quality by
averaging the burst-by-burst signal-to-noise ratio. If the number of bit errors
in the received speech block is too large due to discontinuous transmission,
a bad frame indication for that block is generated. Depending on the level of
signal quality, the speech block will be decoded, the errors will be con-
cealed, or noise will be injected in place of the corrupted speech.—DAP

7,437,299

43.72.Gy CODING OF STEREO SIGNALS

Ronaldus Maria Aarts and Roy Irwan, assignors to Koninklijke
Philips Electronics N.V.

14 October 2008 (Class 704/500); filed in the European Patent
Office 10 April 2002

Reduction of bit rate at a given sound quality is said to be obtained by
transforming a multichannnel signal �e.g., stereo� into a principal signal that
contains most of the signal energy and at least one lower-energy residual
signal. The transformation may comprise mapping the left and right signals
of a stereo signal into different angles of rotation corresponding to the
amount of signal variance, and changing adaptively the number of bits and
bit rate allocated to the principal and residual signals.—DAP
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7,433,818

43.72.Ne SUBSCRIBER TERMINAL FOR
PROVIDING SPEECH-TEXT ENCODING AND
TELEPHONY SERVICE

Charles David Caldwell et al., assignors to AT&T Corporation
7 October 2008 (Class 704/235); filed 1 February 2006

This invention is said to eliminate the need for a live operator to
transcribe speech into text using a Teletype machine in order to provide a
third-party telecommunication relay service �TRS� for severely hearing-
impaired persons. A subscriber terminal has a speech recognizer that is
activated via dual tone multiple frequency �DTMF� tones from a user, a
network communication interface to receive speech packets, a visual display
interface, a telephone interface, and a processor to decode and display the
speech as text.—DAP

7,437,295

43.72.Ne NATURAL LANGUAGE PROCESSING
FOR A LOCATION-BASED SERVICES SYSTEM

Ashton F. Pitts III et al., assignors to Accenture LLP
14 October 2008 (Class 704/275); filed 25 April 2002

This patented system for speech recognition is geared toward the spe-
cific needs and requirements of use in a personal mobile wireless device.
The recognition server software runs in a base system rather than in the
user’s device. It does not attempt do identify 100% of the words in the
utterance. Instead, each word that is identified triggers a word-specific gram-
mar. All of the grammars thus selected are combined to form an initial
mapping of the utterance. All available grammatical information plus GPS-
based location information is then used to identify a range of products and

services which might fit the user’s inquiry. A response is then constructed in
either speech or text and sent to the user’s device.—DLR

7,428,334

43.80.Vj METHODS AND SYSTEMS FOR 3D
SEGMENTATION OF ULTRASOUND IMAGES

Armin Schoisswohl and Johannes Ruisz, assignors to General
Electric Company

23 September 2008 (Class 382/173); filed 27 August 2004

Ultrasonic echoes encompassing the volume of an object are seg-
mented from other echoes. In the segmentation process, a reference cross
section and multiple other cross sections through the object echoes are de-
fined. Points at the edge of the object in the reference cross section are
determined and a contour that intersects the cross sections is found. The
contour is adjusted until the contour points contain essentially all of the
echoes from the object.—RCW

7,431,698

43.80.Vj APPARATUS AND METHOD FOR
CONTROLLING AN ULTRASOUND PROBE

Reinhold Bruestle, assignors to GE Medical Systems Global
Technology Company, LLC

7 October 2008 (Class 600/459); filed 13 January 2004

Memory and control circuitry are included in an ultrasound probe to
connect a set of signal lines to different elements in a movable transducer
array.—RCW
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